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PROCESSOR HIDING ITS POWER-UP
LATENCY WITH ACTIVATION OF A ROOT
PORT AND QUICKLY SENDING A
DOWNSTREAM CYCLE

TECHNICAL FIELD

Embodiments described herein generally relate to provid-
Ing power savings 1n a processor environment.

BACKGROUND

Platform controller hubs (PCHs) represent a family of
successiul microchips. I/O functions have been reassigned
between a new central hub and the central processing unit
(CPU). Certain Northbridge functions, the memory control-
ler, and Peripheral Component Interconnect Express (PCle)
lanes have been integrated into the CPU, while the PCH has
taken over the remaining functions. As 1s the case with most
processor environments, their Idle Power should be mini-
mized to meet certain requirements. In many cases, there can
be multiple high-speed Serial mput/output (I/0) ports (in-
cluding the universal serial bus (USB)) to accommodate.
Hence, it becomes significant to bring down the expenditure
tor the PCI Express root port Idle Power by several factors.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments are 1llustrated by way of example and not
by way of limitation 1n the FIGURES of the accompanying
drawings, 1n which like references indicate similar elements
and 1n which:

FIG. 1A 1s a simplified block diagram illustrating an
example embodiment of a prewake system associated with
the present disclosure;

FIG. 1B 1s a simplified block diagram illustrating one
possible implementation of the prewake system associated
with the present disclosure;

FIG. 2 1s a simplified table illustrating wake latency
metrics with and without the prewake feature of the present
disclosure:

FIG. 3 1s a simplified flowchart illustrating one possible
set ol activities for a power-up flow associated with the
present disclosure;

FIG. 4 1s a simplified diagram 1llustrating one possible set
of time intervals for wake latency associated with the
present disclosure;

FIG. 5 1s a simplified flowchart 1llustrating one possible
set of activities for another power-up flow associated with
the present disclosure;

FI1G. 6 1s a simplified diagram illustrating another possible
set of time intervals for wake latency associated with the
present disclosure;

FIGS. 7A-7TB are simplified state diagrams illustrating,
possible activities for turning oif a Common Mode associ-
ated with the present disclosure;

FIG. 8 1s a simplified table illustrating metrics associated
with a Common Mode turn oil in accordance with one
example implementation associated with present disclosure;

FIG. 9 1s a simplified flowchart 1llustrating one possible
set of activities for a Common Mode turn off associated with
the present disclosure;

FIG. 10 1s a simplified block diagram associated with an
example ARM ecosystem system on chip (SOC) of the
present disclosure; and
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2

FIG. 11 1s a ssmplified block diagram illustrating example
logic that may be used to execute activities associated with

the present disclosure.

The FIGURES of the drawings are not necessarily drawn
to scale or proportion, as their dimensions, arrangements,
and specifications can be varied considerably without
departing from the scope of the present disclosure.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

The following detailed description sets forth example
embodiments of apparatuses, methods, and systems relating
to providing a power savings 1n a processor environment.
Features such as structure(s), function(s), and/or character-
1stic(s), for example, are described with reference to one
embodiment as a matter of convenience; various embodi-
ments may be implemented with any suitable one or more of
the described features.

Commonly, in order to achieve a significant power sav-
ings, the PCI Express oflers a deeper power state that is
known as L1.OFF. Typically, when the deeper power state 1s
entered, it needs a longer time to exit the power state. The
additional wake latency 1s caused by a deeper L1.OFF state
exit (TL1OFF_EXIT) in which a PCI Express root port
should wait before retransmitting on the interface. This
TL1OFF_EXIT eflectively 1s a latency penalty in return for
the extra PCI Express power saving. In many cases, the
latency penalty could be as much 40 us, which deteriorates
the wake performance and which inhibits the user experi-
ence (e.g., as 1t applies to notebooks, tablets, mobile devices,
and various types of personal computers).

Particular embodiments described herein can ofier a
method that includes powering down a root port; mnitiating
a first downstream cycle by a central processing unit (CPU)
to the root port; 1dentitying a power up activity for the CPU:;
and triggering an exit tlow for a power state in conjunction
with sending a second downstream cycle to the root port. In
more particular embodiments, the triggering of the exit flow
for the power state and the sending of the second down-
stream cycle to the root port occurs 1n a substantially parallel
fashion. In addition, a prewake 1ndicator can be sent to the
root port to trigger the exit flow before the CPU 1s powered
up and the second downstream cycle 1s sent.

In yet other embodiments, the root port 1s associated with
a Peripheral Component Interconnect Express (PCle) port.
Additionally, the method can include recerving the second
downstream cycle; and sending the second downstream
cycle to a device. The CPU can be coupled to a plurality of
high-speed serial mput/output (I/0) ports.

Yet another solution associated with reducing power
consumption i a processing environment includes i1denti-
fying a power management state associated with a central
processing unit (CPU); applying a power down state through
a common mode turn off; and applying a transmit (1x)
common mode disable pin to a physical layer (PHY ) 1n order
to change a power state level associated with the CPU. In
more particular instances, the common mode disable pin 1s
de-asserted to enable the Tx common mode. More speciiic
implementations may include recerving a status signal at an
input/output (I/0) controller to indicate a power state level.
The power management states can include a link disable
state, a runtime state, a detect state, and an unconfigured
lanes state. The PHY allows a root port to exit to a power
state level by returning a status signal.

Numerous details associated with these capabilities, along
with various other features and functions associated with the
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present disclosure are discussed below with reference to the
accompanying FIGURES and descriptions.
Prewake Activities in a Processing Environment

FIG. 1A 1s a simplified block diagram illustrating a
prewake system 10 associated with the present disclosure.
This particular embodiment 1ncludes a central processing
unit (CPU) 12, an On-Chip System Fabric (IOSF) 14, a
Peripheral Component Interconnect Express (PCle) root
port 16, and a PCle device 18. Any number of transmit
components (Ix) and receiver components (Rx) may be
provided at PCle root port 16 and PCle device 18. Also
provided in FIG. 1A 1s a number of prewake signals 15 that
are tied to a CPU power-up flow (of CPU 12), a PCle
L.1.OFF exit tlow (of PCle root port 16), and tied to a paired
set of prewake detection modules.

Prewake system 10 1s configured to remove (e.g., com-

pletely) the TL1OFF_EXIT from the total wake latency to
cnable PCI Express devices to enter the deepest L1.OFF
state as frequently as possible. This would engender a
maximum power savings without mcurring an additional
latency penalty. The activities and protocols associated with
these power-saving operations are generally referred to as
‘prewake’, as discussed herein. Prewake 1s a mechanism that
allows the TL1IOFF_EXIT to hide under the CPU power-up
latency (TCPU_UP) during power wake. This can be done
for the prewake parallelize L1.OFF exit flow with CPU
power-up tlow (in contrast to the serialize L1.OFF exit flow
with CPU power-up flow). When the CPU power-up flow
and L1.OFF exit flow 1s serialized (without the prewake
mechanism), the CPU attempts to send a downstream cycle
to a PCI Express device, where its corresponding PCI
Express root port 1s mn L1.OFF. The downstream cycle
would not reach the PCI Express device until the CPU 1s
powered up, followed by a propagation of the downstream
cycle to the PCI Express root port. Upon arrival of the
downstream cycle to the PCI Express root port, the L1.OFF
exit flow would be triggered. When the PCI Express root
port and device are powered up, the downstream cycle can
be sent to the PCI Express device.

Turning to additional FIGURES that are illustrative of
these concepts, FIG. 1B 1s a simplified block diagram
illustrating one possible implementation of the prewake
system associated with the present disclosure. FIG. 1B
includes an istance of a PCle 22 implementing the teach-
ings ol the present disclosure, juxtaposed with an instance of
a PCle 24 without the benefit of the prewake {features
discussed herein. A number of PCle layers are being shown
in FIG. 1B, where such layers can interact with an analog
front end (AFE) 26, 28. In the case of PCle 22, a PHY
Interface for a PCI Express (PIPE) interface 21 1s provi-
sioned, and 1t can make use of an existing power state to turn
off the Tx CMM. In the case of PCle 24, a standard PIPE
interface 23 1s being provisioned, as shown i FIG. 1B.

Without the prewake mechanism in place, the down-
stream cycle would need to wait for the TCPU_UP and the
TL1OFF_EXIT serially belore the cycle would be sent out
to the PCI Express devices through the PCI Express root
port, which previously was 1n L1.OFF (illustrated 1n FIG. 4).
TL1OFF_EXIT can be exposed in wake latency. Thus, wake

latency without prewake can be defined by the expression:

Wake Latency=7CPU_UP+ICYCLE+
IL10FF_EXIT.

FIG. 2 1s a simplified table 25 illustrating wake latency
metrics with and without the prewake feature 1n accordance
with one example implementation of the present disclosure.

When the L1.OFF exit flow 1s parallelized with a CPU
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power-up flow with the prewake feature (illustrated in FIG.
5), the CPU 1s attempting to send a downstream cycle to a
PCI Express device, and its corresponding PCI Express root
port is in L1.OFF. A prewake indicator can be sent to the PCI
Express root port to trigger the L1.OFF exit flow before the
CPU 1s powered up, and the downstream cycle can be
propagated to the PCI Express root port.

With the prewake mechanism, the downstream cycle
would wait for the TCPU UP and the TL1OFF EXIT 1n a
parallel fashion, before the cycle can be sent out to PCI
Express devices through the PCI Express root port, which
previously was m L1.OFF. TL1OFF_EXIT can be hiding

from the wake latency. Thus, wake latency with the prewake
mechanism can be defined as:

Wake Latency=7CPU_UP+7CYCLE

TCPU_UP, TCYCLE and TL1OFF_EXIT can be plat-
form specific. The recommended values of these latencies
could be 1n the range of approximately:

TCPU_UP=60 us
TCYCLE~us
TL1OFF_EXIT.

Without prewake, the downstream cycle would wait for
the TCPU_UP and the TL1OFF_EXIT serially before the
cycle can be sent out to PCI Express devices through the PCI
Express root port, which previously was in L1.0OFF.
TL1OFF_EXIT can be exposed 1n wake latency. As a result,
the Wake Latency=TCPU_UP+TCYCLE+TL1OFF_EXIT.

With the prewake mechanism, the downstream cycle
would wait for the TCPU UP and the TLL1OFF EXIT 1n a
parallel fashion, before the cycle can be sent out to PCI
Express devices through the PCI Express root port, which
previously was i L1.OFF. TL1OFF_EXIT can be hiding
from wake latency. As a result, Wake Latency=TCPU_UP+
TCYCLE.

FIG. 3 1s a simplified flowchart 300 illustrating one
possible set of activities for a power-up tlow. More specifi-
cally, this 1llustration reflects a serializing of the L1.OFF exat
flow with the CPU power-up flow. This particular flow may
begin at 302, where there 1s a power down 1n the PCle root
port and device. At 304, the CPU can imtiate a downstream
cycle to the PCle root port. At 306, there 1s a power-up 1n the
CPU. At 308, the CPU can send a downstream cycle to the
PCle root port. At 310, the downstream cycle reaches the
PCle report. At 312, there 1s a triggering of the L1.OFF exat
flow.

FIG. 4 1s a simplified diagram 30 illustrating one possible
set of time intervals for wake latency. More specifically,
FIG. 4 1s depicting a wake latency without the prewake
mechanism and 1t tracks the activities detailed previously.

FIG. 5§ 1s a simplified flowchart 500 illustrating one
possible set of activities for a power-up tlow associated with
the present disclosure. More specifically, FIG. 5 illustrates a
parallelize activity of L1.OFF power wake tlow with a
power wake flow. This particular flow may begin at 502,
where there 1s a power down in the PCle root port and
device. At 504, the CPU can mitiate a downstream cycle to
the PCle root port. At 506, there 1s a power-up in the CPU,
where the CPU can send the downstream cycle to the PCle
root port (generally indicated that 510). At 514, the down-
stream cycle reaches the PCle root port. At 516, the down-
stream cycle can be sent to the PCle device. In a parallel
fashion (following along from block 504), there can be a
triggering of the L.1 OFF exit tlow at 508. At 512, the PCle
root port and device are powered up, which retflects an
increase 1n speed for this particular set of operations.
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Note that the prewake activities discussed herein allows
the PCI Express root port and 1I/O controller hub to imple-
ment an L1.OFF from the PCI Express to ofler a maximum
power saving. In addition, such a mechanism creates a
method to remove the extra latency penalty incurred by the
definition of the [L1.OFF exit. Moreover, such a feature can
be critical to a host of possible environments, such as the
applications of notebooks and tablets that use certain types
of system on chips (SoCs).

FIG. 6 1s a simplified diagram 40 illustrating another
possible set of time intervals for wake latency associated
with the present disclosure. More specifically, FIG. 6 can be
compared to FIG. 4, as the depiction of FIG. 6 captures the
wake latency associated with the prewake mechanism.

FIGS. 7A-7TB are simplified state diagrams illustrating,
possible activities for turning oif a Common Mode associ-
ated with the present disclosure. More specifically, FIG. 7A
illustrates a diagram 50 for turning off a Tx Common Mode
at a power down state. FIG. 7B 1llustrates a timing diagram
55 for turning off a Tx Common Mode using a pin. The
activities 1llustrated 1n FIGS. 7A-7B can enhance the current
PIPE 4.0 Specification to significantly reduce the mPHY
Idle Power. This enhancement can be applicable to various
high-speed 1/0 controllers including the PCI Express, serial
Advanced Technology Attachment (SATA), USB, etc. [Note
that a PHY (physical layer) chip 1s typically integrated into
most USB controllers m hosts or embedded systems and
provides the bridge between the digital and modulated parts
ol the imterface.]

In operation, the mechanisms of the present disclosure
can help to meet the Idle Power target for several types of
high-speed 1/O controllers. The enhancement in the PIPE
Specification can allow a high-speed controller (e.g., PCle)
to turn ofl the Tx Common Mode during the L 1.OFF, Detect,
Runtime D3, Sx, Link Disable, and Unconfigured Lanes.
Furthermore, such a mechanism can be applied to the
high-speed I/O controllers equally. In one particular imple-
mentation, by disabling the Common Mode, approximately
2 mW of Idle Power 1s saved.

It should also be noted that such a mechanism can be
hardware autonomous without any software intervention
necessary, allowing it to be suitable to multiple platforms
(mobile, tablet, server, client, etc.). The enhancement to the
PIPE Specification provides two methods for high-speed 1/0
controllers to turn the mPHY Data Lanes Tx Common Mode
Circuitry:

Tx Common Mode turn ofl through power down state;

and

Tx Common Mode turned off through a pin.

For the power down state Tx Common Mode Disable:

high-speed 1/0 controller needs to bring down the power

down state to PS3 to mPHY.

mPHY can return the PHY status back to the high-speed

I/O controller to indicate i1t has entered PS3.

[Note the Term ‘PS’ Can Refer to a Designated Power
State Level, or Power Savings Level, Power Sleep Level,
Etc.|

At the same time, the mPHY can turn off the Tx Common
Mode at this lower power state. FIG. 7A illustrates this
scenar1o with 1ts associated timing diagram 50.

For the pin Tx Common Mode Disable, the pin can be
introduced to indicate the Tx Common Mode turn off by the
high-speed 1/0 controller to the mPHY. This takes advantage
of low-power management states that have high exit latency
(such as L1.OFF). The pin indication can offer the flexibility
to the high-speed I/O controller to determine when 1t 1s

suitable to turn off the Tx Common Mode. One example
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involves the PCI Express power down to PS4. However, the
system may need to wait for a signal (e.g., the CLKREQ#)
to decide to turn off the Tx Common Mode. Once it has
checked all the conditions to turn off the Tx Common Mode,
it can assert the TxCommonModeDisable pin to the mPHY.
Aside from this, when the PCI Express needs to exit from
L.1.0OFF, it can de-assert the TxCommonModeDisable pin to
the mPHY to enable the Tx Common Mode. The Tx Com-
mon Mode voltage 1s still not stable at such a point;
however, the mPHY can allow the PCI Express root port to
exit to PO by returning the PHY status. This 1s due to the
L.1.OFF protocol having a timing specification to enable
waiting for the Tx Common Mode voltage to be stable while
bringing up the link. This 1s the example usage of taking
advantage of lower power management states that have high
exit latency.

FIG. 8 1s a simplified table 60 illustrating metrics asso-
ciated with a Common Mode turn off protocol 1n accordance
with one example implementation associated with present
disclosure. Table 60 summarizes the Tx Common Mode turn
ofl during different power down states. Note that the Tx
Common Mode 1s turned ofl using a pin. Table 60 offers a
comparison of the PIPE Specification versus the PIPE
Specification with the new enhancement discussed herein.

FIG. 9 1s a simplified flowchart 900 1illustrating one
possible set of activities for a Common Mode turn ofl
associated with the present disclosure. In particular, FIG. 9
offers an example usage model for a high-speed 1/O con-
troller PCle implementation. In general terms, the PCle can
power down the mPHY to PS3 during Detect, Link Disable,
Runtime D3, and Unconfigured Lanes. During PS3, the Tx
Common Mode 1s turned ofl. The PCle can power down the
mPHY to PS4 during L.1.OFF. Durmg PS4 and L1.OFF, the
Tx Common Mode 1s turned ofl using TxCommonModeDi-
sable pin at the PCI Express root port. The mPHY can
sample this pin to determine when to turn ofl the Tx
Common Mode.

Referring to the steps of the example flow of FIG. 9, at
902, the power management state 1s entered. At 904, the
Detect, Link Disable, Runtime D3, and Unconfigured Lanes
are accounted for. At 906, the system 1s powered down to
PS3. At 908, L1 1s entered and at 910, the system 1s powered
down to PS4. At 912, the CLKREQ# de-assert 1s provided.
In 914, the L1.OFF 1s provided. At 916, the Tx Common
Mode Dlsable pin 1s asserted. At 918, the Tx Common Mode
Circuit 1s turned off.

Note that without implementing the present disclosure,
the Tx Common Mode 1s not turned off 1 all power states.
Mechanisms of the present disclosure can enhance the PIPE
Specification to turn off the Tx Common Mode to save
power. In sum, at least two mechanisms are provided to turn
off the Tx Common Mode and, at the same time, the
mechanisms remain backward compatible with the PIPE
Specification before the enhancement. In general, the two
mechanisms are: Turn OFF Tx Common Mode 1n power
down state; and Turn OFF Tx Common Mode using a pin.
Without the teachings of the present disclosure, the Tx
Common Mode Circuit disable mechanism 1s not present 1n
any 1/0O Controller Hub for the PCI Express.

FIG. 10 1s a simplified block diagram associated with an
example ARM ecosystem SOC 1000 of the present disclo-
sure. One potential implementation of the present disclosure
includes an integration of the power savings features dis-
cussed herein (which includes the prewake mechanism
described) and an ARM component. For example, the par-
ticular implementation of FI1G. 10 can be associated with any

ARM core (e.g., A-9, A-15, etc.). Further, the architecture
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can be part of any type of tablet, smartphone (inclusive of
Android phones, 1-Phones), 1-Pad, personal computer,
server, video processing components, laptop computer (in-
clusive of any type of notebook), any type of touch-enabled
input device, etc.

In this example of FIG. 10, ARM ecosystem SOC 1000
may include multiple cores 1006-1007, an .2 cache control
1008, a bus interface unit 1009, an L.2 cache 1010, a graphics
processing unit (GPU) 1015, an iterconnect 1010, a video
codec 1020, and a liquid crystal display (LCD) I'F 1025,
which may be associated with mobile industry processor
interface  (MIPI)Yhigh-definition multimedia interface
(HDMI) links that couple to an LDC.

ARM ecosystem SOC 1000 may also include a subscriber
identity module (SIM) I/F 1030, a boot read-only memory
(ROM) 1035, a synchronous dynamic random access
memory (SDRAM) controller 1040, a flash controller 1045,
a serial peripheral interface (SPI) master 1050, a suitable
power control 1055, a dynamic RAM (DRAM) 1060, and
flash 1065. In addition, this particular example may 1nclude
a number of communication capabilities, interfaces, and
features such as instances of Bluetooth 1070, a 3G modem
1075, a global positioning system (GPS) 1080, and an
802.11 Wik1 1085.

In operation, the example of FIG. 10 can offer processing,
capabilities, along with relatively low power consumption to
enable computing of various types (e.g., mobile computing,
high-end digital home, servers, wireless inirastructure, etc.).
In addition, such an architecture can enable any number of
software applications (e.g., Android™, Adobe® Flash®
Player, Java Platform Standard Edition (Java SE), JavaFX,
Linux, Microsoit Windows Embedded, Symbian and
Ubuntu, etc.). In one particular example, the core processor
may 1mplement an out-of-order superscalar pipeline with a
coupled low-latency level-2 cache.

FI1G. 11 15 a simplified block diagram illustrating potential
clectronics and logic that may be associated with any of the
power saving operations discussed herein. More particu-
larly, FIG. 11 illustrates an embodiment of an example
system 1100 that may be included 1n prewake system 10,
provided as part of an enhancement to the PIPE Specifica-
tion, provided as part of any suitable tablet, mobile device,
personal computer, or any other type of electronic device.
System 1100 includes a touch controller 1102, one or more
processors 1104, system control logic 1106 coupled to at
least one of processor(s) 1104, system memory 1108
coupled to system control logic 1106, non-volatile memory
and/or storage device(s) 1110 coupled to system control
logic 1106, display controller 1112 coupled to system con-
trol logic 1106, display controller 1112 coupled to a display,
power management controller 1118 coupled to system con-
trol logic 1106, and communication interfaces 1120 coupled
to system control logic 1106.

System control logic 1106, 1n a particular embodiment,
may include any suitable interface controllers to provide for
any suitable interface to at least one processor 1104 and/or
to any suitable device or component in communication with
system control logic 1106. System control logic 1106, 1n a
particular embodiment, may include one or more memory
controllers to provide an interface to system memory 1108.
System memory 1108 may be used to load and store data
and/or 1nstructions, for example, for system 1100. System
memory 1108, 1n a particular embodiment, may include any
suitable volatile memory, such as suitable dynamic random
access memory (DRAM) for example. System control logic
1106, 1n a particular embodiment, may include one or more
input/output (I/0) controllers to provide an interface to a
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display device, touch controller 1102, and non-volatile
memory and/or storage device(s) 1110.

Non-volatile memory and/or storage device(s) 1110 may
be used to store data and/or structions, for example within
software 1128. Non-volatile memory and/or storage
device(s) 1110 may include any suitable non-volatile
memory, such as flash memory for example, and/or may
include any suitable non-volatile storage device(s), such as
one or more hard disc drives (HDDs), one or more compact
disc (CD) drives, and/or one or more digital versatile disc
(DVD) drives for example.

Power management controller 1118 1ncludes power man-
agement logic 1130 configured to control various power
management and/or power saving functions of prewake
system 10 based upon whether an electronic device 1s 1n an
open configuration or a closed configuration and/or a physi-
cal orientation of the electronic device. In one embodiment,
power management controller 1118 1s configured to reduce
the power consumption of components or devices of system
1100 that may either be operated at reduced power or turned
ofl when the electronic device 1s 1n the closed configuration.
For example, in a particular embodiment when the elec-
tronic device 1s 1 a closed configuration, power manage-
ment controller 1118 may perform one or more of the
following: power down the unused portion of the display
and/or any backlight associated therewith; allow one or
more of processor(s) 1104 to go to a lower power state 11 less
computing power 1s required 1n the closed configuration; and
shutdown any devices and/or components, such as keyboard
108, that are unused when an electronic device 1s 1n the
closed configuration.

Communications interface(s) 1120 may provide an inter-
face for system 1100 to communicate over one oOr more
networks and/or with any other suitable device. Communi-
cations interface(s) 1120 may include any suitable hardware
and/or firmware. Communications interface(s) 1120, 1 a
particular embodiment, may include, for example, a network
adapter, a wireless network adapter, a telephone modem,
and/or a wireless modem.

System control logic 1106, 1n a particular embodiment,
may include one or more input/output (I/O) controllers to
provide an interface to any suitable mput/output device(s)
such as, for example, an audio device to help convert sound
into corresponding digital signals and/or to help convert
digital signals into corresponding sound, a camera, a cam-
corder, a printer, and/or a scanner.

For one embodiment, at least one processor 1104 may be
packaged together with logic for one or more controllers of
system control logic 1106. In one embodiment, at least one
processor 1104 may be packaged together with logic for one
or more controllers of system control logic 1106 to form a
System 1n Package (S1P). In one embodiment, at least one
processor 1104 may be integrated on the same die with logic
for one or more controllers of system control logic 1106. For
a particular embodiment, at least one processor 1104 may be
integrated on the same die with logic for one or more
controllers of system control logic 1106 to form a System on
Chip (SoC).

For touch control, touch controller 1102 may include
touch sensor 1nterface circuitry 1122 and touch control logic
1124. Touch sensor interface circuitry 1122 may be coupled
to detect touch 1nput over a first touch surface layer and a
second touch surface layer of display 11 (i.e., display device
1110). Touch sensor interface circuitry 1122 may include
any suitable circuitry that may depend, for example, at least
in part on the touch-sensitive technology used for a touch
input device. Touch sensor interface circuitry 1122, 1n one
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embodiment, may support any suitable multi-touch technol-
ogy. Touch sensor 1nterface circuitry 1122, in one embodi-
ment, may iclude any suitable circuitry to convert analog
signals corresponding to a first touch surface layer and a
second surface layer into any suitable digital touch input
data. Suitable digital touch mput data for one embodiment
may 1nclude, for example, touch location or coordinate data.

Touch control logic 1124 may be coupled to help control
touch sensor interface circuitry 1122 1n any suitable manner
to detect touch 1nput over a first touch surface layer and a
second touch surface layer. Touch control logic 1124 for one
embodiment may also be coupled to output in any suitable
manner digital touch input data corresponding to touch input
detected by touch sensor interface circuitry 1122. Touch
control logic 1124 may be implemented using any suitable
logic, including any suitable hardware, firmware, and/or
soltware logic (e.g., non-transitory tangible media), that may
depend, for example, at least 1n part on the circuitry used for
touch sensor interface circuitry 1122. Touch control logic
1124 for one embodiment may support any suitable multi-
touch technology.

Touch control logic 1124 may be coupled to output digital
touch mput data to system control logic 1106 and/or at least
one processor 1104 for processing. At least one processor
1104 for one embodiment may execute any suitable software
to process digital touch input data output from touch control
logic 1124. Suitable software may include, for example, any
suitable driver software and/or any suitable application
software. As illustrated 1n FIG. 11, system memory 1108
may store suitable software 1126 and/or non-volatile
memory and/or storage device(s).

Note that 1n certain example implementations, the func-
tions outlined herein may be implemented in conjunction
with logic that 1s encoded in one or more tangible, non-
transitory media (e.g., embedded logic provided in an appli-
cation-specific integrated circuit (ASIC), i digital signal
processor (DSP) instructions, software [potentially inclusive
of object code and source code] to be executed by a
processor, or other similar machine, etc.). In some of these
instances, memory elements can store data used for the
operations described herein. This includes the memory ele-
ments being able to store software, logic, code, or processor
instructions that are executed to carry out the activities

described herein. A processor can execute any type of

instructions associated with the data to achieve the opera-
tions detailed herein. In one example, the processors could
transiform an element or an article (e.g., data) from one state
or thing to another state or thing. In another example, the
activities outlined herein may be implemented with fixed
logic or programmable logic (e.g., software/computer
instructions executed by a processor) and the elements
identified herein could be some type of a programmable
processor, programmable digital logic (e.g., a field program-
mable gate array (FPGA), a DSP, an erasable programmable
read only memory (EPROM), electrically erasable program-
mable read-only memory (EEPROM)) or an ASIC that
includes digital logic, software, code, electronic instruc-
tions, or any suitable combination thereof.

Note that with the examples provided above, as well as
numerous other examples provided herein, interaction may
be described 1n terms of layers, protocols, interfaces, spaces,
and environments more generally. However, this has been
done for purposes of clarity and example only. In certain
cases, 1t may be easier to describe one or more of the
functionalities of a given set of flows by only referencing a
limited number of components. It should be appreciated that
the architectures discussed heremn (and 1ts teachings) are
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readily scalable and can accommodate a large number of
components, as well as more complicated/sophisticated
arrangements and configurations. Accordingly, the examples
provided should not limit the scope or inhibit the broad
teachings of the present disclosure, as potentially applied to
a myriad of other architectures.

It 1s also important to note that the steps in the flows
illustrate only some of the possible signaling scenarios and
patterns that may be executed by, or within, the circuits
discussed herein. Some of these steps may be deleted or
removed where appropriate, or these steps may be modified
or changed considerably without departing from the scope of
teachings provided herein. In addition, a number of these
operations have been described as being executed concur-
rently with, or in parallel to, one or more additional opera-
tions. However, the timing of these operations may be
altered considerably. The preceding operational flows have
been offered for purposes of example and discussion. Sub-
stantial flexibility 1s provided by the present disclosure 1n
that any suitable arrangements, chronologies, configura-
tions, and timing mechanisms may be provided without
departing from the teachings provided herein.

It 1s also imperative to note that all of the Specifications,
protocols, and relationships outlined herein (e.g., specific
commands, timing intervals, supporting ancillary compo-
nents, etc.) have only been offered for purposes of example
and teaching only. Each of these data may be varied con-
siderably without departing from the spirit of the present
disclosure, or the scope of the appended claims. The speci-
fications apply only to one non-limiting example and,
accordingly, they should be construed as such. In the fore-
going description, example embodiments have been
described. Various modifications and changes may be made
to such embodiments without departing from the scope of
the appended claims. The description and drawings are,

accordingly, to be regarded in an illustrative rather than a
restrictive sense.

Numerous other changes, substitutions, variations, altera-
tions, and modifications may be ascertained to one skilled in
the art and it 1s intended that the present disclosure encom-
pass all such changes, substitutions, variations, alterations,
and modifications as {falling within the scope of the
appended claims. In order to assist the United States Patent
and Trademark Office (USPTO) and, additionally, any read-
ers of any patent 1ssued on this application in interpreting the
claims appended hereto, Applicant wishes to note that the
Applicant: (a) does not intend any of the appended claims to
invoke paragraph six (6) of 35 U.S.C. section 112 as 1t exists
on the date of the filing hereof unless the words “means for”
or “step for” are specifically used in the particular claims;
and (b) does not 1intend, by any statement 1n the Specifica-
tion, to limit this disclosure 1n any way that 1s not otherwise
reflected 1n the appended claims.

Example Embodiment Implementations

One particular example implementation may include a
system for reducing power 1n a processing environment that
includes means for powering down a root port; means for
initiating a first downstream cycle by a central processing
unmt (CPU) to the root port; means for identifying a power
up activity for the CPU; and means for triggering an exit
flow for a power state in conjunction with sending a second
downstream cycle to the root port. In more particular
embodiments, the triggering of the exit flow for the power
state and the sending of the second downstream cycle to the
root port occurs 1n a substantially parallel fashion. In addi-
tion, a prewake indicator can be sent to the root port to
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trigger the exit flow before the CPU 1s powered up and the
second downstream cycle 1s sent.

In a different implementation, a system for reducing
power consumption in a processing environment includes
means for identifying a power management state associated
with a central processing unit (CPU); means for applying a
power down state through a common mode turn off

- and
means for applying a transmit (1x) common mode disable
pin to a physical layer (PHY) in order to change a power
state level associated with the CPU. In more particular
instances, the common mode disable pin 1s de-asserted to
cnable the Tx common mode. More specific implementa-
tions may include receiving a status signal at an input/output
(I/O) controller to indicate a power state level. The power
management states can include a link disable state, a runtime
state, a detect state, and an unconfigured lanes state. The
physical layer allows a root port to exit to a power state level
by returning a status signal.

What 1s claimed 1s:

1. A method for reducing power consumption 1 a pro-
cessing environment, the method comprising:

initiating a downstream cycle by a central processing unit

(CPU) to a root port, wherein the root port 1s a
Peripheral Component Interconnect Express (PCle)
port,

powering up the CPU, in response to the mitiating;

sending a prewake indicator to the root port to trigger an

exit flow for a power state of the root port, 1n response
to the mmitiating; and

sending the downstream cycle to the root port, 1n response

to a completion of the powering up.

2. The method of claim 1, further comprising:

sending the downstream cycle from the root port to a

device.

3. The method of claim 1, wherein the CPU 1s coupled to
a plurality of high-speed serial input/output (I/0O) ports.

4. The method of claim 1, wherein the power state 1s
associated with a Pernipheral Component Interconnect
Express (PCle) root port Idle Power state.

5. The method of claim 1, wherein the CPU sends the
prewake indicator independently of an on-chip system fabric
connecting the CPU and the root port.

6. The method of claim 1, wherein the downstream cycle
waits for a CPU power-up latency and a power state exit
time 1n a parallel fashion, before the downstream cycle 1s
sent out to a PCI Express device through the root port.

7. An apparatus for reducing power consumption 1n a
processing environment, the apparatus comprising;:

a central processing unit (CPU); and

a root port configured to be powered down to a power

state, wherein

the root port 1s a Peripheral Component Interconnect
Express (PCle) port, and

the CPU 1s configured to perform an imtiation of a

downstream cycle to the root port, to power up 1n
response to the initiation, to send a prewake indicator
to the root port to trigger an exit tlow for a power state
of the root port, 1n response to the initiation, and to send
the downstream cycle to the root port, 1n response to a
completion of the CPU powering up.

8. The apparatus of claim 7, wherein the downstream
cycle 1s sent from the root port to a device.

9. The apparatus of claim 8, wherein the apparatus 1s
configured to send the downstream cycle to the device 1n
response to a reception ol the downstream cycle at the root
port.
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10. The apparatus of claim 7, wherein the CPU 1s coupled
to a plurality of high-speed serial iput/output (I/0) ports.

11. The apparatus of claim 7, wherein the CPU sends the
prewake indicator independently of an on-chip system fabric
connecting the CPU and the root port.

12. The apparatus of claim 7, wherein the power state 1s
associated with a Peripheral Component Interconnect
Express (PCle) root port Idle Power state.

13. The apparatus of claim 7, wherein the prewake
indicator 1s sent to the root port before the CPU 1s powered
up, and a triggering of the exit flow for the power state and
a sending of the downstream cycle to the root port occurs 1n
a parallel fashion.

14. The apparatus of claim 7, wherein the root port and the
device power up, 1n response to a reception of the prewake
indicator.

15. The apparatus of claim 14, wherein the root port sends
the downstream cycle to the device, in response to both the
root port recerving the downstream cycle and the root port
and the device powering up.

16. A non-transitory, machine readable storage medium
encoded with instructions comprising:

instructions to initiate a downstream cycle by a central

processing unit (CPU) to a root port, wherein the root
port 1s a Peripheral Component Interconnect Express
(PCle) port;

instructions to power up the CPU in response to an

initiation of the downstream cycle;

instructions to send a prewake indicator to the root port to

trigger an exit tlow for a power state of the root port,
in response to the mitiation; and

instructions to send the downstream cycle to the root port

in response to a completion of the powering up.

17. The medium of claim 16, wherein the CPU sends the
prewake indicator independently of an on-chip system fabric
connecting the CPU and the root port.

18. The medium of claim 16, the instructions further
comprising:

instructions to send the downstream cycle from the root

port to a device.

19. The medium of claim 18, the instructions further
comprising;

instructions to send the downstream cycle to the device 1n

response to a reception of the downstream cycle at the
root port.

20. The medium of claim 16, wherein the CPU 1s coupled
to a plurality of high-speed serial iput/output (I/0) ports.

21. The medium of claim 16, wherein the power state 1s
associated with a Peripheral Component Interconnect
Express (PCle) root port Idle Power state.

22. The medium of claam 16, the instructions further
comprising:

instructions to determine, 1n response to a triggering of the

exit flow, whether the PCle port and a PCle device are
powered up.

23. The medium of claim 16, the instructions further
comprising;

instructions to determine, in response to a sending of the

downstream cycle, whether the downstream cycle
reaches the PCle port.

24. The medium of claim 22, the instructions further
comprising;

instructions to send the downstream cycle to the PCle

device, 1n response to a determination that the PCle
port and the PCle device are powered up.
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