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(57) ABSTRACT

Non-disruptive mtegrated testing ol network infrastructure
in which one or more processors of a first network interface
device (NID) performs tests on a network cable connected to
a first NID of a host system, and connected to a second NID.
Tests verily connectivity of the cable, a bandwidth capacity
baseline, and a maximum bandwidth of the network cable.
A self-test determines the host operating system, host status,
and operational status of the host NID, and responsive to
changed conditions, NID settings are reverted to a pre-
validated condition state, and confirmation of reverting 1s
sent to the host. Network activity 1s suspended 11 received by
the host ID during scheduled network cable tests. Upon
completion of tests and storing of test results i NID
memory network activity resumes. Results of the tests are
transferred from memory of the first NID to persistent
storage of the host system.

1 Claim, 4 Drawing Sheets
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NON-DISRUPTIVE INTEGRATED
NETWORK INFRASTRUCTURE TESTING

BACKGROUND OF THE INVENTION

The present invention relates generally to information
technology component testing, and more particularly to
network infrastructure testing.

Data Center infrastructure 1s often taken for granted, with
assumptions being made for the performance of infrastruc-
ture components, such as network cables, without actually
measuring, testing, or veritying that performance require-
ments are met or exceeded. Evaluations focusing on the
network data transfer rates, retransmits, packet failure rates,
and related information transfer over network infrastructure
components often reveal a wide diflerence between expected
and actual results of quality levels and proven performance.

One example of providing an accurate Information Tech-
nology (I'T) infrastructure evaluation currently requires mea- 20
suring copper cabling with specialized tools, applications,
and trained specialists. Measuring the bandwidth and failure
rate ol network transmission medium such as category Se,
category 6, or similarly labeled infrastructure provides a
more accurate information base to plan bandwidth-intensive 25
production environments. Current approaches to network
component testing mvolves external devices that require full
access to the hardware, and 1n some cases, disconnection
and reconnection of the component being tested. Network
component testing, such as testing of network cables, for
example, cannot be conducted while network components
are operating in production environments.

10

15

30

SUMMARY s

According to one embodiment of the present invention, a
method, computer program product, and system for non-
disruptive integrated testing of network infrastructure is
provided. The method for non-disruptive integrated testing ,,
ol network infrastructure provides for one or more proces-
sors of a first network interface device that performs a set of
tests on a network cable of a network infrastructure, 1in
which a first end of the network cable 1s connected to the first
network interface device of a host system by a first cable 45
connector, and a second end of the network cable 1s con-
nected to a second network interface device by a second
cable connector, 1n which the set of tests includes connec-
tivity verification of the first end and the second end of the
network cable, a bandwidth capacity baseline measurement 50
of the network cable, and a maximum bandwidth measure-
ment of the network cable. One or more processors per-
forming a self-test in which a determination of a host
operating system, host status, and an operational status of
the network 1nterface device, are performed, and in response 55
to the seli-test resulting in changed conditions, reverting
settings ol the network interface device to a previously
validated condition state, and confirm reverting of the set-
tings by sending a confirmation alert to the host computing
device. one or more processors suspends network activity, 60
which 1s recerved by the first network device of the host
system, 1n response to mitiating a set of tests on the network
cable that are scheduled to be performed. One or more
processors resume network activity which 1s suspended, in
response to completion of the set of tests. One or more 65
processors store results of the set of tests 1n a memory of the
first network interface device, and one or more processors

2

transmit the results of the set of tests from the memory of the
first network interface device, to persistent storage of the
host system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a functional block diagram illustrating a distrib-
uted data processing environment, in accordance with an
embodiment of the present invention.

FIG. 2 1s a functional block diagram of a network inter-
face device connected to a network cable and capable of
performing tests on the connected cable, 1n accordance with
an embodiment of the present invention.

FIG. 3 illustrates operational steps of a cable test program,
operating on a network interface device, within the data
processing environment of FIG. 1, i accordance with an
embodiment of the present invention.

FIG. 4 depicts a block diagram of components of the
computing device to which the device executing the cable
test program 1s connected, in accordance with an embodi-
ment of the present invention.

DETAILED DESCRIPTION

Embodiments of the present invention recognize that
network transmission hardware, such as network cables,
may experience changes, degradation, and installation
errors, contributing to network transmission conditions that
do not meet expectations. Network cables, referred to herein
as cables, for brevity, may experience inconsistency in
construction and material quality, depending on manufac-
turing conditions. To attain high performance network data
transmission, such as that in a data center, cables of high
quality construction and high performance standards are
desired. Often the cables are purchased and installed without
being tested to determine the actual performance of the
cables, and determine any detrimental effects of installation.
If testing 1s performed, 1t 1s done by disconnecting the cable
from the network interface device, such as a network inter-
tace card (NIC), also known as a network interface control-
ler. The cable 1s attached to a separate testing device and the
actual in-situ performance of the network cable 1s unknown.
Further, reconnecting cables that have been tested, may be
done madequately, improperly, and/or damaging to the cable
or mterface and the resulting performance impacts may
remain unknown.

Embodiments of the present invention provide a method,
computer program product and apparatus, for testing net-
work transmission cables, embedded within a network inter-
face device of a host system, to which the network cable 1s
connected, without disruption of network activity of the host
system. Embodiments of the present invention include 1n the
network interface device, for example, a network interface
card, the hardware components and software instructions to
perform testing on the network cable connected to the
network interface device. The network interface device
includes the processor hardware to execute the cable tests,
and the software program instructions, included on memory
modules associated with the network interface device, to
execute the tests, receive and analyze the test results, and
generate a report of the test results. Some embodiments
perform testing of the network cables without disruption to
the network activity requests or receipts of the network
interface device host system. In other embodiments, a con-
figuration of a scheduled test of the network cable 1is
completed while network activity 1s suspended and held
until the scheduled tests are complete.
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Some embodiments of the present invention may hereat-
ter collectively refer to various network interface devices as
a network interface card (NIC) for clanty and brevity;
however, 1t 1s understood by one skilled in the art that
embodiments of the present mmvention are not limited to
NICs, and are applicable to current and future network
interface devices that include the hardware and software
components to perform testing of network cables as
described herein.

The present invention will now be described 1n detail with
reference to the Figures. FIG. 1 1s a functional block diagram
illustrating a distributed computer processing environment,
generally designated 100, in accordance with an embodi-
ment of the present mmvention. FIG. 1 provides only an
illustration of one implementation and does not 1mply any
limitations with regard to the environments 1n which difler-
ent embodiments may be implemented. Many modifications
to the depicted environment may be made by those skilled
in the art without departing from the scope of the invention
as recited by the claims.

FIG. 1 1s a functional block diagram illustrating distrib-
uted data processing environment 100, in accordance with
an embodiment of the present invention. Distributed data
processing environment 100 includes, computing device
110, computing device 130, and computing device 140, all
interconnected via cables 115, 135, 145, and network 150.
Computing device 110 includes network interface card 120,
depicted as including cable test program 300. Network
interface card 120 and cable test program 300 will be
discussed 1n more detail in reference to FIG. 2. Computing
devices 130 and 140 are depicted as including network
interface cards 160 and 170, respectively. In some embodi-
ments of the present invention, network interface cards 160
and 170 include the hardware and software instructions of
cable test program 300 (not shown), enabling testing of
cables 135 and 145 respectively.

Network 150 can be, for example, a local area network
(LAN), a telecommunications network, a wide area network
(WAN), such as the Internet, a virtual local area network
(VLAN), or any one or combination that includes wired and
optical connections. In general, network 150 can be any
combination of physical connections and protocols that will
support communications between computing devices 110,
130, and 140, and the operation of cable test program 300,
within distributed computer processing environment 100, in
accordance with embodiments of the present invention.

Cable 115, cable 135, and cable 145 are network trans-
mission cables that connect network interface cards of
computing devices 110, 130, and 140, respectively, to net-
work 150. Cable 115 1s connected at a first end to network
interface card 120, and connected to a network device
associated with network 150 at a second end. Cable 135 1s
connected at a first end to network intertace card (NIC) 160
of computing device 130, and to a network interface device
of network 150 at a second end. Similarly, cable 145 1is
connected at a first end to network interface card (NIC) 170
of computing device 140, and connected to a network
interface device of network 150 at a second end. Network
cables 115, 135, and 145 can be copper wire based Ethernet
cables of a designated standard, coax cables, token ring
cables, fiber optic cables, or any cable of composition and
format capable of transmitting digitized data from one
component of a network to another component of the
network, and capable of connection to a network interface
device, for example, a network interface card.

Computing devices 110, 130, and 140 may be a desk top
computing device, a rack mounted computing device, a
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blade server, a management server, a mobile computing
device, or any other electronic device or computing system
capable of performing program instructions, and receiving
and sending data. In other embodiments, computing device
110 may represent a computing system utilizing multiple
computers as a server system, such as in a cloud computing
environment. In yet other embodiments, computing device
110 can be a laptop computer, a tablet computer, a netbook
computer, a personal computer (PC), a desktop computer, a
personal digital assistant (PDA), a smart phone, or any
programmable electronic device capable of communicating
with computing devices 130 and 140 via network 150. In
another embodiment, computing device 110 can be a com-
puting system utilizing clustered computers and components
(e.g., database server computer, application server comput-
ers, etc.) that act as a single pool of seamless resources when
accessed within distributed computer processing environ-
ment 100. Computing devices 110, 130, and 140 may
include internal and external hardware components, as
depicted and described with reference to FIG. 4.

FIG. 2 1s a functional block diagram of cable-connected,
network interface devices 200, in accordance with an
embodiment of the present invention. Cable connected net-
work interface devices 200 includes NIC 210, which
includes processor 220, memory 230, and connector 240, as
well as network interface device 260. NIC 210 1s connected
at a first end to cable 250, by way of connector 240A, and
network interface device 260 1s connected to a second end
of cable 250 by way of connector 240B.

NIC 210 includes the hardware and software to send and
receive network transmission and communication from a
host system to which NIC 210 may be connected. NIC 210

also includes hardware and logic to perform one or more
network cable tests, which 1n some embodiments of the
present invention, are selected in configuration settings of
NIC 210 and cable test program 300. In some embodiments
of the present ivention, processor 220 1s an integrated
component of NIC 210 and executes instructions to test the
connection of cable 250 to NIC 210, as well as testing the
performance of network transmission via cable 250. In some
embodiments, the tests include connectivity verification and
bandwidth transmission rate measurements that include
bandwidth capacity baseline and maximum bandwidth mea-
surements, for the network cable. Processor 220 executes the
tests of cable 250 and the tests of connections between
connector 240A and 240B with cable 250. The tests per-
formed by processor 220 may be supported by additional
hardware, such as test-performing and results monitoring
chips and circuitry, integrated as part of NIC 210.

In other embodiments, processor 220 may be a processor
of a host system to which NIC 210 1s connected (not shown).
Processor 220 performs testing of cable 250, for example,
continuity, bandwidth capacity, and performance testing.
Processor 220 also performs connectivity testing between
cable 250 and connectors 240A and 240B, and NIC 210 and
network interface device 260, using the additional hardware
and software associated with NIC 210 to perform the tests.
Processor 220 sets configuration data associated with the
execution of tests, storage of test results and the formatting
and presentation of test result reports.

In some embodiments of the present invention, memory
230 1s a memory module integrated as part of NIC 210,
which 1s used to store cable test program 300, configuration
data for cable testing, test results, and report configurations.
In other embodiments, memory 230 may be a dedicated
memory component of the host system to which NIC 210 1s
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connected. Processor 220 accesses memory 230 to operate
cable test program 300, perform testing, and store testing
results.

Cable 250 connects at a first end to NIC 210 via connector
240A, and cable 250 connects at a second end to network
interface device 260 via connector 240B. In some embodi-
ments of the present mnvention, cable 250 1s a twisted pair
wire cable, such as an Ethernet cable. Cable 250 may be
shielded to protect against interference, and may have per-
formance capabilities matching designated standards, such
as a category 3, 5¢, 6, or 7 cable. In other embodiments,
cable 250 may be a coax cable. In yet other embodiments,
cable 250 1s a fiber optic cable. In some embodiments of the
present imvention cable 250 1s any cable capable of trans-
mitting digitized data from NIC 210 to another network
interface device, such as network interface device 260.

Connectors 240A and 240B are connected to respective
ends of cable 250 and include a standard connector con-
figuration corresponding to the cable type of cable 250. For
example, connectors 240A and 240B may be optical con-
nectors for a fiber optic cable 250, or alternatively, connec-
tors 240A and 240B may be RJ-45 connectors for Ethernet
category 5e cable 250.

In some embodiments of the present invention, processor
220 initiates a set of tests that are performed on cable 250
and connectors 240A and 240B, connected to NIC 210 via
connector 240A. The set of tests are initiated during a period
of time 1n which the network activity over cable 250 1s 1dle.
Cable test store program 300, operating on processor 220,
suspends the set of tests 1n the event of detecting network
activity associated with cable 250. Subsequent to the
completion of the detected network activity, test program
300 sends instructions to processor 220 to resume the set of
tests on cable 250 and connectors 240A and 240B.

In other embodiments, processor 220 initiates a set of
tests, which are scheduled to be performed on cable 250 and
connectors 240A and 240B, and the scheduled tests are
performed, with results received and stored, while network
activity of the host system i1s halted. Subsequent to the
completion of the scheduled set of tests, the network activity
of the host system proceeds.

FIG. 3 1illustrates operational steps of cable test program
300, operating on a network interface device, within the data
processing environment of FIG. 1, in accordance with an
embodiment of the present invention. In some embodiments
of the present invention, cable test program 300 1s stored 1n
memory 1included 1n a network interface device connected to
a host computing device, for example, NIC 120 connected to
computing device 110 as the host computing device. Cable
test program 300 applies configuration settings and performs
a seli-test (step 305).

In some embodiments of the present invention, configu-
rable settings, such as whether testing 1s to be scheduled or
run during 1dle activity periods, giving priority to host
network activity, are read from a storage file and applied to
the operation of cable test program 300. Additional configu-
rable settings may 1nclude selection of tests to be performed,
such that usage scenarios 1n which base transmission band-
width levels are critical can select particular performance-
based testing, whereas low volume, non-critical usage may
clect not to include performance-based testing. In some
embodiments, configurable settings may include a frequency
of testing, selection of formatting of reports, and preferences
of report presentation. Additionally, test result and test report
retention time may be selected, to manage test data as a
function of storage capacity. In some embodiments of the
present invention, cable test program 300 performs a seli-

10

15

20

25

30

35

40

45

50

55

60

65

6

test 1n which validation of host operating system, host status,
and the operation of the network interface device are per-
formed. IT a self-test results 1n invalid or changed conditions,
cable test program 300 may revert settings to a previously
validated condition state, and may confirm the reverting of
settings by a confirmation alert sent to the host computing
device, and retain a record of reverting settings for review.

In some embodiments of the present invention, dual NICs
are connected to a host computing system. The configuration
settings of cable test program 300 include a designation to
switch network operation from one of the dual NICs to the
other NIC, based on test results indicating failed or unac-
ceptable transmission performance, without intervention
and without loss of network communication that would
result from manual corrective action.

Cable testing program monitors network activity (step
310). The network interface device, for example NIC 110,
performs network operations for the host computing device,
for example, computing device 110 (FIG. 1). Cable test
program 300 monitors the network communication activity,
determining when activity is idle. For example, cable test
program 300, stored on memory 230 and executed by
processor 220 of NIC 210 (FIG. 2), monitors network
communication transmitted and received via cable 250.

Having applied configuration settings and actively moni-
toring network activity, cable test program 300 determines
whether there are scheduled tests (decision step 313), and
determining that there are no scheduled tests (step 315,
“NO” branch), cable test program 300 determines whether
the network activity 1s 1dle (decision step 320). Cable test
program 300 determines {from configuration settings
whether network cable testing 1s scheduled, or to be per-
formed when network activity 1s detected to be 1dle. Deter-
mining that cable testing 1s not scheduled, cable test program
300 determines from network monitoring 1f the network
activity 1s 1dle.

Determining that the network activity 1s not idle (step 320,
“NO” branch), cable test program 300 continues to monitor
network activity (step 310), delays testing of the cable,
yielding priority to the network activity, and proceeds as
described 1n the discussion of step 310 above. For example,
cable test program 300, operating on NIC 120 (FIG. 1),
monitors network activity, and determining the presence of
network activity, cable test program 300 delays testing, and
continues to monitor the network activity.

For the case 1n which cable test program 300 determines
that network activity 1s 1dle (step 320, “YES” branch), cable
test program 300 performs tests (step 325). Some embodi-
ments ol the present mmvention perform tests based on
configurable settings and selections of available tests. Test-
ing may include, but are not limited to one or combinations
of connectivity, open/short test, wire map tests, attenuation
tests, near-end cross talk tests, propagation delay tests, skew
tests, and return loss tests. For example, cable test program
300 1nitiates testing based on 1dle network activity for NIC
210, and determines the tests to be run. In some embodi-
ments of the present invention, testing 1s performed on
connectors 240A and 240B, and cable 250 connected to NIC
210 at a first end and network interface device 260 at a
second end of cable 250 (FIG. 2), based on configuration file
selections and settings of NIC 210 and cable test program
300.

Having imitiated testing of the network cable, cable testing
program 300 determines whether testing 1s complete (deci-
sion step 330), and determining that cable testing i1s not
complete (step 330, “NO” branch), cable testing program
300 loops back to determine if the network activity 1s still
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idle (decision step 320), and if there i1s network activity,
cable test program 300 suspends testing, and yields priority
to the communication transmissions over the cable until the
network activity 1s 1dle. Determining the network activity to
be 1dle, cable test program 300 resumes performing cable
testing, and proceeds as described above 1n step 325.

Determining that testing of the cable 1s complete (step
330, “YES” branch), cable testing program 300 stores the
test data results (step 335). In some embodiments of the
present invention, test results associated with each of the one
or more tests performed on the network cable are received
and stored by cable test program 300. In some embodiments,
cable test program 300 stores the test results 1n memory
located on the NIC, and the results may include information
regarding the date and time of the tests. In other embodi-
ments, the test results may be stored 1n memory on the host
computing device. For example, having determined that
cable tests are complete for cable 250, connectors 240A and
2408, cable test program 300 executed by processor 220,
receives and stores the test results 1n memory 230, located
on NIC 210. In yet other embodiments, test results may be
stored 1n memory on another device accessible via network
150. For example test results for cable 250, connectors 240A
and 240B, may be sent to a pre-configured repository on any
configured repository accessible via network 150.

Cable testing program 300 determines 1t a report 1s to be
generated (decision step 340). Cable test program 300
accesses information included 1n configuration files to deter-
mine 1 a report of test results 1s to be generated. In some
embodiments of the present invention, based on the con-
figuration settings, determining that a report 1s to be gener-
ated (step 340, “YES” branch), cable test program 300
generates a report (step 345), formatted and presented based
on the configurable conditions of generating a report, and
ends. For example, cable test program 300 determines from
a configuration file, that a report of test results are to be
generated. The configuration file includes selections of tests,
formatting of results, and options of actions to make the
report available to an end user. Cable test program 300
includes results for selected tests, formats the results, which
may include comparison of default or expected results based
on the cable type being tested, and takes action on the report
consistent with the configuration data. In one example, cable
test program 300 presents a message on a display screen that
a cable test report 1s available, and 11 a user wishes to view
the report or save the report. In another example, cable test
program 300 presents an alarm on a display screen, indi-
cating that results of the tests performed cross a configurable
threshold value, and the notification allows an attending user
to determine 11 action needs to be taken. In some embodi-
ments, having generated the report and responding to the
message iput, cable test program 300 ends. In other
embodiments, after generating a report of test results, cable
test program 300 may continue to monitor network activity
(not shown) and repeat testing based on configuration set-
tings, until the host computing device 1s powered down or
rebooted.

For the case i which a report 1s not to be generated (step
340, “NO” branch), cable test program loops back and
continues to monitor the network activity (step 310) and
proceeds as described above. In some embodiments of the
present invention, test results are stored and remain available
for manually 1nitiated report generation.

Referring back to the case in which cable test program
300 determines that cable testing has been scheduled (step
315, “YES” branch), cable test program 300 interrupts and
holds the network activity (step 350). Configuration settings
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indicate to cable test program 300 that scheduled cable
testing 1s to be performed at a scheduled time, time 1nterval,
or ifrequency. Cable test program 300 imitiates scheduled
cable testing by interrupting network activity, if any, and
holding or preventing network activity while network cable
testing 1s performed.

Having cleared network activity from the network cable,
cable test program 300 performs the scheduled cable tests
(step 355). Some embodiments of the present invention
perform tests based on configurable settings and selections
of available tests. For example, 1n some embodiments of the

present mnvention, testing 1s performed on connectors 240A
and 2408, and cable 250 connected to NIC 210 at a first end
and network interface device 260 at a second end of cable
250 (FIG. 2), based on configuration file selections and
settings of NIC 210 and cable test program 300.

Having iitiated the scheduled cable testing, cable test
program 300 monitors the testing to determine whether
testing 1s complete (decision step 360), and determining that
scheduled testing 1s not complete, cable testing program 300
loops back to hold network activity (step 350), and continue
performing cable tests (step 355) until testing 1s complete.

Determining that scheduled cable testing 1s complete (step
360, “YES” branch), cable test program 300 stores the test
data results (step 335) and proceeds as described above.

FIG. 4 depicts a block diagram of components of com-
puting device 400, including a network interface device
configured to execute cable test program 300, 1n accordance
with an embodiment of the present invention. It should be
appreciated that FIG. 4 provides only an illustration of one
implementation and does not imply any limitations with
regard to the environments 1n which diflerent embodiments
may be implemented. Many modifications to the depicted
environment may be made.

Computing device 400 includes communications fabric
402, which provides communications between computer
processor(s) 404, memory 406, persistent storage 408, com-
munications unit 410, and put/output (I/0) interface(s)
412. Communications fabric 402 can be implemented with
any architecture designed for passing data and/or control
information between processors (such as microprocessors,
communications and network processors, etc.), system
memory, peripheral devices, and any other hardware com-
ponents within a system. For example, communications
fabric 402 can be implemented with one or more buses.

Memory 406 and persistent storage 408 are computer-
readable storage media. In this embodiment, memory 406
includes random access memory (RAM) 414 and cache
memory 416. In general, memory 406 can include any
suitable volatile or non-volatile computer-readable storage
media.

Cable test program 300 1s stored 1n persistent storage 408
for execution by one or more of the respective computer
processors 404 via one or more memories of memory 406.
In this embodiment, persistent storage 408 includes a mag-
netic hard disk drive. Alternatively, or in addition to a
magnetic hard disk drive, persistent storage 408 can include
a solid state hard drnive, a semiconductor storage device,
read-only memory (ROM), erasable programmable read-
only memory (EPROM), flash memory, or any other com-
puter-readable storage media that 1s capable of storing
program 1nstructions or digital information.

The media used by persistent storage 408 may also be
removable. For example, a removable hard drive may be
used for persistent storage 408. Other examples include
optical and magnetic disks, thumb drives, and smart cards
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that are inserted ito a drive for transfer onto another
computer-readable storage medium that 1s also part of per-
sistent storage 408.

Communications unit 410, in these examples, provides
for communications with other data processing systems or
devices, including resources of distributed data processing
environment 100. In these examples, communications unit
410 includes one or more network interface cards, or other
network interface devices. Communications umt 410 may
provide communications through the use of either or both
physical and wireless commumnications links. Cable test
program 300 may be downloaded to persistent storage 408
through communications unit 410.

I/O mterface(s) 412 allows for mput and output of data
with other devices that may be connected to computing
device 110. For example, I/O intertace 412 may provide a
connection to external devices 418 such as a keyboard,
keypad, a touch screen, and/or some other suitable input
device. External devices 418 can also include portable
computer-readable storage media such as, for example,
thumb drives, portable optical or magnetic disks, and
memory cards. Software and data used to practice embodi-
ments of the present invention, e.g., cable test program 300
can be stored on such portable computer-readable storage
media and can be loaded onto persistent storage 408 via I/O
interface(s) 412. I/O interface(s) 412 also connect to a
display 420.

Display 420 provides a mechanism to display data to a
user and may be, for example, a computer monitor.

The programs described herein are identified based upon
the application for which they are implemented 1n a specific
embodiment of the imnvention. However, 1t should be appre-
ciated that any particular program nomenclature herein 1s
used merely for convenience, and thus the mvention should
not be lmmited to use solely in any specific application
identified and/or implied by such nomenclature.

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.
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Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface i each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program 1nstructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1in order to perform aspects of the
present 1vention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or

blocks.
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The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the tlow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
tfunctions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

The descriptions of the various embodiments of the
present 1nvention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the
art without departing from the scope and spinit of the
invention. The terminology used herein was chosen to best
explain the principles of the embodiment, the practical
application or technical improvement over technologies
found 1n the marketplace, or to enable others of ordinary
skill 1n the art to understand the embodiments disclosed
herein.

What 1s claimed 1s:

1. A computer program product for non-disruptive inte-
grated testing of network infrastructure, the computer pro-
gram product comprising;:

one or more computer readable storage media and pro-

gram 1nstructions stored on the one or more computer
readable storage media, the program instructions com-
prising:
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program instructions for a first network interface device

to perform a set of tests on a network cable of a
network infrastructure, wherein a first end of the
network cable 1s connected to the first network
interface device of a host system by a first cable
connector, and a second end of the network cable 1s
connected to a second network interface device by a
second cable connector, and wherein the set of tests
includes connectivity verification of the first end and
the second end of the network cable, a bandwidth
capacity baseline measurement of the network cable,
and a maximum bandwidth measurement of the
network cable;
wherein testing includes one or more processors
performing 1nitiation of the set of tests during a
period of time 1 which the network activity over
the cable 1s 1dle; and suspending the set of tests 1n
the event of detecting network activity associated
with said cable; and yields priority to the commu-
nication transmissions over the cable until said
network activity 1s 1dle; subsequent to the comple-
tion of said detected network activity, sending
instructions to the processor to resume the set of
tests on said cable;

program 1instructions to perform a seli-test in which a

determination of a host operating system, host status,
and an operational status of the network interface
device, are performed, and in response to the seli-test
resulting 1n changed conditions, reverting settings of
the network interface device to a previously vali-
dated condition state, and confirm reverting of the
settings by sending a confirmation alert to the host
computing device, and retain a record of reverting
settings for review;

program instructions to suspend network activity which

1s received by the first network device of the host
system, 1n response to 1mtiating a set of tests on the
network cable that are scheduled to be performed;

program 1nstructions to resume network activity which

1s suspended, 1n response to completion of the set of
tests;

program 1nstructions to store results of the set of tests

in a memory of the first network interface device;
and

program 1nstructions to transmit the results of the set of

tests from the memory of the first network 1nterface
device, to persistent storage of the host system.

G ex x = e



	Front Page
	Drawings
	Specification
	Claims

