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INFORMATION PROCESSING APPARATUS,
METHOD AND COMPUTER-READABLLE
MEDIUM

CROSS REFERENCES TO RELATED
APPLICATIONS

The present application claims priority to Japanese Patent

Application No. JP 2009-272813, filed in the Japanese
Patent Oflice on Nov. 30, 2009, the entire contents of which
1s being incorporated herein by reference.

BACKGROUND

In a field of medicine, pathology, or the like, there has
been proposed a system that digitizes an 1image of a cell, a
tissue, an organ, or the like of a living body, that 1s obtained
by an optical microscope, to examine the tissue or the like
by a doctor or a pathologist or diagnose a patient based on
the digitized image.

For example, Japanese Patent Application Laid-open No.
2009-37250 (herematter, referred to as Patent Document 1)
discloses a method 1n which an 1mage optically obtained by
a microscope 1s digitized by a video camera with a CCD
(charge coupled device), a digital signal 1s mput to a control
computer system, and the image 1s visualized on a monaitor.
A pathologist performs examination while watching the
image displayed on the momtor (see, for example, para-
graphs [0027] and [0028] and FIG. 5 of Patent Document 1).
Generally, such a system 1s called a virtual microscope.

Incidentally, in the case of the past virtual microscope
disclosed 1n Patent Document 1, for moving a display range
of an 1mage or zooming an 1mage by a user, a user has to
repeatedly perform operations of dragging a mouse or
rotating a scroll wheel thereotf, for example. However, an
image used 1n the virtual microscope has a large size of
50x50 (Kpixel: kilopixel), for example. For this reason, to
thoroughly observe such an image 1s a very hard task for a
user. In particular, a pathologist performs such a task all day
long. If the operations are troublesome, they may be stress-
tul. There 1s fear that a change 1n pathological tissue that
should be found may be missed, which may cause a misdi-
agnosis.

In view of the above-mentioned circumstances, it 1s
desirable to provide an information processing apparatus, an
information processing method, and a program therefor
capable of reducing user’s operations necessary for moving
a display range of an image in a virtual microscope and
make an observation task eflicient.

SUMMARY

The present disclosure relates to an information process-
ing apparatus, a method, and a computer-readable medium
tor controlling display of an 1image obtained by a microscope
in a field of medicine, pathology, biology, materials science,
or the like.

In one example embodiment, an information processing,
apparatus includes a processor, and a memory device opera-
tively coupled to the processor, the memory device storing
instructions that cause the processor, 1n cooperation with the
memory device, to: (a) cause a display device to display a
first 1mage 1n a display range, the first image being from
images associated with an observation target object (e.g., a
section of biological tissue), the images including a first
image, a second 1image, and a third 1image; (b) 1n response to
a request to change the display range: (1) change the display

10

15

20

25

30

35

40

45

50

55

60

65

2

range at a first speed; and (11) cause the display range to
display the second 1image; and (c) in response to a request to
terminate the change of the display range: (1) change the
display range at a deceleration speed; and (11) cause the
display range to display the third image.

In one example embodiment, the second 1mage 1s different
from the first image, and the third image 1s different from the
first 1mage.

In one example embodiment, the images associated with
the observation target object are observed by a microscope.

In one example embodiment, the images include a fourth
image associated with the observation target object. In this
embodiment, the instructions cause the processor to, 1n
response to the request to change being terminated, after the
display range displays the third image, cause the display
range to display the fourth image.

In one example embodiment, the information processing,
apparatus includes an input device which 1s operatively
coupled to the processor. In this embodiment, the instruc-
tions cause the processor to operate with the iput device to
enable a user to request the change of the display range using
a dragging operation.

In one example embodiment, the information processing,
apparatus includes an input device having a button opera-
tively coupled to the processor. In this embodiment, the
instructions cause the processor to operate with the input
device to enable a user to request the termination of the
change of the display range by releasing the button.

In one example embodiment, the instructions cause the
processor to, using at least one of the first speed and the
deceleration speed, determine which of the images are to be
displayed.

In one example embodiment, the images include a feature
part. In one example embodiment, the 1nstructions cause the
processor to, when the display range 1s being changed at the
decelerated speed, determine whether the display range
reaches the feature part. In one example embodiment, the
instructions cause the processor to, 1n response to the display
range reaching the feature part, increase the deceleration
speed.

In one example embodiment, the images include {fre-
quency components. In this embodiment, the instructions
cause the processor to: (a) generate feature data by measur-
ing the frequency components, the frequency data indicating
a Trequency level; and (b) using the frequency level, deter-
mine the deceleration speed.

In one example embodiment, the information processing,
apparatus includes an 1input device. In one example embodi-
ment, the mstructions cause the processor to operate with
input device to, when the display range 1s being changed at
the decelerated speed, enable a user to instantaneously stop
the movement of the display range. In one example embodi-
ment, the mstructions cause the processor to operate with
input device to, when the display range 1s being changed at
the decelerated speed, enable a user to, using a pressure
applied to the input device, cause the movement of the
display range to stop.

In one example embodiment, the first image 1s generated
at a first resolution, the second 1mage 1s generated at a
second resolution, and the third 1mage 1s generated at a third
resolution. In one example embodiment, the images include
a fourth image associated with the observation target object.
In one example embodiment, the instructions cause the
processor 1o, 1n response to the request to change being
terminated, after the display range displays the third image,
cause the display range to display the fourth image.
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In one example embodiment, the instructions cause the
processor to operate with the input device to enable a user
to request the change of the display range using a zoom

operation.

In one example embodiment, the displayed first image has
a first area, and the displayed second 1mage a second area,
the second area being narrower than the first area.

In one example embodiment, a method of operating an
information processing apparatus including instructions
includes: (a) causing a display device to display a first image
in a display range, the first image being from images
associated with an observation target object, the 1mages
including a first 1image, a second 1mage, and a third image;
(b) 1n response to a request to change the display range: (1)
causing a processor to execute the instructions to change the
display range at a first speed; and (11) causing the display
range to display the second image; and (c¢) 1n response to a
request to terminate the change of the display range: (1)
causing a processor to execute the instructions to change the
display range at a deceleration speed; and (11) causing the
display range to display the third image.

In one example embodiment, a computer-readable
medium stores instructions structured to cause an informa-
tion processing apparatus to: (a) cause a display device to
display a first image 1n a display range, the first image being
from 1mages associated with an observation target object,
the 1mages including a {first image, a second 1mage, and a
third 1mage; (b) in response to a request to change the
display range: (1) change the display range at a {irst speed;
and (11) cause the display range to display the second 1image;
and (c) 1n response to a request to terminate the change of
the display range: (1) change the display range at a decel-
eration speed; and (1) cause the display range to display the
third 1mage.

As described above, according to the embodiments of the
present disclosure, 1t 1s possible to reduce the user’s opera-
tion necessary for the movement of the display range of the
image 1n the virtual microscope, which can make the obser-
vation task eflicient.

These and other objects, features and advantages of the
present disclosure will become more apparent 1n light of the
following detailed description of best mode embodiments
thereol, as 1llustrated 1n the accompanying drawings.

Additional features and advantages are described herein,

and will be apparent from the following Detailed Descrip-
tion and the figures.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a block diagram showing the structure of an
example information processing system including an infor-
mation processing apparatus according to an example
embodiment of the present disclosure.

FIG. 2 1s a diagram showing an example image pyramid
structure for explaining a display principle according to an
example embodiment of the present disclosure.

FIG. 3 1s a diagram for explaining a procedure at a time
when an 1mage group of the image pyramid structure shown
in FIG. 2 1s generated.

FI1G. 4 1s a flowchart showing an example operation of a
PC according to an example embodiment of the present
disclosure.

FIG. 5 1s a diagram showing an example operation at a
time of a movement operation on a display range, out of the
operation of the PC according to an example embodiment of
the present disclosure.
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FIGS. 6 A, 6B, 6C and 6D are diagrams each showing an
operation at a time of a movement operation on a display

range, out of the operation of the PC according to an
example embodiment of the present disclosure.

FIG. 7A and 7B are diagrams each showing a state of
feature analysis of an entire 1mage in the embodiment of the
present disclosure.

FIG. 8 1s a flowchart showing an example calculation
process of a frequency level 1n parts of the entire 1mage in
an example embodiment of the present disclosure.

FIGS. 9A and 9B are diagrams each schematically show-
ing an example generation process of an existence frequency
matrix from a DCT coetlicient matrix of the entire 1mage by
the PC 1n an example embodiment of the present disclosure.

FIG. 10 1s a diagram schematically showing an example
generation process ol a frequency score matrix from the
existence Irequency matrix and a high-frequency detection
matrix by the PC 1 an example embodiment of the present
disclosure.

FIG. 11 1s a diagram showing the appearance and the
iner structure of an example mouse used in another
embodiment of the present disclosure.

DETAILED DESCRIPTION

Hereinatter, embodiments of the present disclosure will
be described with reference to the drawings.

| Structure of Information Processing Apparatus]

FIG. 1 1s a block diagram showing the structure of an
example information processing system including an infor-
mation processing apparatus according to an example
embodiment of the present disclosure. In one example
embodiment, the information processing apparatus icludes

a PC (personal computer) 100.
The PC 100 includes a CPU (central processing unit) 101,

a ROM (read only memory) 102, a RAM (random access
memory) 103, an mput and output interface (hereinaftter,
abbreviated as 1I/O interface) 105, and a bus 104 that
connects those components with one another.

The CPU 101 accesses the RAM 103 or the like when
necessary and performs overall control on blocks of the PC
100 while performing various computation processing. The
ROM 102 1s a non-volatile memory in which OS executed
by the CPU 101, a program, or a firmware such as various
parameters 1s fixedly stored. The RAM 13 1s used as a work
area or the like for the CPU 101, and temporarly holds the
OS, various running programs, or various data items during
processing.

To the I/O interface 105, a display unit 106, an mnput unit
107, a storage unit 108, a communication unit 109, a drnive
unit 110, and the like are connected.

The display unit 106 1s a display device that uses liquid
crystal, EL (electro-luminescence), a CRT (cathode ray
tube), or the like. The display unit 106 may be incorporated
in the PC 100 or may be externally connected to the PC 100.

The mput umit 107 1s, for example, a pointing device, a
keyboard, a touch panel, or another operation apparatus. In
the case where the input unit 107 includes a touch panel, the
touch panel may be integrated with the display unit 106.

The storage unit 108 1s a non-volatile memory such as an
HDD (hard disk drive), a flash memory, and another solid-
state memory. In the storage unit 108, an 1mage obtained by
an optical microscope (described later) 1s stored.

The drnive unit 110 1s a device capable of driving a
removable recording medium 111 such as an optical record-
ing medium, a floppy (registered trademark) disk, a mag-
netic recording tape, and a tlash memory. In contrast, the
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storage unit 108 1s often used as a device that 1s previously
included in the PC 100 and mainly dnives a recording
medium that 1s not removable.

The communication unit 109 1s a modem, a router, or
another communication apparatus that 1s connectable to a
LAN (local area network), a WAN (wide area network), or
the like and 1s used for communicating with another device.
The communication unit 109 may perform either one of a
wired communication or a wireless communication. The
communication unit 109 1s used separately from the PC 100
In many cases.

Next, a description will be given on an image that 1s
obtained by an optical microscope (not shown) and on a
principle of displaying the image. The image 1s mainly
stored 1n the storage unit 108 of the PC 100. FIG. 2 1s a
diagram showing an example image structure for explaining
the display principle.

As shown 1n FIG. 2, the image used in this embodiment
has a pyramid structure (1mage pyramid structure 50). The
image pyramid structure 50 1s an 1image group generated at
a plurality of resolutions with respect to one 1image obtained
from one observation target object 15 (see, FIG. 3) by the
optical microscope. In this embodiment, 1images that con-
stitute the 1mage group are each referred to as an entire
image. On a lowermost part of the image pyramid structure
50, a largest 1image 1s disposed, and on an uppermost part
thereot, a smallest 1image 1s disposed. A resolution of the
largest 1mage 1s S0x50 (Kpixel) or 40x60 (Kpixel), for
example. A resolution of the smallest 1mage 1s 256x256
(pixel) or 256x512 (pixel), for example. Further, the entire
images are 1mages compressed by JPEG compression, for
example, but the compression system 1s not limited to this.

The PC 100 extracts, from the entire 1mages included in
the 1image pyramid structure 50, an 1image of a part (here-
inafter, referred to as partial 1image) corresponding to a
predetermined display range of the display unit 106 as
appropriate, and reads out the partial image on the RAM
103, to be output by the display unit 106. Here, 1n FIG. 2,
the display range of the display unit 106 1s represented by D.

FIG. 3 1s a diagram for explaining an example procedure
ol generating the 1mage group of the 1image pyramid struc-
ture 50.

First, a digital image of an original image obtained at a
predetermined observation magnification by an optical
microscope (not shown) 1s prepared. The original image
corresponds to the largest image that 1s the lowermost image
of the image pyramid structure 50 shown 1n FIG. 2, that 1s,
the entire 1mage at a highest resolution. Therefore, as the
lowermost entire 1mage of the image pyramid structure 50,
an 1mage obtained by the observation at a relatively high
magnification by the optical microscope 1s used.

It should be noted that 1n the field of pathology, generally,
a matter obtained by slicing an organ, a tissue, or a cell of
a living body, or a part thereof 1s an observation target object
15. Then, a scanner apparatus (not shown) having a function
ol the optical microscope reads the observation target object
15 stored on a glass slide, to obtain a digital image and store
the digital 1image obtained into the scanner apparatus or
another storage apparatus.

As shown 1n FIG. 3, the scanner apparatus or a general-
purpose computer (not shown) generates, from the largest
image obtained as described above, a plurality of entire
images whose resolutions are reduced stepwise, and stores
those entire 1mages in unit of “tile” that 1s a unmit of a
predetermined size, for example. The size of one tile 1s
256x256 (pixel), for example. The image group generated as
described above forms the image pyramid structure 30, and
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the storage unit 108 of the PC 100 stores the image pyramid
structure 50. Actually, the PC 100 only has to store the entire
images whose resolutions are different with the entire
images being associated with resolution information items,
respectively. In addition, the generating and storing of the
image pyramid structure 50 may be performed by the PC

100 shown i FIG. 1.

The PC 100 uses software that employs the system of the
image pyramid structure 50, to extract a partial 1mage
corresponding to the display range D from the entire image
at an arbitrary resolution of the image pyramid structure 50
in accordance with an input operation by a user through the
input unit 107. Then, the PC 100 reads the partial image on
the RAM 103, and subsequently output the partial image on
the display unmit 106. In addition, in the case where a
movement operation 1s input by the user, with respect to the
partial image displayed, the PC 100 moves the display range
D on the entire 1mage from which the partial 1mage 1is
extracted, and extracts the partial image included in the
display range D after being moved, to be output. Further, 1n
the case where the user inputs a zoom operation with respect
to the partial image displayed, the PC 100 extracts, from the
entire 1mage whose resolution 1s different from the entire
image from which the partial image concerned 1s extracted,
a partial image corresponding to a wide-area 1mage or a
narrow-area 1mage ol the partial image, to be output.
Through such a processing, the user can get a feeling of
observing the observation target object 15 while changing
the observation magnification. That 1s, the PC 100 functions
as a virtual microscope. A virtual observation magnification
in this case corresponds to a resolution 1n reality.

Here, the display range D does not refer to the maximum
display range size of the display unit 106, but refers to a
range ol the whole or a part of the display range of the
display unit 106, which can be set by the user as appropriate,
for example. Further, the display range D corresponds to an
area 1n which the tiles are placed in multiple rows and
multiple columns.

|Operation of Information Processing Apparatus]

Next, the operation of the PC 100 structured as described
above will be described.

FIG. 4 1s a flowchart showing an example operation of the
PC 100 according to an example embodiment. FIG. 5 1s a
diagram showing an example operation at the time when the
movement operation ol the display range D out of the
operation of the PC 100 1s performed. FIGS. 6 A, 6B, 6C and
6D are diagrams each showing an operation at the time when
the zoom operation of the display range D, which 1s included
in the operation of the PC 100, 1s performed.

Software stored in the storage unit 108, the ROM 102, or
the like and a hardware resource of the PC 100 are coop-
erated with each other, thereby implementing the following
processing of the PC 100. Specifically, the CPU 101 loads a
program that forms the software stored in the storage unit
108, the ROM 102, or the like and executes the program,
thereby implementing the following processing.

First, the user accesses a file including the image group of
the 1mage pyramid structure 50 through an input operation
using the mput unit 107. In response to this, the CPU 101 of
the PC 100 extracts a predetermined partial image from the
image pyramid structure 50 stored in the storage unit 108
and reads the predetermined partial image on the RAM 103,
to be displayed on the display unit 106 (Step 351). The
predetermined partial image that 1s included 1n the 1mage
pyramid structure 30 and accessed by the CPU 101 first may
be set by default or by the user as appropniate.
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Typically, the CPU 101 first displays a partial image in the
entire 1mage, which has a resolution corresponding to an
observation magnification of a relatively low resolution (low
magnification), e.g., 1.25 times.

Subsequently, the CPU 101 waits for an input operation
from the mput unit 107 by the user (Step 52).

When the user operates the input unit 107 to shift the
display range D to a desired position (YES 1n Step 52), the
CPU 101 judges whether the operation 1s a movement
operation or not (Step 33). Typically, the movement opera-
tion 1s a dragging operation using a mouse.

In the case where the operation by the user 1s the move-
ment operation (YES 1n Step 53), the CPU 101 moves the
display range D on the entire 1mage from which the partial
image 1s extracted in accordance with the speed of the
movement operation (at the same speed as the movement
operation speed), and reads the partial image of a part where
the display range D after being moved 1s disposed on the
RAM 103, to be displayed (Step 54).

Subsequently, the CPU 101 judges whether the movement
operation (dragging operation) 1s terminated or not, that is,

the user releases a mouse button (Step 33).

In the case where it 1s judged that the movement operation
1s terminated (YES 1n Step 55), the CPU 101 further moves
the display range D on the entire 1mage at a speed reduced
from the movement operation speed mentioned above at a
predetermined deceleration (Step 56). That 1s, the CPU 101
maintains the movement of the display range D while
reducing the speed.

The movement speed (V) 1n this case 1s updated for each
display range D according to the following equation:

V=V*S (0<S<1.0) (1)

in which S represents deceleration.

In the example of FIG. 5, first, the mouse 1s dragged
rightward, thereby moving the display range D rightward.
As a result, a partial image P1 1s updated to a partial image
P2 disposed on the right hand of the partial image P1 ((A)
and (B) 1n FIG. §). Then, even when the dragging operation
1s terminated, the movement of the display range D 1s
continued while being decelerated ((B) and (C) 1n FIG. 5).
Thus, even after the dragging operation 1s terminated, the
user can visually feel as 1t the display range D 1s continu-
ously moved by an inertial force.

In the case of the movement of the display range D while
being decelerated as described above, the CPU 101 can
calculate a partial image that 1s expected to be necessary and
time when the partial image becomes necessary, on the basis
of the movement speed (V) and the movement direction.
Therefore, prior to the movement of the display range D, the
CPU 101 can load at least a part of the partial image
corresponding to a position to which the display range D 1s
moved, that 1s, the tile from the 1mage pyramid structure 50
to the RAM 103. Thus, the movement of the display range
D 1s smoothly performed.

Returning the flowchart of FIG. 4, 1in the case where 1t 1s
judged that the user operation 1s not the movement operation
in Step 33, the CPU 101 judges whether the user operation
1s the zoom operation or not (Step 57). Typically, the zoom
operation 1s a rotating operation of a scroll wheel of a mouse.

In the case where 1t 1s judged that the operation i1s the
zoom operation (YES in Step 57), the CPU 101 changes, at
the same speed as the speed of the zoom operation, an
original partial image that 1s already displayed into a partial
image corresponding to a wide-area 1mage or narrow-area
image ol the original partial 1image 1n an entire image
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different from the original image from which the original
partial image 1s extracted (Step 58).

For example, as shown in FIGS. 6 A and 6B, in the case
where the zoom-1n operation 1s input for the partial 1image
P1, the CPU 101 extracts, from the image pyramid structure
50, the partial 1image P2 corresponding to the narrow-area
image ol the partial image P1 in an enfire image at a
resolution different from that of the entire image from which
the partial image P1 1s extracted, and changes the partial
image P1 into the partial image P2.

Subsequently, the CPU 101 judges whether the zoom
operation (wheel rotation operation) 1s terminated or not,
that 1s, the user releases the scroll wheel of the mouse or not
(Step 59).

In the case where it 1s judged that the zoom operation 1s
terminated (YES 1n Step 59), the CPU maintains the chang-
ing of the partial image between the different entire 1images
at a speed reduced from the zoom operation speed at a
predetermined deceleration (Step 60). The zoom speed
decelerated 1n this case 1s calculated 1n the same way as the
equation (1) relating to the movement speed (V).

In the example of FIG. 6, when the user rotates the scroll
wheel of the mouse outwardly, the original partial image P1
in the display range D 1s changed to the partial image P2 of
a narrower area in the different entire 1image at the rotation
speed (FIGS. 6A and 6B). Then, even when the scroll-wheel
rotation operation 1s terminated, the changing of the partial
images (from P2 to P3) between the diflerent entire 1mages
1s continued while being decelerated (FIGS. 6B and 6C).
Thus, even after the zoom operation 1s terminated, the user
can visually feel as 1 the zoom operation 1s continued by an
inertial force.

Returning to the flowchart of FIG. 4, the CPU 101 judges
whether to reach a feature part 1n the entire 1mage or not
during a time period when the display range D 1s moved
while being decelerated after the movement operation or
during a time period when the partial image 1s changed while
being decelerated after the zoom operation (Step 61).

Here, the feature part refers to a part 1n which an 1image
component 1s drastically changed in the entire image, for
example. The feature part 1s detected by analyzing the entire
image at a predetermined analysis method. FIG. 7A and 7B
are diagrams each showing a state where the entire 1mage
concerned 1s subjected to feature analysis.

As shown in FIG. 7A and 7B, an entire image W 1s
divided into a plurality of cluster regions (C1 to C4) by a
clustering process, for example. Data relating to boundary
lines of the plurality of cluster regions 1s stored 1n the storage
unit 108 as feature data, and CPU 101 reads the feature data
into the RAM 103 for the movement operation and the zoom
operation.

The generation of feature data may not necessarily require
the dividing process into the cluster regions by the clustering,
process. For example, the CPU 101 can also generate the
feature data by measuring frequency components in the
entire 1mage. FIG. 8 1s a tlowchart showing a generation
process of the feature data by the measurement of the
frequency components. Further, FIGS. 9 and 10 are dia-
grams showing a part ol the measurement process of the
frequency components.

For the measurement of the frequency components, a
DCT coeflicient 1n performing JPEG compression on the
entire 1images 1s used, for example. That 1s, as shown 1n FIG.
8, the CPU 101 first extracts, from the entire 1mage, DCT
coellicient matrix data for each block of 8x8 (Step 81).
Based on the DCT coeflicient matrix, an amount of high-
frequency components for each 8x8 block 1s revealed.
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Subsequently, the CPU 101 generates a matrix (existence
frequency matrix) obtained by changing, to 1, a numerical
value of a cell whose numerical value 1s not 0 i the DCT
coellicient matrix, as shown in FIG. 9 (Step 82). Further, the
CPU 101 generates a matrix (lugh frequency detection
matrix) in which the numerical values become larger as the
higher-frequency components are obtained (toward the
lower right corner of the matrix) (Step 83).

Subsequently, as shown 1n FIG. 10, the CPU 101 multi-
plies the numerical values of corresponding cells of the
existence frequency matrix and the high frequency detection
matrix, thereby generating a new matrix (frequency score
matrix) (Step 84).

Subsequently, the CPU 101 adds the pieces of data of all
the cells of the frequency score matrix to obtain a total value,
and set the total value as a frequency value of an 8x8 block
image (Step 85).

Then, the CPU 101 calculates the frequency value of each
of the 8x8 block 1mages with respect to the whole of the
entire 1mages (Step 86). Further, the CPU 101 divides the
frequency value of each of the 8x8 block images by the
maximum value of each of the 8x8 block images in the
entire 1mages, thereby calculating a frequency level (F) that
1s normalized for each of the 8x8 block 1mages (Step 87).

Here, data obtained by quantizing the DCT coeflicient
may be used instead of the DCT coetlicient matrix.

The CPU 101 stores, as the feature data, the frequency
level (F) for each 8x8 block 1mage of the entire 1image into
the RAM 103.

Returming to the flowchart of FIG. 4, in the case where 1t
1s judged that the dlsplay range D reaches the feature part 1n
the entire 1mage (YES 1n Step 61), that 1s, it 1s judged that
the frequency level (F) in the entire 1image 1s changed, the
CPU 101 1increases the deceleration in accordance with the
frequency level (F) (Step 62). Specifically, the CPU 101
calculates the deceleration (S) based on the following equa-
tion, to display the partial image in accordance therewith.

S=1.0-F (2)

With the process described above, the movement or the
zoom 1n an area that the user 1s less interested in 1s
performed quickly, while the movement or the zoom 1n an
area that 1s important for the user 1s performed caretully
(slowly). For example, physically, a friction coeflicient
differs depending on the areas of the entire 1mage, and such
a display eflect that a brake 1s further applied on a part where
the 1mage 1s changed 1s obtained. As a result, the user 1s
prevented from missing a specific part as much as possible.

Through the processes described above, the CPU 101
judges whether the user inputs the click operation during the
zoom or the movement decelerated of the display range D or
whether the speed reaches O or not due to the deceleration
(Step 63).

In the case where the click operation 1s mput or the speed
reaches O (YES 1n Step 63), the CPU 101 stops the move-
ment of the display range D that has been subjected to the
movement operation or the changing of the partial 1image
aiter the zoom operation (Step 64, (D) in FIG. 5 and FIG.
6D). The click operation by the user stops the changing of
the partial 1image or the movement of the display range D,
with the result that the user can be prevented from missing,
a timing at which the partial image during the movement or
the zoom due to the pseudo iertial force reaches an inter-
esting part.

Through the processes described above, even aifter the
movement operation or the zoom operation 1s not mput by
the user, the PC 100 can give such a visual eflect that the

10

15

20

25

30

35

40

45

50

55

60

65

10

operation 1s maintained due to the inertial force while being
decelerated. Therefore, the number of operation times 1n the
case¢ where the user manually performs the movement
operation or the zoom operation 1s reduced to a great extent.
In particular, the efliciency of the operation by a pathologist
for a pathological diagnosis 1s increased, with the result that
the missing of a serious part 1s significantly reduced. In
addition, the deceleration 1s increased i a specific part
(high-frequency component), which further prevents the
missing of the part.

MODIFIED EXAMPLE

The present disclosure 1s not limited to the above embodi-
ment, and can be variously modified without departing from
the gist of the present disclosure.

In the above embodiment, in the case where the user
inputs the click operation of the mouse during the zoom or
the movement decelerated, the CPU 101 instantancously
stops the movement of the display range D after being
moved or the changing of the partial image after the zoom
operation. However, the manner of the stop 1s not limited to
this. For example, in the case where the user inputs the click
operation after the zoom operation or the movement opera-
tion by the user i1s terminated (after the user releases the
button), the CPU 101 may change the deceleration in
accordance with a pressure applied to the mouse by the
click.

Specifically, as shown 1 FIG. 11, for example, i a left
button 111 of a mouse 110 serving as the input unit 107, a
pressure sensor such as a pressure-sensitive sheet 112 1s
provided. The pressure sensor detects a pressure applied by
a finger of the user, for example. The pressure-sensitive
sheet may be provided not 1n the left button 111 but on the
surface thereol. For the pressure sensor, any pressure-sen-
sitive element of a semiconductor diaphragm type, a capaci-
tance type, an elastic diaphragm type, a piezoelectric type,
a vibration type, a bourdon tube type, a bellows type or the
like may be used. Further, instead of the sheet shape, a
three-dimensional sensor may be used.

When the user performs the click operation on the left
button with the mouse during the zoom operation or the
movement operation decelerated, the CPU 101 changes the
predetermined deceleration on the basis of the value of the
pressure applied to the left button by the click operation, that
1s, an analog quantity input from the pressure-sensitive sheet
112.

Typically, the CPU 101 increases the deceleration, as the
pressure value detected becomes larger. That 1s, depending
on the pressure value detected, the CPU 101 calculates a
deceleration based on the following equation, to display the
partial 1mage in accordance therewith.

S=1.0-P (3)

in which P represents a value obtained by normalizing the
pressure value.

As a result, by applying the pressure using the mouse 110
during a time period when the zoom or the movement 1s
continued at a speed decelerated, the user can get such an
operation feeling that a brake i1s applied due to a friction
force 1 accordance with the pressure with respect to the
zoom or the movement. More specifically, for example, the
user can get an operation feeling as 1f the user stops the
rotation ol a rotating globe by a finger’s friction force.
Therefore, the user can stop the movement or the zoom with
an intuitive operation feeling.
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In the case where a touch panel or a touch pad 1s used as
the input unit 107 instead of the mouse 110, the same
processes are implemented by providing the pressure sensor
in the touch panel or the touch pad, for example.

In the above, the description 1s given on the mode in
which the image data that forms the image pyramid 50 1s
stored in the storage unmit 108 of the PC 100. However,
another computer separated from the PC 100 or a server may
store the 1mage data that forms the 1mage pyramid structure
50, and the PC 100 used by the user as a terminal apparatus
may access the computer or the server to receive the image
data. In this case, the PC 100 as the terminal apparatus and
the server or the like may be connected via a network such
as a LAN and a WAN. In particular, the use of the WAN can
realize telepathology, telediagnosis, or the like. In addition,
the generation process of the feature data (frequency level)
may be executed by the computer separated from the PC 100
or the server, and the PC 100 may receive the feature data
therefrom.

In the above, the description 1s given on the mode in
which, as the original 1mage of the image pyramid structure
50, one original 1image 1s generated with respect to the one
observation target object 15. However, with respect to the
one observation target object 15, a plurality of original
images may be generated in the thickness direction of the
observation target object 15, which 1s a focus direction of the
optical microscope. This 1s called Z-stack, which 1s a func-
tion to deal with the case where tissues or cells may have
different shapes also 1n the thickness direction of the obser-
vation target object 15. A scanner apparatus has the Z-stack
function in many cases, and about 5 to 10 or 10 to 30 original
images are generated.

In the above embodiment, the PC 100 generates the
feature data 1in the entire 1mage by measuring the frequency
components of the entire 1mage. However, the PC 100 may
generate the feature data by detecting a standard deviation,
a contrast, an edge, or the like in the entire image, other than
the frequency, or combining them.

The PC 1s used as the information processing apparatus
according to the above embodiment, but a dedicated infor-
mation processing apparatus may be used instead of the PC.
Further, the information processing apparatus 1s not limited
to an apparatus that implements the above-described infor-
mation processing 1n cooperation with the hardware
resource and the software. Dedicated hardware may 1mple-
ment the above-described information processing.

It should be understood that various changes and modi-
fications to the presently preferred embodiments described
herein will be apparent to those skilled i the art. Such
changes and modifications can be made without departing
from the spirit and scope and without diminishing its
intended advantages. It 1s therefore intended that such
changes and modifications be covered by the appended
claims.

The application 1s claimed as follows:

1. An information processing apparatus comprising:

a Processor;

an mput device operatively coupled to the processor; and

a memory device operatively coupled to the processor, the

memory device storing instructions that cause the pro-
cessor, 1n cooperation with the memory device, to:

(a) cause a display device to display a first 1mage 1n a

display range, the first image being from 1mages asso-
ciated with an observation target object, the 1mages
including the first image, which i1s generated at a {first
resolution, a second image, which 1s generated at a
second resolution different from the first resolution, and
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a third 1image, which 1s generated at a third resolution

different from the first resolution and the second reso-

lution, wherein the 1images are divided into a plurality
of cluster regions having boundary lines;

(b) 1n response to a request from the mput device to
change the display range using a zoom operation:

(1) change the display range at a first speed; and

(11) cause the display range to display the second image
at the second resolution;

(c) 1 response to a request from the mput device to
terminate the change of the display range using the
Zoom operation:

(1) change the display range at a first deceleration
speed, which 1s slower than the first speed, and
maintain movement at the first deceleration speed,
based on the request from the mput device to termi-
nate the change of the display range using the zoom
operation; and

(1) cause the display range to display the third image at
the third resolution;

(d) while changing the display range at the first decelera-
tion speed, determine that the display range has reached
a boundary line of a cluster region after the request to
terminate the change of the display range using the
zoom operation and before the change of the display
range using the zoom operation 1s terminated; and

(¢) 1n response to the display range reaching the boundary
line of the cluster region, increase deceleration such
that the display range 1s changed at a second decelera-
tion speed.

2. The imformation processing apparatus of claim 1,
wherein the second 1mage 1s different from the first image,
and the third 1image 1s different from the first image.

3. The imformation processing apparatus of claim 2,
wherein the observation target object includes a section of
biological tissue.

4. The imformation processing apparatus of claim 2,
wherein the 1mages associated with the observation target
object are observed by a microscope.

5. The information processing apparatus of claim 2,
wherein:

(a) the images include a fourth image associated with the

observation target object; and

(b) the instructions, when executed by the processor,
cause the processor to, in response to the request to
change being terminated, after the display range dis-
plays the third image, cause the display range to display
the fourth 1mage.

6. The information processing apparatus of claim 2,
wherein the instructions, when executed by the processor,
cause the processor to operate with the mput device to
enable a user to request the change of the display range using
a dragging operation.

7. The information processing apparatus of claim 2,
wherein the mput device includes a button operatively
coupled to the processor, wherein the instructions, when
executed by the processor, cause the processor to operate
with the iput device to enable a user to request the
termination of the change of the display range by releasing
the button.

8. The imformation processing apparatus of claim 2,
wherein the instructions, when executed by the processor,
cause the processor to, using at least one of the first speed
and the first deceleration speed, determine which of the
images are to be displayed.

9. The imformation processing apparatus of claim 2,
wherein:
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(a) the 1mages include frequency components;

(b) the instructions, when executed by the processor,

cause the processor to:

(1) generate feature data by measuring the frequency
components, the frequency data indicating a fre-
quency level; and

(11) using the frequency level, determine the first decel-
eration speed.

10. The information processing apparatus of claim 2,
wherein the instructions, when executed by the processor,
cause the processor to operate with input device to, when the
display range 1s being changed at the first deceleration
speed, enable a user to instantaneously stop the movement
of the display range.

11. The information processing apparatus of claim 2,
wherein the instructions, when executed by the processor,
cause the processor to operate with input device to, when the
display range 1s being changed at the first deceleration
speed, enable a user to, using a pressure applied to the input
device, cause the movement of the display range to stop.

12. The information processing apparatus of claim 1,
wherein the observation target object includes a section of
biological tissue.

13. The information processing apparatus of claim 1,
wherein the 1mages associated with the observation target
object are observed by a microscope.

14. The information processing apparatus of claim 1,
wherein:

(a) the 1mages include a fourth 1image associated with the

observation target object; and

(b) the instructions, when executed by the processor,

cause the processor to, 1n response to the request to

change being terminated, after the display range dis-
plays the third 1image, cause the display range to display
the fourth image.

15. The information processing apparatus of claim 1,
which includes an input device having a button operatively
coupled to the processor, wherein the instructions, when
executed by the processor, cause the processor to operate
with the mput device to enable a user to request the
termination of the change of the display range by releasing
the button.

16. The information processing apparatus of claim 1,
wherein the instructions, when executed by the processor,
cause the processor to determine, using at least one of the
first speed and the first deceleration speed, which of the
images are to be displayed.

17. The information processing apparatus of claim 1,
wherein the instructions, when executed by the processor,
cause the processor to operate with input device to, when the
display range 1s being changed at the first deceleration
speed, enable a user to instantaneously stop the movement
of the display range.

18. The information processing apparatus of claim 1,
wherein the instructions, when executed by the processor,
cause the processor to operate with input device to, when the
display range 1s being changed at the first deceleration
speed, enable a user to, using a pressure applied to the input
device, cause the movement of the display range to stop.

19. The information processing apparatus of claim 1,
wherein the displayed first image has a first area, and the
displayed second 1mage a second area, the second area being
narrower than the first area.

20. A method of operating an information processing
apparatus including instructions, the method comprising:

(a) causing a display device to display a first 1mage in a

display range, the first image being from 1mages asso-
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ciated with an observation target object, the 1mages

including the first image, which 1s generated at a first

resolution, a second image, which 1s generated at a

second resolution diflerent from the first resolution, and

a third 1image, which 1s generated at a third resolution

different from the first resolution and the second reso-

lution, wherein the 1mages are divided into a plurality
of cluster regions having boundary lines;

(b) 1n response to a request from an 1put device to change
the display range using a zoom operation:

(1) causing a processor to execute the instructions to
change the display range at a first speed; and

(11) causing the display range to display the second
image at the second resolution;

(c) 1n response to a request from an input device to
terminate the change of the display range using the
Zoom operation:

(1) causing a processor to execute the instructions to
change the display range at a first deceleration speed,
which 1s slower than the first speed, and maintain
movement at the first deceleration speed, based on
the request from the mmput device to terminate the
change of the display range using the zoom opera-
tion; and

(11) causing the display range to display the third image
at the third resolution;

(d) while changing the display range at the first decelera-
tion speed, determine that the display range has reached
a boundary line of a cluster region after the request to
terminate the change of the display range using the
zoom operation and before the change of the display
range using the zoom operation 1s terminated; and

(¢) 1n response to the display range reaching the boundary
line of the cluster region, increase the deceleration such
that the display range 1s changed at a second decelera-
tion speed.

21. A non-transitory computer-readable medium storing,
instructions structured to cause an mformation processing
apparatus to:

(a) cause a display device to display a first image 1n a
display range, the first image being from 1images asso-
ciated with an observation target object, the 1mages
including the first image, which 1s generated at a first
resolution, a second image, which 1s generated at a
second resolution different from the first resolution, and
a third 1image, which 1s generated at a third resolution
different from the first resolution and the second reso-
lution, wherein the 1mages are divided into a plurality
of cluster regions having boundary lines;

(b) 1n response to a request from an mput device to change
the display range using a zoom operation:

(1) change the display range at a first speed; and

(11) cause the display range to display the second image
at the second resolution;

(c) 1n response to a request from an input device to
terminate the change of the display range using the
7oom operation:

(1) change the display range at a first deceleration
speed, which 1s slower than the first speed, and
maintain movement at the first deceleration speed,
based on the request from the mput device to termi-
nate the change of the display range using the zoom
operation; and

(11) cause the display range to display the third 1image at
the third resolution;

(d) while changing the display range at the first decelera-
tion speed, determine that the display range has reached
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a boundary line of a cluster region atfter the request to
terminate the change of the display range using the
zoom operation and before the change of the display
range using the zoom operation 1s terminated; and
(e) 1n response to the display range reaching the boundary 5

line of the cluster region, increase the deceleration such
that the display range 1s changed at a second decelera-
tion speed.
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