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CREDIBILITY OF TEXT ANALYSIS ENGINE
PERFORMANCE EVALUATION BY RATING
REFERENCE CONTENT

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present application relates generally to an improved
data processing apparatus and method and more specifically
to an apparatus and method for improving credibility of text
analysis engine performance evaluation by rating reference
content.

2. Background of the Invention

Text analysis (TA), as a part of Natural Language Pro-
cessing (NLP), plays an important role 1n modern informa-
tion technology (IT) industry everywhere from information
search and retrieval systems to e-commerce and e-learning
systems, etc. Usually, TA tools, such as annotators, text
analysis engines (TAEs), or the like, process textual docu-
ments and create linguistic annotations. In general, linguistic
annotations may be defined as descriptive or analytic nota-
tions applied to raw language data. Generally, TAEs perform
textual annotations that tag certain regions or spans of a
document by using appropriate metadata, for example,
semantic labels. The following example contains 3 different
textual annotations—‘Person’, ‘Organization’, and ‘Loca-
tion’:

“The underlying economic fundamentals remain sound as
has been pointed out by the Fed,” said <annot
type="Person”>Alan Gayle</annot>, a managing
director of <annot Type="“Organization”>Trusco Capi-
tal Management</annot> 1n <annot type="“Location”
kind="city”’>Atlanta</annot>, “though fourth-quarter
growth may sufler”.

Diflerent tags, created by TAEs, are normally associated
with the annotation types used by each TAE. The annotation
type definition may include both semantic information and
attributes, such as kind="city” in the above example. The
annotation types used by a given TAE form the annotation
type system of the TAE.

The quality/performance of TAEs 1s an important factor
that has significant 1mpact on business decisions. Consider,
for example, the following realistic business case: A user
needs to perform semantic search on a certain collection of
documents. A semantic search attempts to augment and
improve traditional research searches by leveraging Exten-
sible Markup Language (XML) and Resource Description
Framework (RDF) data from semantic networks to disam-
biguate semantic search queries and web text i order to
increase relevancy of results. The required step 1n a semantic
search 1s disambiguation of terms/keywords that will be
used for indexing and search. This may be achieved by
creating annotations that carry required semantic iforma-
tion. The wuser may map the nformation/knowledge
domain(s) of the document collection to available annotation
type system(s). Having certain annotation types 1in mind, the
user may select the best TAE from the list of available
components to annotate the given document collection. The
TAE selection may be based on the published quality/
performance rates that characterize each available TAE.
These rates are usually obtained by the TAE developers or
evaluators based on processing pre-annotated collections of
reference documents that have no direct association with the
given document collection. To be able to make eflicient
business decisions regarding the TAE selection the user
needs additional mnformation that characterizes credibility of
published TAE quality rates.
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2
BRIEF SUMMARY OF THE INVENTION

In one illustrative embodiment, a method, in a data
processing system, 1s provided for evaluating the perior-
mance ol a text analysis engine. The illustrative embodi-
ments receive a plurality of pre-annotated reference docu-
ments and a set of annotation types associated with the
pre-annotated reference documents. The 1llustrative embodi-
ments analyze annotation contexts of reference annotations
in the plurality of pre-annotated reference documents using
the set of annotation types. The illustrative embodiments
identily similar annotation contexts between the reference
annotations and the set of annotation types. The illustrative
embodiments cluster the similar annotation contexts thereby
forming a plurality of reference annotation clusters 1n
response to 1dentifying the similar annotation contexts. The
illustrative embodiments compute a set of reference content
heterogeneity scores based on the number of reference
annotation clusters for each annotation type in the set of
annotation types. The illustrative embodiments compute an
integral reference content rate for the set of annotation types
and output the integral reference content rate to a user.

In other illustrative embodiments, a computer program
product comprising a computer useable or readable medium
having a computer readable program 1s provided. The com-
puter readable program, when executed on a computing
device, causes the computing device to perform various
ones, and combinations of, the operations outlined above
with regard to the method 1llustrative embodiment.

In yet another illustrative embodiment, a system/appara-
tus 1s provided. The system/apparatus may comprise one or
more processors and a memory coupled to the one or more
processors. The memory may comprise instructions which,
when executed by the one or more processors, cause the one
Or more processors to perform various ones, and combina-
tions of, the operations outlined above with regard to the
method illustrative embodiment.

These and other features and advantages of the present
invention will be described 1n, or will become apparent to
those of ordinary skill 1in the art 1n view of, the following

detailed description of the example embodiments of the
present 1nvention.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The mnvention, as well as a preferred mode of use and
further objectives and advantages thereof, will best be
understood by reference to the following detailed descrip-
tion of illustrative embodiments when read 1n conjunction
with the accompanying drawings, wherein:

FIG. 1 depicts a pictorial representation of an example
distributed data processing system in which aspects of the
illustrative embodiments may be implemented;

FIG. 2 shows a block diagram of an example data
processing system in which aspects of the illustrative
embodiments may be implemented;

FIG. 3 1llustrates a typical intrinsic black-box text analy-
s1s engine (TAE) evaluation procedure in accordance with
an 1llustrative embodiment;

FIG. 4 1illustrates an example of a mechanism that
improves the credibility of text analysis engine performance
evaluation by rating reference content heterogeneity; and

FIG. 5 depicts a tlowchart illustrating an example opera-
tion performed 1n evaluating text analysis engines (TAEs) in
accordance with an 1llustrative embodiment.
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DETAILED DESCRIPTION OF TH.
INVENTION

(L]

The 1illustrative embodiments provide a mechanism for
improving the credibility of text analysis engine perfor-
mance evaluation by rating reference content. The mecha-
nism 1mproves the process of evaluating TAEs by develop-
ing reference content rates that characterize the credibility of
the TAE performance metrics, which are obtained based on
a given relference content. The reference content rates are
based on measuring the heterogeneity of the given reference
content from the point of view of the annotation types used
by a given TAE. To measure the heterogeneity of the
reference content, the illustrative embodiments 1dentily the
context ol every reference annotation in every reference
document. Then all annotations are split into several clus-
ters, based on their annotation types and similarity of their
annotation contexts. Given the number of clusters of anno-
tation contexts the illustrative embodiments compute a coet-
ficient that characterizes the diversity of the annotation
contexts 1 the given reference content for each given
annotation type. This coellicient 1s the reference content rate
that characterizes how good the given reference content for
evaluating the performance of the given TAE 1s 1n relation
to the given annotation type. The reference content rate
measures the credibility of the performance metrics obtained
for the given TAE as applied to the given annotation type.
The reference content rates for all annotation types used by
the given TAE are then combined to assign the confidence
rate to the published TAE performance metrics.

As will be appreciated by one skilled 1n the art, the present
invention may be embodied as a system, method, or com-
puter program product. Accordingly, the present invention
may take the form of an entirely hardware embodiment, an
entirely software embodiment (including firmware, resident
soltware, micro-code, etc.) or an embodiment combining
solftware and hardware aspects that may all generally be
referred to heremn as a “circuit,” “module” or “system.”
Furthermore, the present invention may take the form of a
computer program product embodied 1n any tangible
medium of expression having computer usable program
code embodied in the medium.

Any combination of one or more computer usable or
computer readable medium(s) may be utilized. The com-
puter-usable or computer-readable medium may be, for
example, but not limited to, an electronic, magnetic, optical,
clectromagnetic, mfrared, or semiconductor system, appa-
ratus, device, or propagation medium. More specific
examples (a non-exhaustive list) of the computer-readable
medium would include the following: an electrical connec-
tion having one or more wires, a portable computer diskette,
a hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
portable compact disc read-only memory (CDROM), an
optical storage device, a transmission media such as those
supporting the Internet or an intranet, or a magnetic storage
device. Note that the computer-usable or computer-readable
medium could even be paper or another suitable medium
upon which the program 1s printed, as the program can be
clectronically captured, via, for mnstance, optical scanning of
the paper or other medium, then compiled, interpreted, or
otherwise processed 1n a suitable manner, 11 necessary, and
then stored 1n a computer memory. In the context of this
document, a computer-usable or computer-readable medium
may be any medium that can contain, store, communicate,
propagate, or transport the program for use by or in con-
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4

nection with the instruction execution system, apparatus, or
device. The computer-usable medium may include a propa-
gated data signal with the computer-usable program code
embodied therewith, either in baseband or as part of a carrier
wave. The computer usable program code may be transmit-
ted using any appropriate medium, including but not limited
to wireless, wireline, optical fiber cable, radio frequency
(RF), efc.

Computer program code for carrying out operations of the
present invention may be written 1n any combination of one
or more programming languages, including an object ori-
ented programming language such as Java™, Smalltalk™,
C++ or the like and conventional procedural programming
languages, such as the “C” programming language or similar
programming languages. The program code may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider).

The 1llustrative embodiments are described below with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to the 1llustrative embodiments of the mnven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks 1n the flowchart 1llustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions/acts specified 1n the tlowchart and/or
block diagram block or blocks.

These computer program instructions may also be stored
in a computer-readable medium that can direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored 1n the
computer-readable medium produce an article of manufac-
ture including mstruction means which implement the func-
tion/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
instructions which execute on the computer or other pro-
grammable apparatus provide processes for implementing
the functions/acts specified in the tflowchart and/or block
diagram block or blocks.

The flowchart and block diagrams in the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for 1mplementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted 1n the block may occur



US 9,524,281 B2

S

out of the order noted 1n the figures. For example, two blocks
shown 1n succession may, 1n fact, be executed substantially
concurrently, or the blocks may sometimes be executed 1n
the reverse order, depending upon the Ifunctionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks 1n the block diagrams and/or flowchart illustration,
can be mmplemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations ol special purpose hardware and computer
instructions.

Thus, the illustrative embodiments may be utilized in
many different types of data processing environments
including a distributed data processing environment, a single
data processing device, or the like. In order to provide a
context for the description of the specific elements and
functionality of the illustrative embodiments, FIGS. 1 and 2
are provided herealter as example environments 1 which
aspects ol the illustrative embodiments may be imple-
mented. While the description following FIGS. 1 and 2 will
focus primarily on a single data processing device imple-
mentation of a mechanism that improves the credibility of
text analysis engine performance evaluation by rating ref-
erence content, this 1s only an example and 1s not intended
to state or imply any limitation with regard to the features of
the present invention. To the contrary, the illustrative
embodiments are intended to include distributed data pro-
cessing environments and embodiments 1n which a mecha-
nism for improving the credibility of text analysis engine
performance evaluation by rating reference content may
operate.

With reference now to the figures and 1n particular with
reference to FIGS. 1-2, example diagrams of data processing,
environments are provided in which illustrative embodi-
ments of the present invention may be implemented. It
should be appreciated that FIGS. 1-2 are only examples and
are not intended to assert or imply any limitation with regard
to the environments 1n which aspects or embodiments of the
present mnvention may be implemented. Many modifications
to the depicted environments may be made without depart-
ing from the spirit and scope of the present mnvention.

With reference now to the figures, FIG. 1 depicts a
pictorial representation of an example distributed data pro-
cessing system 1n which aspects of the illustrative embodi-
ments may be mmplemented. Distributed data processing
system 100 may include a network of computers 1n which
aspects ol the illustrative embodiments may be imple-
mented. The distributed data processing system 100 contains
at least one network 102, which 1s the medium used to
provide communication links between various devices and
computers connected together within distributed data pro-
cessing system 100. The network 102 may include connec-
tions, such as wire, wireless communication links, or fiber
optic cables.

In the depicted example, server 104 and server 106 are
connected to network 102 along with storage unit 108. In
addition, clients 110, 112, and 114 are also connected to
network 102. These clients 110, 112, and 114 may be, for
example, personal computers, network computers, or the
like. In the depicted example, server 104 provides data, such
as boot files, operating system images, and applications to
the clients 110, 112, and 114. Clients 110, 112, and 114 are
clients to server 104 in the depicted example. Distributed
data processing system 100 may include additional servers,
clients, and other devices not shown.

In the depicted example, distributed data processing sys-
tem 100 1s the Internet with network 102 representing a
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6

worldwide collection of networks and gateways that use the
Transmission Control Protocol/Internet Protocol (TCP/IP)
suite of protocols to communicate with one another. At the
heart of the Internet 1s a backbone of high-speed data
communication lines between major nodes or host comput-
ers, consisting of thousands of commercial, governmental,
educational and other computer systems that route data and
messages. Of course, the distributed data processing system
100 may also be implemented to include a number of
different types of networks, such as for example, an intranet,
a local area network (LAN), a wide area network (WAN), or
the like. As stated above, FIG. 1 1s intended as an example,
not as an architectural limitation for different embodiments
of the present mvention, and therefore, the particular ele-
ments shown 1 FIG. 1 should not be considered limiting
with regard to the environments in which the illustrative
embodiments of the present invention may be implemented.

With reference now to FIG. 2, a block diagram of an
example data processing system 1s shown in which aspects
of the 1illustrative embodiments may be implemented. Data
processing system 200 1s an example of a computer, such as
client 110 1n FIG. 1, in which computer usable code or
istructions i1mplementing the processes for illustrative
embodiments of the present invention may be located.

In the depicted example, data processing system 200
employs a hub architecture including north bridge and
memory controller hub (NB/MCH) 202 and south bridge
and 1nput/output (I/O) controller hub (SB/ICH) 204. Pro-
cessing unit 206, main memory 208, and graphics processor
210 are connected to NB/MCH 202. Graphics processor 210
may be connected to NB/MCH 202 through an accelerated
graphics port (AGP).

In the depicted example, local area network (LAN)
adapter 212 connects to SB/ICH 204. Audio adapter 216,
keyboard and mouse adapter 220, modem 222, read only
memory (ROM) 224, hard disk drive (HDD) 226, CD-ROM
drive 230, universal serial bus (USB) ports and other com-
munication ports 232, and PCI/PCle devices 234 connect to
SB/ICH 204 through bus 238 and bus 240. PCI/PCle devices
may include, for example, Ethernet adapters, add-in cards,
and PC cards for notebook computers. PCI uses a card bus
controller, while PCle does not. ROM 224 may be, for
example, a flash basic input/output system (BIOS).

HDD 226 and CD-ROM drive 230 connect to SB/ICH
204 through bus 240. HDD 226 and CD-ROM drive 230
may use, for example, an integrated drive electronics (IDE)
or serial advanced technology attachment (SATA) interface.

Super 1/0 (S10) device 236 may be connected to SB/ICH
204.

An operating system runs on processing unit 206. The
operating system coordinates and provides control of vari-
ous components within the data processing system 200 1n
FIG. 2. As a client, the operating system may be a commer-
cially available operating system such as Microsoft® Win-
dows® XP (Microsoit and Windows are trademarks of
Microsoit Corporation in the United States, other countries,
or both). An object-oriented programming system, such as
the Java™ programming system, may run in conjunction
with the operating system and provides calls to the operating
system from Java™ programs or applications executing on
data processing system 200 (Java 1s a trademark of Sun
Microsystems, Inc. 1 the United States, other countries, or
both).

As a server, data processing system 200 may be, for
example, an IBM® eServer™ System p® computer system,
running the Advanced Interactive Executive (AIX®) oper-
ating system or the LINUX® operating system (eServer,
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System p, and AIX are trademarks of International Business
Machines Corporation 1n the United States, other countries,

or both while LINUX 1s a trademark of L.inus Torvalds in the

United States, other countries, or both). Data processing
system 200 may be a symmetric multiprocessor (SMP)
system 1ncluding a plurality of processors 1n processing unit
206. Alternatively, a single processor system may be
employed.

Instructions for the operating system, the object-oriented
programming system, and applications or programs are
located on storage devices, such as HDD 226, and may be
loaded 1nto main memory 208 for execution by processing
unit 206. The processes for illustrative embodiments of the
present invention may be performed by processing unit 206
using computer usable program code, which may be located
in a memory such as, for example, main memory 208, ROM
224, or in one or more peripheral devices 226 and 230, for
example.

A bus system, such as bus 238 or bus 240 as shown 1n
FIG. 2, may be comprised of one or more buses. Of course,
the bus system may be implemented using any type of
communication fabric or architecture that provides for a
transfer of data between different components or devices
attached to the fabric or architecture. A communication unit,
such as modem 222 or network adapter 212 of FIG. 2, may

include one or more devices used to transmit and receive
data. A memory may be, for example, main memory 208,
ROM 224, or a cache such as found in NB/MCH 202 1n FIG.
2.

Those of ordinary skill 1n the art will appreciate that the
hardware 1n FIGS. 1-2 may vary depending on the imple-
mentation. Other internal hardware or peripheral devices,
such as flash memory, equivalent non-volatile memory, or
optical disk drives and the like, may be used 1n addition to
or 1n place of the hardware depicted in FIGS. 1-2. Also, the
processes of the 1llustrative embodiments may be applied to
a multiprocessor data processing system, other than the SMP
system mentioned previously, without departing from the
spirit and scope of the present invention.

Moreover, the data processing system 200 may take the
form of any of a number of different data processing systems
including client computing devices, server computing
devices, a tablet computer, laptop computer, telephone or
other commumication device, a personal digital assistant
(PDA), or the like. In some illustrative examples, data
processing system 200 may be a portable computing device
which 1s configured with flash memory to provide non-
volatile memory for storing operating system {files and/or
user-generated data, for example. Essentially, data process-
ing system 200 may be any known or later developed data
processing system without architectural limitation.

The 1illustrative embodiments provide a mechanism for
improving the credibility of text analysis engine perfor-
mance evaluation by rating reference content heterogeneity.
The mechanism improves the process of evaluating TAEs by
developing reference content rates that characterize the
credibility of the TAE performance metrics, which are
obtained based on a given reference content. The mechanism
may be an application that 1s executed on a data processing
system, such as data processing system 200 of FIG. 2. As
described above, evaluation has become an important and
pressing concern for researchers in text analysis (TA). The
dificulties with evaluating TA systems and text analysis
engines (IAEs) are substantial and depend on the area of
specialization. There are different types of evaluation pro-
cedures for TA systems and/or TAEs:
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Intrinsic evaluation, when the performance of an isolated
TAE 1s evaluated against ‘golden results’ for pre-
annotated reference documents;

Extrinsic evaluation, when a more complex TA system 1s
evaluated 1 terms of the TA system’s utility with
respect to the overall task of the system:;

Black-box evaluation, when an 1solated TAE or a TA
system runs on a given reference data set to measure a
number of parameters related to the quality of the
process and the quality of results; and

(Glass-box evaluation, which looks at the design of the TA
system, for example, algorithms and implementation,
within the TA system.

FIG. 3 1llustrates a typical intrinsic black-box text analy-
s1s engine (TAE) evaluation procedure 1n accordance with
an 1llustrative embodiment. In the black-box TAE evalua-
tion, TAE 302 uses reference documents 304 from reference
content 306 to produce processed documents 308 which are
stored as processed reference content 310. Once TAE 302
produces processed documents 308, TAE evaluation engine
312 uses annotation comparison module 314 to compare
generated annotations 316 for one or more of processed

documents 308 with reference annotations 318 from pre-
annotated reference content 320 using annotation types 322
provided by TAE 302. TAFE evaluation engine 312 then uses
TAE performance rate computation module 324 to compute
TAE performance rates 326 separately for each relevant
annotation type, which may be combined into integral TAE
rates. The standard TAE performance rates include preci-
sion, recall, and combined F-measure—similar to the per-
formance metrics used for the information retrieval domain.
Applying these performance metrics to the text analysis
domain, the following slightly modified definitions may be
obtained:

number of correct_annotations created by TAE

recision = ,
P number of all annotations created_by_ TAE

number_of correct annotations created_by TAE

recall = . ,
number of all annotations in the reference content

(precision=recall)

F—measure = 2 % —
(precision + recall)

From these definitions, the performance metrics take nto
account only the absolute numbers, like the number of all
reference annotations in the reference document and the
number of all annotations created by the evaluated TAE. The
metrics, however, do not take into account characteristics of
the reference content itself, which may have significant
impact on the credibility of the TAE evaluation results. This
problem 1s 1llustrated using the following example:

Request to evaluate a TAE that annotates document dates.

The reference document collection, used for this evalua-
tion, consists of documents that always include the
document date at the beginning, like in the following
example: “Nov. 18, 2003. Federal Signal Appoints
CEO....”

The pre-annotated reference content may look like:
“<annot type="Date” kind="doc_date”>Nov. 18,
2003</annot>. Federal Signal Appoints CEO . . . .”

Based on the pattern learned from the reference content,
the TAE always annotates the first date 1n each input
document, as the document date. It this pattern applies
to all documents 1n the given reference collection, the
TAE creates all correct annotations, so 1t may get the
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highest performance rates. However, this pattern may
not apply to any other document from a different
collection, so the TAE could get lower performance
rates, 11 another reference document collection was
used for the evaluation.

Existing TAE evaluation practice keeps human evaluators
responsible for selecting approprniate reference document
collections. To facilitate the evaluations of TAEs, several
standard reference document collections had been created. It
1s clear, however, that existing standard reference document
collections cannot cover all possible application domains.
One example 1s the Technical Support domain, where docu-
ments may significantly differ from typical news articles or
legal documents. Evaluating a TAE 1n such a non-standard
domain requires selecting and pre-annotating the appropri-
ate reference document collection associated with the
domain of interest. The selected reference document collec-
tion should be rich enough to enable reliable evaluation of
the TAE 1n question, so that the obtained TAE performance
metrics remain valid when the TAE 1s used to process other
document collections in the given domain. This procedure 1s
highly labor intensive and time consuming and may not be
performed for each particular document collection. Instead
of users performing evaluations on their own, the users
simply select TAEs based on the published performance
rates, obtained by using standard TAE evaluation proce-
dures. However, questions not addressed by the current TAE
evaluation procedures may be:

How good 1s this particular pre-annotated reference docu-

ment collection for evaluating the given TAE?

Will the given TAE performance metrics, created based
on the given pre-annotated reference document collec-
tion, hold for other document collections?

The mechanism of the i1llustrative embodiments improves
the process of evaluating TAEs by developing reference
content rates that characterize the credibility of the TAE
performance metrics, which are obtained based on a given
reference content. In order to rate reference content hetero-
genelty, a context of the annotation 1n the given document 1s
defined as the set of features that characterizes the annota-
tion and the annotation’s neighborhood in the document
content within the limits of the sentence containing the
annotation. The set of features may include the following
categories:

Annotation type, like ‘person’, ‘place’, or ‘date’; each

TAFE defines/uses one or more annotation types,

Positioning features (position of the sentence that contains
the annotation, position of the annotation within the
sentence, or the like),

Lett side features (neighboring annotations and tokens—
words, punctuation marks and special symbols—before
the annotation, ordered from right to leit,

Right side features (neighboring annotations and
tokens—words, punctuation marks and special sym-
bols—after the annotation, ordered from left to right),
and/or

Syntactic features.

The number of features included in the annotation context
depends on selected ‘context window size’ for both the right
and the left side context windows. To 1llustrate this defini-
tion, consider the following annotated text:

<annot type="Person”>Robert D. Welding</annot> has
been appointed as <annot
type="Occupation”>president</annot> and <annot
type="Occupation”>chief executive oflicer</annot> of
<annot type="Organization”™
kind="company”>Federal Signal Corporation</an-

5

10

15

20

25

30

35

40

45

50

55

60

65

10

not>/(<annot type="Ticker’>NYSE:FSS</annot>) of
<annot type="Location” kind="city”’>0ak Brook, I1l1-
nois </annot>.

The annotation context for the “company’ annotation 1n
this example may look like the following:

1. Annotation type—

type=0Organization
kind=company
2. Positioning features—
sentence_position=3 (number of sentences before this
sentence),
annotation_position=14 (number of tokens/words
before this annotation).
3. Lett side features (right-to-left)—
token="01" (word that precedes the annotation),
annotation: type=0Occupation (annotation that precedes
the token ““of™).

4. Right side features (left-to-right)—

token=°/" (symbol that follows the annotation),
token=°(" (symbol that follows the token /),
annotation: type=Iicker (annotation that follows the
token (),
token="*)" (symbol that follows the annotation “ticker™).
5. Syntactic features—
POS=proper_name

Once the context of the annotation 1n the given document
1s defined, criteria of similarity are defined between anno-
tation contexts, so that similar and different annotation
contexts may be 1dentified. For example, two annotations of
a certain type (e.g., ‘Person’ or ‘Organization’, etc.) had
been selected in the given reference content (document
collection), and their associated annotation contexts had
been 1dentified, including existing semantic attributes, like
kind=*city” for “Location” annotation. If the annotation
contexts of the two annotations have a similar set of features,
a conclusion may be made that the second annotation
context 1s similar to the first annotation context. The features
of the two annotation contexts may be compared directly or
based on more sophisticated methods, similar to the tech-
niques developed for text chunking.

FIG. 4 illustrates an example of a mechanism that
improves the credibility of text analysis engine performance
evaluation by rating reference content heterogeneity. With
the mechanism described in FIG. 3, text analysis engine
(TAE) 402 uses reference documents 404 from reference
content 406 to produce processed documents 408 which are
stored as processed reference content 410. Once TAE 402
produces processed documents 408, TAE evaluation engine
412 uses annotation comparison module 414 to compare
generated annotations 416 for one or more of processed
documents 408 with reference annotations 418 from pre-
annotated reference content 420 using annotation types 422
provided by TAE 402. TAE evaluation engine 412 then uses
TAE performance rate computation module 424 to compute
TAE performance rates 426 separately for each relevant
annotation type, which may be combined into integral TAE
rates.

In addition to providing TAE performance rates 426, TAE
evaluation engine 412 also uses annotation contexts module
428 to analyze contexts of all reference annotations 418 for
all annotation types 422 used by an identified TAE, such as
TAE 402. Annotation contexts module 428 1dentifies similar
annotation contexts between all reference annotations 418
for all annotation types 422 used by an 1dentified TAE. Once
all of the similar annotation contexts have been identified,
annotation clustering module 430 clusters similar annotation
contexts. That 1s, annotation clustering module 430 groups
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reference annotations 418 into several groups (clusters)
based on a similarity of their contexts. Reference annota-
tions 418 of the same type may be split over several
annotation clusters.

Heterogeneity computation module 432 then computes
reference content heterogeneity scores based on the number

ol reference annotation clusters for each annotation type.
Heterogeneity computation module 432 computes a normal-
1zed reference content heterogeneity score per annotation
type using the following equation:

number_of reference annotation clusters_for type T
CH(T) =

number of content units in reference content

where a content unit may be a certain amount of lines,
sentences, or the like, for example, 100 sentences. Note: this
definition assumes that the volume of the reference content
1s large enough. That 1s, the number of ‘content units” should
be much bigger (1n orders of magnitude) than the number of
annotation types. If the reference content consists of just a
few units, the formula may provide maccurate results (e.g.,
for 1 content unit and 1 annotation type, the CH may be
100%). While this illustrative embodiment provides one
example to compute a reference content heterogeneity score,
one of ordinary skill 1n the art would recognize that there are
other ways to compute the reference content heterogeneity
score with regard to the illustrative embodiments without
departing from the spirit and scope of the present invention.
Heterogeneity computation module 432 may then produce
reference content rates 434 on a per annotation type require-
ment or heterogeneity computation module 432 may com-
bine reference content heterogeneity scores for all annota-
tion types used by a given TAE 1nto one integral reference
content rate. Reference content rates 434 may serve as the
confidence rate to the published TAE performance metrics or
reference content rates 434 may be applied to standard
performance rates for the TAE, so that a user may identify
if reference content rates 434 are reliable performance rates.
The reliable performance rates may be generated by multi-
plying the reference content rates to the standard perfor-
mance rates 1n order to obtain an adjusted performance rate,
although other methods may be employed without departing
from the scope of this invention.

Heterogeneity computation module 432 may combine
reference content heterogeneity scores for all annotation
types used by a given TAE into one integral reference
content rate 1n a number of different ways. One example 1s
to combine the content heterogeneity scores for all annota-
tion types with equal normalizing coeflicients:

N_types
ContentRate = CH(T,),
Z N_types ()

n=1

where N_types 1s the number of annotations types, and
T (n=1, N_types) are annotations types.

Other values that may be provided by heterogeneity
computation module 432 are a combined weighted content
heterogeneity score for different annotation types and an
estimate of the adjusted reference content rate by taking into
account the relations between the type system of the given
TAE and the type system of the projected usage domain.
Heterogeneity computation module 432 measures the con-
tribution of each TAE annotation type to the projected usage
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domain type system and sum weighted content heterogene-
ity scores over all TAE annotation types. An example
formula may look as follows:

N _types
AdjustedContentRate(domain) = Z CH(T,) Xxweight(7,,, domain),

n=1

where weight ('T,, domain) 1s the weight of the annotation
type T, 1n the projected usage domain, i1.e. a normalized
coellicient that characterizes the semantic ‘distance’
between the given annotation type and the type system of the
projected usage domain. This combined adjusted content
rate provides a credible estimation of expected performance
of a given TAE 1n a given usage domain.

The illustrative embodiments provide a mechanism that
improves the process of evaluating TAEs by developing
reference content rates that characterize the credibility of the
TAE performance metrics. The reference content rates are
based on measuring the heterogeneity of the given reference
content from the point of view of the annotation types used
by a given TAE.

FIG. 5 depicts a tlowchart illustrating an example opera-
tion performed 1n evaluating text analysis engines (TAEs) in
accordance with an illustrative embodiment. As the opera-
tion begins, an annotation contexts module within a TAE
evaluation engine receives pre-annotated reference docu-
ments and TAE annotation types from an identified TAE
(step 502). The annotation contexts module then analyzes
annotation contexts of all reference annotations from the one
or more pre-annotated references for all annotation types
used by the identified TAE, such as TAE 402 of FIG. 4 (step
504). The annotation contexts module identifies similar
annotation contexts between all of the reference annotations
for all annotation types used by the identified TAE (step
506). Once all of the similar annotation contexts have been
identified, an annotation clustering module clusters similar
annotation contexts (step 508).

A heterogeneity computation module then computes ret-
erence content heterogeneity scores based on the number of
reference annotation clusters for each annotation type (step
510). The heterogeneity computation module may compute
a normalized reference content heterogeneity score per
annotation type using the following equation:

number_of_ reference annotation clusters_for type T
CH(T) =

number of content units in reference content

where a content unit may be a certain amount of lines,
sentences, or the like, for example, 100 sentences. The
heterogeneity computation module then computes an inte-
gral reference content rate by combining reference content
heterogeneity scores for all annotation types used by a given
TAE (step 512). The heterogeneity computation module may
combine reference content heterogeneity scores for all anno-
tation types used by a given TAFE 1nto one integral reference
content rate with equal normalizing coeflicients using the
following formula:

N _tvpes
ContentRate = CH(T,),
Z N_types ()

n=1
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where N_types 1s the number of annotations types, and
T (n=1, N_types) are annotations types. The heterogeneity
computation module then outputs the integral reference
content rate to a user (step 514), with the operation ending
thereatter.

Thus, the i1llustrative embodiments provide mechanisms

for improving the credibility of text analysis engine perfor-
mance evaluation by rating reference content. The mecha-
nism 1mproves the process of evaluating TAEs by develop-
ing reference content rates that characterize the credibility of
the TAE performance metrics, which are obtained based on
a given reference content. The reference content rates are
based on measuring the heterogeneity of the given reference
content from the point of view of the annotation types used

[ 1

by a given TAE.

As noted above, i1t should be appreciated that the 1llus-
trative embodiments may take the form of an entirely
hardware embodiment, an entirely software embodiment or
an embodiment containing both hardware and software
clements. In one example embodiment, the mechanisms of
the 1llustrative embodiments are implemented 1n software or
program code, which includes but 1s not limited to firmware,
resident software, microcode, efc.

A data processing system suitable for storing and/or
executing program code will include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local
memory employed during actual execution of the program
code, bulk storage, and cache memories which provide
temporary storage of at least some program code 1n order to
reduce the number of times code must be retrieved from bulk
storage during execution.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled
to the system either directly or through intervening I/O
controllers. Network adapters may also be coupled to the
system to enable the data processing system to become
coupled to other data processing systems or remote printers
or storage devices through intervening private or public
networks. Modems, cable modems and Ethernet cards are
just a few of the currently available types ol network
adapters.

The description of the present mmvention has been pre-
sented for purposes of illustration and description, and 1s not
intended to be exhaustive or limited to the invention 1n the
form disclosed. Many modifications and variations will be
apparent to those of ordinary skill 1in the art. The embodi-
ment was chosen and described 1n order to best explain the
principles of the invention, the practical application, and to
enable others of ordinary skill 1n the art to understand the
invention for various embodiments with various modifica-
tions as are suited to the particular use contemplated.

What 1s claimed 1s:

1. A method, 1n a data processing system, for evaluating
the performance of a text analysis engine, the method
comprising:

receiving a plurality of pre-annotated reference docu-

ments;

receiving a set of annotation types associated with the

pre-annotated reference documents;

analyzing annotation contexts of reference annotations in

the plurality of pre-annotated reference documents
using the set of annotation types;

identifying similar annotation contexts between the ref-

erence annotations and the set of annotation types;
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responsive to identifying the similar annotation contexts,
clustering the similar annotation contexts thereby form-
ing a plurality of reference annotation clusters;

computing a set of reference content heterogeneity scores
based on the number of reference annotation clusters
for each annotation type in the set of annotation types;

computing an integral reference content rate for the set of
annotation types; and

outputting the integral reference content rate to a user.

2. The method of claim 1, wherein the annotation types
associated with the pre-annotated reference documents are
text analysis engine annotation types.

3. The method of claim 1, wherein clustering the similar
annotation contexts groups reference annotations nto one or
more clusters 1s based on a similarity of the context of the
similar annotation contexts.

4. The method of claim 1, wherein the set of reference
content heterogeneity scores are computed using the follow-
Ing equation:

CH(T) number_of reference annotation clusters_for type T
~ number_of content units in reference content

wherein the number of context units 1n the reference
content 1s at least one of an amount of lines or an
amount of sentences.

5. The method of claim 1, wherein the integral reference
content rate for the set of annotation types 1s computed using

the following equation:

N _tvpes 1
ContentRate = Z

n=1

CH(1y),

N_types

wherein N_types 1s the number of annotations types and
whereimn T, (n=1, N_types) are the plurality of annota-
tions types.

6. The method of claim 1, further comprising;:

computing performance rates for each annotation type 1n
the set of annotation types.

7. The method of claim 6, wherein the performance rates
for each annotation type 1n the set of annotation types are at
least one of a precision performance rate, a recall perfor-
mance rate, or a F-measure performance rate.

8. The method of claim 7, wherein the precision perfor-
mance rate 1s computed using the following equation:

number_of correct annotations created_by TAE

rec1s1on = _
P number_of all annotations created_by_TAE

wherein TAE 1s a text analysis engine.

9. The method of claim 7, wherein the recall performance
rate 1s computed using the following equation:

number_of correct annotations created_by_ TAE

recall = , :
number of all annotations in the reference content

wherein TAF 1s a text analysis engine.
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10. The method of claim 7, wherein the F-measure
performance rate 1s computed using the following equation:

(precision recall) 5

F —measure = 2 % — .
(precision + recall)

11. The method of claim 1, further comprising:
measuring a contribution of each annotation type to a

: : 10
projected usage domain;
summing weighted content heterogeneity scores for the
plurality of annotation types using the following for-
mula:
15
N_types
AdjustedContentRare(domain) = Z CH(T,)Xweight(7,,, domain),
n=1
20

wherein weight (T,, domain) 1s a weight of annotation

type T,1n the projected usage domain; and

outputting a credible estimation of expected performance

of the text analysis engine.

12. computer program product comprising a non-transi- s
tory computer recordable storage medium having a com-
puter readable program recorded thereon, wherein the com-
puter readable program, when executed on a computing
device, causes the computing device to:

receive a plurality of pre-annotated reference documents; ;5

receive a set of annotation types associated with the

pre-annotated reference documents;
analyze annotation contexts of reference annotations in
the plurality of pre-annotated reference documents
using the set of annotation types; 15

identify similar annotation contexts between the reference
annotations and the set of annotation types;

responsive to 1dentifying the similar annotation contexts,

cluster the similar annotation contexts thereby forming

a plurality of reference annotation clusters; 40
compute a set of reference content heterogeneity scores

based on the number of reference annotation clusters

for each annotation type 1n the set of annotation types;
compute an integral reference content rate for the set of

annotation types; and 45
output the integral reference content rate to a user.

13. The computer program product of claim 12, wherein
the computer readable program further includes computer
readable program that causes the computing device to:

compute performance rates for each annotation type i the s,

set of annotation types.

14. The computer program product of claim 12, wherein
the computer readable program further includes computer
readable program that causes the computing device to:

measure a contribution of each annotation type to a

projected usage domain;

16

sum weighted content heterogeneity scores for the plu-
rality of annotation types using the following formula:

N _tvpes

AdjustedContentRare(domain) = Z CH(T,) xweight(T,, domain),

n=1

wherein weight (T,, domain) 1s a weight of annotation
type T, in the projected usage domain; and

output a credible estimation of expected performance of
the text analysts engine.

15. An apparatus, comprising:

a processor; and

a memory coupled to the processor, wherein the memory
comprises instructions which, when executed by the
processor, cause the processor to:

recerve a plurality of pre-annotated reference documents;

recetve a set of annotation types associated with the
pre-annotated reference documents;

analyze annotation contexts of reference annotations in
the plurality of pre-annotated reference documents
using the set of annotation types;

identily similar annotation contexts between the reference
annotations and the set of annotation types;

responsive to 1dentifying the similar annotation contexts,
cluster the similar annotation contexts thereby forming
a plurality of reference annotation clusters;

compute a set of reference content heterogeneity scores
based on the number of reference annotation clusters
for each annotation type 1n the set of annotation types;

compute an integral reference content rate for the set of
annotation types; and

output the integral reference content rate to a user.

16. The apparatus of claim 15, wherein the instructions

turther cause the processor to:

compute performance rates for each annotation type 1n the
set of annotation types.
17. The apparatus of claim 15, wherein the instructions

further cause the processor to:

measure a contribution of each annotation type to a

projected usage domain;
sum weighted content heterogeneity scores for the plu-
rality of annotation types using the following formula:

N_types

AdjustedContentRate(domain) = Z CH(T,) Xxweight(7,,, domain),

n=1

wherein weight (T,, domain) 1s a weight of annotation
type T,, 1n the projected usage domain; and

output a credible estimation of expected performance of
the text analysis engine.

G o e = x
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