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(57) ABSTRACT

A dictionary used by a spoken language understanding
(SLU) system 1s improved by providing weightings for
entities 1n the dictionary that represent the likelihood each
entity belongs to an entity class represented by the diction-
ary. A classifier model may be trained using a seed list
containing sample entities that belong 1n the entity class and
a background entity list containing samples that do not
belong 1n the entity class. Clicked URLs from search logs,
search result URLs, and attributes from an entity graph may
be used as features of the sample entities to train the
classifier model. The classifier model may be used to weight
entities from a candidate dictionary. The entity weightings
are used to generate an improved dictionary for use in the
SLU system.
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WEIGHTING DICTIONARY ENTITIES FOR
LANGUAGE UNDERSTANDING MODELS

BACKGROUND

Spoken language understanding (SLU) may be used 1n a
variety of different systems that attempt to understand users’
queries and other user mput. For instance, SLU may be an
important module used 1n a dialog system that attempts to
understand users” utterances. Given an utterance, SLU may
be used to extract a semantic frame to represent the utter-
ance’s intent and semantic slots.

SLU models are often trained from domain specific
queries with semantic annotation. Various features, includ-
ing N-grams, rules, dictionaries, etc., may be used to train
SLU models. The same set of features may also be extracted
at run time for semantic decoding.

A dictionary used by an SLU model includes entities that
belong to the same enfity class (e.g., movie names, music
tracks, etc.). As 1t 1s diflicult to obtain enough training data
to cover all semantic slots in a domain, such as hundreds of
thousands of movie names and music tracks, dictionaries
may be used to increase model coverage and improve the
model’s performance. Experiments show that large and
clean dictionaries are eflective to improve a model’s accu-
racy. The impact 1s more dramatic when the test data are

quite different than training data, in which case, contextual
teatures like n-grams are not suflicient.

SUMMARY

This summary 1s provided to itroduce a selection of
concepts 1 a sumplified form that are further described
below 1n the Detailed Description. This summary 1s not
intended to i1dentily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used as an aid
in determining the scope of the claimed subject matter.

Embodiments of the present invention relate to weighting,
entities 1 a dictionary used by a spoken language under-
standing (SLU) system based on the likelithood the entities
belong to a particular entity class. A classifier model 1s built
using a seed list of sample entities that belong to the entity
class and a background entity list of sample entities that do
not belong to the entity class. Additionally, clicked URLs
from search click logs, search result URLs, and attributes
from an entity graph are used as features of the sample
entities to train the classifier model. The classifier model 1s
used to weight entities 1n a candidate dictionary to provide
weightings for the entities that reflect the likelihood each
entity belongs to the entity class. The weightings may be
used to provide an improved dictionary, which may be used
to improve an SLU system’s accuracy.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention 1s described 1n detail below with
reference to the attached drawing figures, wherein:

FIG. 1 1s a block diagram of an exemplary computing
environment suitable for use 1n implementing embodiments
of the present invention;

FIG. 2 15 a block diagram that 1llustrates a workilow for
generating cleaned dictionaries for use i SLU models 1n
accordance with an embodiment of the present invention;

FI1G. 3 1s a tlow diagram showing a method for generating,
a classifier model for an entity class 1n accordance with an
embodiment of the present invention; and
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FIG. 4 1s a flow diagram showing a method for using a
classifier model to weight entities 1n a dictionary 1n accor-
dance with an embodiment of the present invention.

DETAILED DESCRIPTION

The subject matter of the present invention 1s described
with specificity herein to meet statutory requirements. How-
ever, the description 1tself 1s not intended to limit the scope
of this patent. Rather, the inventors have contemplated that
the claimed subject matter might also be embodied 1n other
ways, to 1mclude different steps or combinations of steps
similar to the ones described 1n this document, 1n conjunc-
tion with other present or future technologies. Moreover,
although the terms “step” and/or “block™ may be used herein
to connote different elements of methods employed, the
terms should not be interpreted as implying any particular
order among or between various steps herein disclosed
unless and except when the order of individual steps 1s
explicitly described.

As noted above, dictionaries are often used as features 1n
spoken language understanding (SLU) systems to improve
coverage and accuracy. Each dictionary may include a
listing of entities that correspond with a particular entity
class (e.g., movie names, music tracks, etc.). As used herein,
“entities” are instances ol abstract concepts and objects,
including people, places, things, events, locations, busi-
nesses, movies, and the like. Dictionaries used in SLU
systems are typically manually collected or extracted auto-
matically from different language resources. Manual collec-
tion 1s time consuming and costly, but auto-collected dic-
tionaries tend to have a lot noise 1n that entities are included
that do not belong to the entity class. Noisy dictionaries may
help little to nothing to 1mprove an SLU model’s perfor-
mance.

Embodiments of the present invention are generally
directed to cleaning up noisy dictionaries. Machine learning
approaches are used to generate a classifier model for an
entity class to weight entities 1n a candidate dictionary based
on the likelithood each entity belongs to the entity class. In
accordance with some embodiments, diflferent features are
not manually assigned importance. Instead, machine learn-
ing approaches are employed to build a classifier model such
that the significance of diflerent features 1s automatically
determined.

A classifier model for a given entity class 1s trained using
a seed list that includes positive sample entities that belong
to the enftity class and a background entity list that includes
negative sample entities that do not belong to the entity
class. Additionally, the classifier model 1s trammed using
clicked URLs (uniform resource locators), search result
URLs, and attributes from an entity graph as features of the
positive and negative samples. The clicked URLs corre-
spond with URLs 1dentified 1n a search engine’s search click
logs as having been clicked for search queries that corre-
spond with sample entities. The search result URLs include
URLSs returned as search results by performing a search
using sample entities as search queries. The entity graph
may be an existing knowledge repository that contains
information about entities and relationships among entities.
Conceptually, entities with similar clicked URL distribution,
search result URLs, and entity graph attributes may be
predicted to be part of the same entity class.

Once a classifier model has been built for an entity class,
it may be used to weight entities 1n a candidate dictionary.
A weighting 1s provided for each entity to represent the
likelihood each entity belongs to the entity class. In some
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embodiments, an improved dictionary may be provided that
includes only those entities that satisty a weighting thresh-
old, and the improved dictionary may be used by an SLU
system. In some embodiments, a weighted dictionary that
includes entities and corresponding weightings may be
employed by an SLU system. In further embodiments,
entities may be clustered based on their weightings and a set
of clustered dictionaries may be generated with each clus-
tered dictionary including a cluster of entities. The set of
clustered dictionaries may then be employed by an SLU
system.

Accordingly, 1n one aspect, an embodiment of the present
invention 1s directed to one or more computer storage media
storing computer-useable instructions that, when used by
one or more computing devices, cause the one or more
computing devices to perform operations. The operations
include accessing a seed list containing positive sample
entities that belong to an entity class and accessing a
background entity list containing negative sample entities
that do not belong to the entity class. The operations also
include identifying clicked URLs from search click logs for
at least a portion of the positive sample entities and negative
sample entities. The operations further include i1dentifying
search result URLs for at least a portion of the positive
sample entities and negative sample entities. The operations
also include 1dentifying attributes from an entity graph for at
least a portion of the positive sample entities and negative
sample entities. The operations still further include training
a classifier model using the clicked URLs, search result
URLs, and attributes from the entity graph as features of the
positive sample entities and negative sample entities.

In another embodiment, an aspect of the invention 1s
directed to a computer-implemented method. The method
includes accessing positive sample entities that belong to an
entity class and negative sample entities that do not belong
to the entity class. The method also includes identifying
clicked URLs from search click logs for at least a portion of
the positive sample entities and negative sample entities.
The method further includes 1dentifying search result URLs
for at least a portion of the positive sample entities and
negative sample entities. The method also includes identi-
fying attributes from an entity graph for at least a portion of
the positive sample entities and negative sample entities.
The method further includes training, using a computing
device, a classifier model using the clicked URLs, search
result URLs, and attributes from the entity graph as features
ol the positive sample entities and negative sample entities.
The method still further includes employing the classifier
model to weight entities 1n a candidate dictionary to provide
weilghtings for the entities from the candidate dictionary.

A further embodiment of the present invention 1s directed
to a computerized system comprising: one or more proces-
sors; and a plurality of components that include computer-
useable instructions that may be employed by the one or
more processors. The components includes a model building
component that trains a classifier model for an entity class
using positive sample entities that belong to the entity class
and negative sample entities that do not belong to the entity
class, the model bwlding component also using clicked
URLs, search result URLs, and attributes from an entity
graph as features of the positive sample entities and negative
sample entities to train the classifier model. The components
also include a weighting component that employs the clas-
sifier model to weight entities 1n a candidate dictionary to
provide weightings for the entities from the candidate dic-
tionary.
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Having briefly described an overview of embodiments of
the present invention, an exemplary operating environment
in which embodiments of the present invention may be
implemented 1s described below in order to provide a
general context for various aspects of the present invention.
Referring initially to FIG. 1 1n particular, an exemplary
operating environment for implementing embodiments of
the present invention 1s shown and designated generally as
computing device 100. Computing device 100 1s but one
example of a suitable computing environment and 1s not
intended to suggest any limitation as to the scope of use or
functionality of the invention. Neither should the computing
device 100 be interpreted as having any dependency or
requirement relating to any one or combination of compo-
nents 1llustrated.

The invention may be described 1n the general context of
computer code or machine-useable 1nstructions, including
computer-executable mnstructions such as program modules,
being executed by a computer or other machine, such as a
personal data assistant or other handheld device. Generally,
program modules including routines, programs, objects,
components, data structures, etc., refer to code that perform
particular tasks or implement particular abstract data types.
The mvention may be practiced mn a variety of system
configurations, including hand-held devices, consumer elec-
tronics, general-purpose computers, more specialty comput-
ing devices, etc. The invention may also be practiced 1n
distributed computing environments where tasks are per-
formed by remote-processing devices that are linked through
a communications network.

With reference to FIG. 1, computing device 100 includes
a bus 110 that directly or indirectly couples the following
devices: memory 112, one or more processors 114, one or
more presentation components 116, imput/output (I/0) ports
118, input/output components 120, and an 1llustrative power
supply 122. Bus 110 represents what may be one or more
busses (such as an address bus, data bus, or combination
thereot). Although the various blocks of FIG. 1 are shown
with lines for the sake of clanty, in reality, delineating
various components 1s not so clear, and metaphorically, the
lines would more accurately be grey and fuzzy. For example,
one may consider a presentation component such as a
display device to be an I/O component. Also, processors
have memory. The inventors recognize that such 1s the
nature of the art, and reiterate that the diagram of FIG. 1 1s
merely 1llustrative of an exemplary computing device that
can be used 1n connection with one or more embodiments of
the present mvention. Distinction 1s not made between such
categories as “workstation,” “server,” “laptop,” “hand-held
device,” etc., as all are contemplated within the scope of
FIG. 1 and reference to “computing device.”

Computing device 100 typically includes a variety of
computer-readable media. Computer-readable media can be
any available media that can be accessed by computing
device 100 and includes both volatile and nonvolatile media,
removable and non-removable media. By way of example,
and not limitation, computer-readable media may comprise
computer storage media and communication media. Com-
puter storage media includes both volatile and nonvolatile,
removable and non-removable media implemented in any
method or technology for storage of information such as
computer-readable 1nstructions, data structures, program
modules or other data. Computer storage media includes, but
1s not limited to, RAM, ROM, EEPROM, flash memory or
other memory technology, CD-ROM, digital versatile disks
(DVD) or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic
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storage devices, or any other medium which can be used to
store the desired information and which can be accessed by
computing device 100. Computer storage media does not
comprise signals per se. Communication media typically
embodies computer-readable instructions, data structures,
program modules or other data 1n a modulated data signal
such as a carrier wave or other transport mechanism and
includes any information delivery media. The term “modu-
lated data signal” means a signal that has one or more of 1ts
characteristics set or changed 1n such a manner as to encode
information in the signal. By way of example, and not
limitation, communication media includes wired media such
as a wired network or direct-wired connection, and wireless
media such as acoustic, RF, infrared and other wireless
media. Combinations of any of the above should also be
included within the scope of computer-readable media.

Memory 112 includes computer-storage media 1n the form
of volatile and/or nonvolatile memory. The memory may be
removable, non-removable, or a combination thereof. Exem-
plary hardware devices include solid-state memory, hard
drives, optical-disc drives, etc. Computing device 100
includes one or more processors that read data from various
entities such as memory 112 or I/O components 120. Pre-
sentation component(s) 116 present data indications to a user
or other device. Exemplary presentation components include
a display device, speaker, printing component, vibrating
component, etc.

I/O ports 118 allow computing device 100 to be logically
coupled to other devices including I/O components 120,
some of which may be built 1. Illustrative components
include a microphone, joystick, game pad, satellite dish,
scanner, printer, wireless device, etc. The I/O components
120 may provide a natural user interface (NUI) that pro-
cesses air gestures, voice, or other physiological inputs
generated by a user. In some instance, iputs may be
transmitted to an appropriate network element for further
processing. A NUI may implement any combination of
speech recogmition, touch and stylus recognition, facial
recognition, biometric recognition, gesture recognition both
on screen and adjacent to the screen, air gestures, head and
eye tracking, and touch recognition associated with displays
on the computing device 100. The computing device 100
may be equipped with depth cameras, such as, stereoscopic
camera systems, infrared camera systems, RGB camera
systems, and combinations of these for gesture detection and
recognition. Additionally, the computing device 100 may be
equipped with accelerometers or gyroscopes that enable
detection of motion. The output of the accelerometers or
gyroscopes may be provided to the display of the computing
device 100 to render immersive augmented reality or virtual
reality.

Referring now to FIG. 2, a block diagram 1s provided that
illustrates a workflow for generating cleaned dictionaries for
use 1n SLU models 1n accordance with an embodiment of the
present invention. It should be understood that this and other
arrangements described herein are set forth only as
examples. Other arrangements and elements (e.g., machines,
interfaces, functions, orders, and groupings ol functions,
¢tc.) can be used 1n addition to or mnstead of those shown,
and some elements may be omitted altogether. Further, many
ol the elements described herein are functional entities that
may be implemented as discrete or distributed components
or in conjunction with other components, and 1n any suitable
combination and location. Various functions described
herein as being performed by one or more entities may be
carried out by hardware, firmware, and/or software. For
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instance, various functions may be carried out by a processor
executing instructions stored 1n memory.

In accordance with embodiments of the present invention,
a number of resources 202, 204, 206, 208, and 210 are used
by a model building component 212 that employs machine-
learning techniques to build a classifier model 214 for a
particular entity class.

The seed list 202 1s collection of entities that belong to the
particular entity class for which a classifier model 1s being
built. As such, the entities in the seed list 202 are used as
positive samples for the entity class. The entities included in
the seed list 202 may be 1dentified 1n a number of diflerent
manners within the scope of embodiments of the present
invention. By way of example only and not limitation, 1n
some embodiments, the enfities may be manually selected
and added to the seed list 202. In some embodiments, the
entities may be extracted from an existing enftity graph
(which may or may not be the same as the entity graph 210,
discussed 1n further detail below) by identifying entities
indicated as belonging to the entity class by the entity graph.
In some embodiments, SL.U training data may be employed
to 1dentily entities for the seed list 202. In particular, SLU
systems typically use a variety of data as features to train the
SLU models. The data may include information identifying
specific entities and the entity classes to which the entities
belong. As such, the SLU tramming data provides highly
reliable enftity information.

The background entity list 204 1s a collection of entities
that do not belong to the entity class. As such, the entities in
the background entity list 204 are used as negative samples
for the entity class. The entities included 1n the background
entity list 204 may be identified 1n a number of different
manners within the scope of embodiments of the present
invention. By way of example only and not limitation, 1n
some embodiments, the entities may be manually selected
and added to the background enfity list 204. In some
embodiments, the entities may be extracted from an existing
entity graph (which may or may not be the same as the entity
graph 210, discussed 1n further detail below) by 1dentifying
entities mdicated as belonging to a diflerent entity class by
the entity graph. In some embodiments, SLU training data
may be employed to 1dentily entities for the background list
204. Entities 1n the seed list 202 may be excluded from the
background entity list 204.

While the seed list 202 and background entity list 204
provide positive and negative sample entities, respectively,
the search click logs 206, search results 208, and the entity
graph 210 provide features for the positive and negative
sample entities. Referring initially to the search click logs
206, the data 1n the search click logs 206 used by the system
200 may be accessed from a search engine’s search click
logs. In particular, larger search engines generally serve
hundreds of millions of queries per day. Together with the
search queries, clicked URLs are typically logged anony-
mously 1n the search engine’s search click logs. Clicked
URLs may be used as features of the sample entities 1n the
seed list 202 and background entity list 204 by identifying
search queries that correspond with the sample entities and
extracting clicked URLs for those search queries in the
search click logs 206.

As such, the clicked URLs may be used as features to
determine the likelihood of an entity being a member of a
particular entity class. The assumption behind this 1s that, for
entities belonging to the same entity class: (1) URLs
returned from the search engine converge to a small set; and
(2) the URLs clicked the most are more query related. As a
limited example, Table 1 below shows the top 5 clicked
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URLSs (shortened by domain only) for two different movies:
“A Lot Like Love” and “Romeo & Juliet.” As can be seen
from Table 1, three URLSs are common 1n the top five clicked
URLs for these two movies. These URLs are mostly movie

domain specific. Therefore, these URLs may be indicative of 5

entities 1n an entity class for movie names.

TABLE 1

Top Clicked URLs of Two Movies

A Lot Like Love Romeo & Juliet

en.wikipedia.org
shakespeare.mit.edu
imdb.com
sparknotes.com
rottentomatoes.com

imdb.com
en.wikipedia.org
movies.msn.com
movies.yahoo.com
rottentomatoes.com

One 1ssue with using clicked URLs 1s that some sample
entities may not be covered 1n the search click logs 206. In
such 1nstances, there 1s no evidence that can be used for
those sample entities from the search click logs 206. Some
reasons why an entity may not appear in the search click logs
206 includes: (1) some entities are old and have not been
searched recently (e.g., a movie was released 18 years ago);
(2) some entities are new and have not yet shown up 1n the
search click logs 206 (e.g., a movie was recently released);
and (3) the search click logs 206 used by the system 200 may
not include all entries from a search engine’s click logs as it
may be too computationally demanding to do so.

One approach to address the 1ssue of missing logs for
sample entities 1s to use search results from a search engine
by using the sample entities as search queries. In some
embodiments, search results may be obtained only for those
sample entities for which no or only limited information 1s
available 1n the search click logs 206. In other embodiments,
search results may be obtained for all sample entities from
the seed list 202 and the background entity list 204. For each
sample entity searched, the top N (e.g., 3, 5, 10, etc.) URLs
returned 1n the search results may be used. Accordingly, the
search results 208 shown 1n FIG. 2 comprise URLs returned
in response to running searches using sample entities.

In some embodiments, URLs from both the search click
logs 206 and the search results 208 are treated similarly 1n
the entity weighting process of the model building compo-
nent 212. For instance, both may be treated as “clicked
URLs.” The goal of using the clicked URLs 1s to generate a
score of each entity 1n a list that reflects the likelthood that
the entity 1s a good member of the entity class. The resulting
score 1s expected to be higher for entities that have less
ambiguous membership 1n the entity class, and lower for
entities that are ambiguous or do not belong 1n the enfity
class. The following equation may be employed to deter-
mine the likelihood a URL 1s included for entities 1n a given

entity class:

Count(ur! | entiryList)

Plurl | entitvList) =
(url | entiryList) Z:‘ Count(ur! | entityList)

The count function 1s defined as total clicks from all
sample entities from all entities 1n the list (with URLs 1n the
search results 208 counting as clicks):

Count(ur! | entiryList) = Z Count{url| e)

ecentitvlList
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where Count(urlle) 1s the number of times the URL 1s
clicked (or returned 1n search results) when the search query
1s entity e.

To weight an entity, the URL distribution 1n the seed list
202 and background entity list 204 1s compared. For each
entity, a weighting score 1s computed based on URLs (i.e.,
includes URLs from the search click logs 206 and search
results 208) distribution over the seed list 202 and back-
ground entity list 204.

Sie) = Z (P(url; | e) % log( P(url; | seedList))) —

Z (P(url; | ) # log( P(url; | background entityList))) =

i

Plurl; | seedList)
ZP(MFZle)%lG% — ]
1_ P(url; | backgroundentiryLisi)

Essentially, S(e) measures the diflerence of two cross
entropies: the first cross entropy 1s for the URL distribution
in the seed list 202, and the second cross entropy 1s for the
URL distribution 1n the background entity list 204.

The entity graph 210 represents a generic semantic space
using entities (persons, places, organizations, etc.) and rela-
tions between entities. The entity graph 210 may be created
for use by the system 200 or may be an existing entity graph.
For instance, the entity graph 210 may have been derived
based on an existing entity graph used by a search engine.
Examples of existing entity graphs include the SANTORI
and FREEBASE knowledge repositories. The entity graph
210 may contain a large number of entities, attributes of the
entities, and relations among entities. The attributes, such as
entity type, name, and description, to name a few, may be
used as features of the sample entities for use by the model
building component 212. Although only a single entity
graph 210 1s shown 1n FIG. 2, 1t should be understood that
multiple entity graphs may be employed.

One particular attribute from the entity graph 210 that
may be employed 1s the enftity types. Fach entity can
potentially match multiple entries 1n the entity graph 210 11
they share the same name. For instance, “Romeo & Juliet”
could be a movie name and a music album. All types may
be considered to have equal possibility and the feature value
of a type may be normalized as follows:

kgs(e; | e)
) types(e; )|

S(e;t) =

2,

e;namele; )=nameie),1ctypesie;

where t 1s the type of entity e, name(e) denotes the name
of the enfity e, and types(e) returns all possible entity types
of ¢. The score kgs(e,le) may be assigned independently by
an entity graph search tool to measure the probability of e,
when the search query 1s e based on similarity measurement.
For example, the match of movie name to “Romeo & Juliet”
may have a score that 1s greater than the score of the match
of music album to “Romeo & Juliet.”

The model building component 212 employs machine
learning techniques to build a classifier model 214 using the
positive sample entities from the seed list 202, the negative
sample entities from the background entity list 204, and
features extracted from the search click logs 206, search
results 208, and entity graph 210. As noted above, the
teatures imnclude clicked URLs for entities 1n the search click



US 9,519,870 B2

9

logs 206, URLs returned in the search results 208 for
entities, and attributes identified for entities 1n the entity
graph 210. Any of a variety of known machine learning
approaches may be employed to build the classifier model
214, such as logistic regression and support vector machine,
for instance. In some embodiments, the classifier model 214
1s trained by converting each sample entity into a feature
vector. The system 200 may be employed to build multiple
classifier models with each classifier model being built for
cach of a variety of diflerent entity classes.

A weighting component 218 may employ the classifier
model 214 to weight entities included 1n a candidate dic-
tionary 216. The output may be a weighted dictionary 220
that includes a weighting for each enfity from the candidate
dictionary 216. Generally, the weighting determined for
cach entity may be a score that retlects the likelihood the
entity belongs in the entity class. In some embodiments, a
higher weighting may reflect that an entity likely belongs to
the enftity class and a lower weighting may reflect that an
entity likely does not belong to the entity class. As an
example to 1illustrate, 11 the classifier model 214 has been
trained for a “movie name” entity class, each weighting
determined using the classifier model reflects the likelihood
the corresponding entity 1s a movie name.

In some embodiments, the weighted dictionary 220 may
be employed by an SLU system. In other embodiments, a
clustering component 222 may process the weighted dic-
tionary 220 to cluster entities based on weightings. Any of
a number of known clustering techniques may be employed,
such as for instance, K-means clustering or hierarchical
agglomerative clustering. This process may provide a num-
ber of clustered dictionaries 224. An SLU system may then
employ the clustered dictionaries 224 as opposed to the
weighted dictionary 220.

In still further embodiments, the weightings may simply
be used to remove entities from the candidate dictionary to
provide an improved dictionary (not shown) for use by an
SLU system. For instance, any entities below a certain
welghting threshold (which may be configurable) may be
removed from the candidate dictionary to provide the
improved dictionary.

The weightings assigned to dictionary terms and/or any
new dictionaries generated based on weightings (e.g., a
filtered dictionary or clustered dictionaries) may be used 1n
language understanding systems, for instance, to build intent
detection and slot models used by the systems. In some
embodiments, features from generated dictionaries may be
used to train language understanding models. For example,
various n-gram features from the dictionaries and absence/
existence features may be used alongside n-gram features
extracted from surface forms (actual sentences) to train a
sequence tagger (which may be a machine learned model
such as a Conditional Random Field (CRF) or Neural
Network that assigns a tag to each word). By way of
illustration, some examples of features that may be used to
train models 1n the “places” domain may include whether a
natural language input has any entity in the following
dictionaries: country names, city names, business names,
states names, and place type. In further embodiments,
welghtings determined for terms may be directly used in
training the language understanding models. Any and all
combinations and variations thereol are contemplated to be
within the scope of embodiments of the present mnvention.

Turning to FIG. 3, a flow diagram i1s provided that
illustrates a method 300 for generating a classifier model for
an entity class in accordance with an embodiment of the
present invention. As shown at block 302, a seed list 1s
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generated. The seed list includes sample entities that belong
in the enftity class. As noted above, the seed list may be
generated manually or algorithmically and may be based on
entities 1dentified 1n an existing entity graph, SLU training
data, and/or other source. A background entity list 1s also
generated, as shown at block 304. The background entity list
includes sample entities that do not belong 1n the enfity
class. Similar to the seed list, the background enfity list may
be generated manually or algorithmically and may be based
on entities i1dentified 1 an existing entity graph, SLU
training data, and/or other source.

Clicked URLs are i1dentified for at least a portion of the
sample entities from the seed list and background entity list,
as shown at block 306. Generally, search click logs from a
search engine may be analyzed to identily search queries
that correspond with the sample entities and URLs clicked
for those search queries. A search query may be identified as
matching a sample entity by analyzing the text of the search
query. When a search query in the click search logs 1is
determined to correspond with a given sample entity, the
URLs clicked for that search query based on the click search
logs are 1dentified as clicked URLSs for that sample entity.

Search result URLs are also identified for at least a portion
of the sample entities, as shown at block 308. The search
result URLs for a given sample entity may be 1dentified by
running a search using the sample entity as the search query.
The top N search result URLs may then be 1dentified for that
sample entity. In some embodiments, search result URLs
may be treated similarly to clicked URLs.

Entity attributes from an entity graph are also identified
for at least a portion of the sample entities, as shown at block
310. Generally, entities 1n an entity graph that correspond
with sample entities may be 1dentified. An entity name in the
entity graph may be analyzed to identily an entity from the
entity graph as corresponding with a sample entity. When an
entity 1n the entity graph 1s 1dentified as corresponding with
a sample entity, attributes of the entity from the entity graph
may be extracted and correlated with the sample entity. The
attributes may include, for istance, entity type, name, and
description.

As shown at block 312, a classifier model 1s trained using
the sample entities from the seed list and the background
entity list, clicked URLs, search result URLs, and entity
graph attributes. Generally, the clicked URLs, search result
URLs, and entity graph URLs are used as features of the
sample entities from the seed list and background entity list.
Entities from the seed list serve as positive samples, while
entities from the background entity list serve as negative
samples. Any of a variety of known machine learning
techniques, such as logistic regression or support vector
machine, may be employed to train the classifier model. The
classifier model 1s trained for a particular entity class.
Accordingly, the method 300 may be performed for different
entity classes to generate a classifier model for each of those
entity classes.

Referring next to FIG. 4, a flow diagram 1s provided that
illustrates a method 400 for using a classifier model to
weight entities 1 a dictionary in accordance with an
embodiment of the present mmvention. As shown at block
402, a candidate dictionary 402 1s accessed. The candidate
dictionary may correspond with a particular entity class and
may be a “noisy” dictionary in the sense that includes a
number of entities that do not belong 1n that particular entity
class.

A classifier model for the entity class, such as one trained
using the method 300 of FIG. 3, 1s used to weight entities in
the candidate dictionary, as shown at block 404. Generally,
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the weighting determined for each entity may be a score that
reflects the likelihood that the entity belongs to the entity
class. As noted above, in some embodiments, the weightings
may be used to provide an improved dictionary that includes
entities that satisfy a weighting threshold. In other embodi-
ments, the weightings may be used to generate a weighted
dictionary that contains the entities and an indication of
welghting for each enfity.

The embodiment shown in FIG. 4 includes clustering
entities based on their weightings, as shown at block 406.
Any known clustering technique may be employed, such as
for 1instance, K-Means clustering or hierarchical agglomer-
ate clustering. A set of dictionaries are generated based on
the clustering, as shown at block 408.

As can be understood, embodiments of the present inven-
tion provide for cleaning up noisy dictionaries by providing
weightings for entities 1n the dictionary that reflect the
likelithood each entity belongs to a particular entity class.
The present mvention has been described in relation to
particular embodiments, which are intended 1n all respects to
be 1llustrative rather than restrictive. Alternative embodi-
ments will become apparent to those of ordinary skill 1n the
art to which the present invention pertains without departing
from 1ts scope.

From the foregoing, it will be seen that this mvention 1s
one well adapted to attain all the ends and objects set forth
above, together with other advantages which are obvious
and inherent to the system and method. It will be understood
that certain features and subcombinations are of utility and
may be employed without reference to other features and
subcombinations. This 1s contemplated by and 1s within the
scope of the claims.

What 1s claimed 1s:

1. One or more computer storage media storing computer-
executable instructions that, when executed by one or more
computing devices, cause the one or more computing
devices to perform operations comprising:

accessing a seed list containing positive sample entities

that belong to an entity class;
accessing a background entity list containing negative
sample entities that do not belong to the entity class;

identifying clicked URLs from search click logs for at
least a portion of the positive sample entities and
negative sample entities;

identifying search result URLs for at least a portion of the

positive sample entities and negative sample entities;

identifying attributes from an entity graph for at least a

portion of the positive sample entities and negative
sample entities;

training a classifier model using the clicked URLs, search

result URLs, and attributes from the entity graph as
features of the positive sample entities and negative
sample entities; and

using the classifier model to weight entities 1n a candidate

dictionary to provide weightings for the entities from
the candidate dictionary.

2. The one or more computer storage media of claim 1,
wherein the seed list 1s generated based on information from
at least one selected from the following: an existing entity
graph and training data from a spoken language understand-
ing system.

3. The one or more computer storage media of claim 1,
wherein the background entity list 1s generated based on
information from at least one selected from the following: an
existing entity graph and traiming data from a spoken lan-
guage understanding system.
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4. The one or more computer storage media of claim 1,
wherein URL search results are obtained for positive sample
entities and negative sample entities for which no clicked
URLSs are available from the search click logs.

5. The one or more computer storage media of claim 1,
wherein the classifier model i1s trained using at least one
selected from the following: logistic regression and support
vector machines.

6. The one or more computer storage media of claim 1,
wherein the operations further comprise:

using the weightings to generate an improved dictionary
that does not include a subset of entities that do not
satisly a weighting threshold; and

using the mmproved dictionary in a spoken language
understanding system to process a user input.

7. The one or more computer storage media of claim 1,
wherein the operations further comprise:

creating a weighted dictionary using the weightings; and
employing the weighted dictionary in a spoken language
understanding system to process a user input.

8. The one or more computer storage media of claim 1,
wherein the operations further comprise:

clustering entities based on the weightings; and

generating a set of clustered dictionaries, each clustered
dictionary including a cluster of entities.

9. The one or more computer storage media of claim 8,
wherein the operations further comprise:

employing the set of clustered dictionaries 1n a spoken
language understanding system to process a user input.

10. A computer-implemented method comprising:

accessing positive sample entities that belong to an entity
class and negative sample entities that do not belong to
the entity class;

identitying clicked URLs from search click logs for at
least a portion of the positive sample entities and
negative sample entities;

identitying search result URLs for at least a portion of the
positive sample entities and negative sample entities;

identifying attributes from an entity graph for at least a
portion of the positive sample entities and negative
sample entities;

training, using a computing device, a classifier model
using the clicked URLs, search result URLs, and attri-
butes from the entity graph as features of the positive
sample entities and negative sample entities; and

employing the classifier model to weight entities 1 a
candidate dictionary to provide weightings for the
entities from the candidate dictionary.

11. The method of claim 10, wherein the positive sample
entities and the negative sample entities are identified based
on information from at least one selected from the follow-
ing: an existing entity graph and training data from a spoken
language understanding system.

12. The method of claim 10, wherein URL search results
are obtained for positive sample entities and negative sample
entities for which no clicked URLs are available from the
search click logs.

13. The method of claim 10, wherein the method further
COmMprises:

employing the weightings to generate at least one
improved dictionary for use 1 a spoken language
understanding system to process a user input.
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14. The method of claim 10, wherein the method further
COmMprises:

clustering entities based on weighting; and

generating a set of clustered dictionaries, each clustered
dictionary including a cluster of entities.

15. The method of claim 14, wherein the method further

COmprises:

employing the set of clustered dictionaries 1 a spoken
language understanding system to process a user mnput.

16. A computerized system comprising:

one or more processors; and

a plurality of components that include computer-execut-
able instructions that are executed by the one or more
processors, the components including;

a model building component that trains a classifier model
for an enftity class using positive sample entities that
belong to the entity class and negative sample entities
that do not belong to the entity class, the model
building component also using clicked URLs, search
result URLs, and attributes from an enftity graph as
features of the positive sample entities and negative

sample entities to train the classifier model; and
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a weighting component that employs the classifier model
to weight entities 1n a candidate dictionary to provide
weightings for the entities from the candidate diction-
ary.

17. The system of claim 16, wherein the positive sample
entities are from a seed list and the negative sample entities
are from a background entity list, and wherein the seed list
and background entity list are generated based on informa-
tion from at least one selected from the following: an
existing entity graph and training data from a spoken lan-
guage understanding system.

18. The system of claim 16, wherein the weightings for
the entities from the candidate dictionary are used to provide
at least one 1mproved dictionary.

19. The computerized system of claim 16, wherein the
components further comprise:

a clustering component that clusters entities based on the
welghtings and generates a set of clustered dictionaries,
cach clustered dictionary including a cluster of entities.

G s x ex e
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