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computer to the second computer and terminating operation
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FIG. 2
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FIG. 4
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METHOD FOR CONTROLLING VIRTUAL
MACHINE

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2012-

007524, filed on Jan. 17, 2012, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a
method for controlling a virtual machine.

BACKGROUND

Virtualization technologies are currently used for running
one or more virtual computers (also called virtual machines
(VMs)) on a physical computer. Virtual machines are able to
execute an operating system (OS) and application software
independently from other virtual machines.

Virtualization software to control a virtual machine 1s
executed on a physical computer. The virtualization sofit-
ware includes 1tems called a hypervisor, management OS,
and a management domain. The virtualization software, for
example, allocates resources such as processing capacity of
a central processing unit (CPU) and memory capacity of a
random access memory (RAM) included 1n a computer to a
virtual machine. The OS of each virtual machine controls the
application soiftware so that the application software 1is
executed within the scope of the resources allocated to each
virtual machine.

In an information processing system that includes a
plurality of computers, a virtual machine may be migrated
between computers. Migration methods of virtual machines
include a method called live migration 1n which a virtual
machine may be migrated without shutting down the OS or
application software that 1s being executed at that time.
Information processing between computers may be contin-
ued 1n live migration since the virtualization software copies
data (programs may also be included) related to the migrated
virtual machine from the memory of the source computer to
the memory of the destination computer.

A computer system has been proposed 1n which, when a
power source failure 1s detected 1n a certain server connected
to an uninterruptible power supply (UPS), the wvirtual
machine running on the certain server 1s migrated to a
fallover destination server previously associated with the
certain server, and the certain server in which the power
tallure was detected 1s shut down.

Japanese Laid-open Patent Publication No. 2009-282714
discloses a related technology.

SUMMARY

According to an aspect of the present invention, provided
1s a method for controlling a virtual machine. The method 1s
executed by a first computer. The first computer starts to
copy data of a virtual machine running on the first computer
from the first computer to a second computer. The first
computer monitors an mmdex value related to conditions of
running the virtual machine on the second computer. The
first computer causes, based on the index value, the second
computer to start operation of the virtual machine based on
the data copied from the first computer to the second
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2

computer and terminating operation of the virtual machine
running on the first computer.

The object and advantages of the mnvention will be
realized and attained by means of the elements and combi-
nations particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the mven-
tion, as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an information processing system
according to a {irst embodiment;

FIG. 2 illustrates an information processing system
according to a second embodiment;

FIG. 3 1s a diagram 1llustrating an example of a hardware
confliguration of a server;

FIG. 4 1s a diagram 1llustrating an example of a functional
configuration of a server and a management server;

FIG. 5 1s a flowchart illustrating an example of a proce-
dure for gathering server information;

FIG. 6 illustrates an example of a server information
table:

FIG. 7 1s a flowchart illustrating an example of a proce-
dure of preparation for migration;

FIG. 8 1s a flowchart illustrating an example of a proce-

dure of preparation for migration;

FIG. 9 illustrates an example of a blackout report sent
from a server to a management server;

FIG. 10 1llustrates an example of a migration report sent
from a management server to a server;

FIG. 11 1s a tlowchart illustrating an example of a
procedure for conducting migration;

FIG. 12 1s a flowchart illustrating an example of a
procedure of cancellation for migration;

FIG. 13 1s a sequence diagram 1llustrating an example of
communication between a management server and a plural-
ity of servers; and

FIG. 14 illustrates examples of changes 1n resource usage.

DESCRIPTION OF EMBODIMENTS

In an mformation processing system in which virtual
machines are migrated between computers when a certain
condition 1s detected, there 1s a risk that the migration of the
virtual machine may be wasteful if the conditions change
after the certain condition 1s detected. For example, when a
virtual machine 1s migrated upon detection of a blackout 1n
a computer, 11 the computer 1s connected to a UPS and the
blackout 1s resolved 1n a short time (e.g., several seconds to
several tens of seconds), the migration accordingly would be
wastelul. Moreover, when, for example, a virtual machine 1s
migrated on ahead upon prediction that the load of a
computer becomes very large, the migration may accord-
ingly be wastetul i the prediction is 1ncorrect.

Hereinbelow, embodiments will be described with refer-
ence to the drawings.

First Embodiment

FIG. 1 illustrates an information processing system
according to a first embodiment. The information processing
system according to the first embodiment includes informa-
tion processing apparatuses 10 and 10q that are computers or

the like.
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The information processing apparatus 10 includes a
memory umt 11 and a control unit 12. The information
processing apparatus 10a includes a memory unit 11a. The
memory units 11 and 11a are, for example, RAM units. The
control unit 12 includes, for example, a processor such as a
CPU. The information processing apparatus 10 1s connected
with the information processing apparatus 10a by a network.
A virtual machine 13 may run on the information processing,
apparatuses 10 and 10a. According to the first embodiment,
it 1s assumed that the virtual machine 13 first runs on the
information processing apparatus 10 and then migrated to
the information processing apparatus 10a.

Upon detecting a certain trigger event related to the
migration of the virtual machine 13, the control unit 12 starts
preparation for the migration the virtual machine 13 from
the information processing apparatus 10 to the information
processing apparatus 10a (S1). The trigger event related to
the migration may include, for example, detection of a
blackout in a UPS connected to the information processing,
apparatus 10, or prediction that the load of the information
processing apparatus 10 will become very large after a
certain amount of time. Starting the preparation for migra-
tion 1ncludes starting processing to copy data associated
with the virtual machine 13 running on the information
processing apparatus 10 from the memory unit 11 of the
information processing apparatus 10 to the memory unit 11a
of the mmformation processing apparatus 10a. For example,
the control unit 12 requests the information processing
apparatus 10a to accept the virtual machine 13 and secures
the resources of the migration destination. The control unit
12 then starts copying the data associated with the virtual
machine 13. The data associated with the virtual machine 13
may 1include data and programs used during information
processing being conducted on the virtual machine 13.

The control unit 12 monitors changes 1n an index value
that provides an indication of running the virtual machine 13
on the information processing apparatus 10q, and maintains
a state 1 which the virtual machine 13 1s prepared for
migration (S2). For example, the index value may be a value
that indicates the amount of remaining power of the UPS
(e.g., amount of power, a charging ratio, time remaining in
which supply 1s available, etc.), and the control unit 12 waits
until the value indicating the amount of remaining power
talls below a threshold (e.g., a value corresponding to power
required for conducting the migration). Moreover, the index
value may be, for example, a value (e.g., a CPU utilization
rate, a RAM utilization rate, or the like) that indicates the
load on the information processing apparatus 10, and the
control unit 12 waits until the value indicating the load rises
above a threshold (e.g., a load predicted beforehand). The
control unit 12 may continue processing of the preparation
while monitoring the changes in the index value. For
example, the control umit 12 may reflect the updating of the
data associated with the virtual machine 13 1n the informa-
tion processing apparatus 10a by copying a difference from
the data previously copied from the memory unit 11 to the
memory unit 11a.

The control unit 12 suspends conducting the migration of
the virtual machine 13 until the index value reaches the
threshold, or until the migration of the virtual machine 13 1s
canceled as described below. Upon detecting that the index
value has reached the threshold, the control unit 12 conducts
the migration of the virtual machine 13 (53). Conducting the
migration ol the virtual machine 13 includes starting the
operation of the virtual machine 13 on the information
processing apparatus 10a on the basis of the data copied
from the memory unit 11 to the memory umt 11a, and then
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4

terminating the operation of virtual machine 13 on the
information processing apparatus 10. The termination of the

operation of the virtual machine 13 on the information
processing apparatus 10 and the starting of the operation of
the virtual machine 13 on the information processing appa-
ratus 10a may be conducted i1n either order or may be
conducted concurrently. The termination of the operation of
the virtual machine 13 on the information processing appa-
ratus 10 1s, for example, an abrupt termination without a
procedure to shut down the OS, and may be called “sus-
pension’” or “deletion” of the virtual machine. The start of
the operation of the virtual machine 13 on the information
processing apparatus 10a 1s, for example, an abrupt start
without a procedure to activate the OS, and may be called
resume’.

Meanwhile, when the control unit 12 determines that the
index value does not reach the threshold, the control unit 12
may cancel the migration of the virtual machine 13. For
example, when the blackout 1s resolved (recovered) and the
drop i1n the amount of remaining power in the UPS 1is
stopped, or when the load of the information processing,
apparatus 10 does not reach the threshold after a certain
amount of time has passed contrary to the prediction, the
control unit 12 may determine that the cause for migration
of the virtual machine 13 has been resolved. Canceling the
migration involves terminating the copying of the data
associated with the virtual machine 13 from the memory unit
11 to the memory unit 11a. For example, the control unit 12
instructs the information processing apparatus 10a to release
the resources secured in the migration destination and to
delete the data copied into the memory umt 11a.

The above-mentioned processing in the information pro-
cessing apparatus 10 maybe realized by storing a program
for controlling the virtual machine 13 1n a memory such as
a RAM and executing the program by the processor. Addi-
tionally, at least a portion of the processing in the above-
mentioned information processing apparatus 10 may be
implemented through the use of an integrated circuit such as
an application specific integrated circuit (ASIC) or a field
programmable gate array (FPGA). The processor may
include a dedicated processing circuit i addition to a
general-use computing circuit for executing program com-
mands.

In the information processing system according to the first
embodiment, the migration of the virtual machine 13 1s not
conducted immediately after a certain trigger event associ-
ated with the migration of the virtual machine 13 1s detected;
but rather the copying of the data of the virtual machine 13
1s started and then the processing waits until the index value
reaches the threshold. By suspending the execution of the
migration when considering the possibility of the cause of
the migration of the virtual machine 13 being resolved
thereatter, the risk that the migration of the virtual machine
13 1s wasteful may be reduced. Moreover, since preparation
for the migration 1s already being conducted, the timing to
determine whether to conduct the migration may be delayed
as much as possible and the migration of the virtual machine
13 may be conducted quickly after the decision 1s made.

A system according to a second embodiment described
below migrates a virtual machine when a blackout occurs.

Second Embodiment

The second embodiment will be described below. The

information processing system according to the second
embodiment conducts control so that, when a blackout 1s

detected 1 a computer connected to a UPS, the virtual



US 9,513,945 B2

S

machine running on that computer 1s migrated to another
computer before the UPS battery 1s exhausted. At this time,
there 1s a possibility that a computer that 1s suflering from
the blackout 1n the same way as the source computer may be
selected as the destination computer when the selection 1s
based simply on the amount of free resources in each
computer. Moreover, when using a method i which the
destination for the virtual machine during a blackout is set
on ahead for each computer, there 1s a problem in that an
administrator changes the settings every time the computer
configuration of the information processing system 1s modi-
fied and thus the load on administration of the information
processing system becomes large. Accordingly, the infor-
mation processing system according to the second embodi-
ment automatically gathers information that indicates the
connection relationships of the computers and the UPSs to
determine the destination of a virtual machine.

FIG. 2 illustrates an information processing system
according to the second embodiment. The imnformation pro-
cessing system according to the second embodiment
includes UPSs 31 and 32, a client 40, servers 100, 1004,
10056, and 100c, and a management server 200. The client
40, the servers 100, 100q, 1005, and 100¢, and the manage-
ment server 200 are connected to a network 21. The server
100 1s an example of the information processing apparatus
10 according to the first embodiment, and the server 1005 1s
an example of the imformation processing apparatus 10a
according to the first embodiment.

The UPSs 31 and 32 are connected to an electrical power
line through a plug. The UPSs 31 and 32 each include a
battery as an auxiliary power source. When electrical power
1s being supplied through the electrical power line (when not
in a blackout), the UPSs 31 and 32 each charge the battery
and supply electrical power to servers connected thereto
without using the battery’s electrical power. Conversely,
when the supply of electrical power from the electrical
power line 1s stopped (during a blackout), the UPSs 31 and
32 supply electrical power to the servers connected thereto
by discharging electrical power from the respective batter-
ies. The amount of time in which the electrical power
discharged from the batteries may be supplied 1s, for
example, several minutes or normally no more than thirty
minutes. The UPS 31 1s connected to the servers 100 and
1004, and the UPS 32 i1s connected to the servers 1005 and
100c.

The client 40 1s a computer that 1s a terminal device
operated by a user. The client 40 requests activation of a
virtual machine to the management server 200 (or another
management server) and causes the activated wvirtual
machine to conduct required information processing.

The servers 100, 100a, 1005, and 100c¢ are server com-
puters each of which allows a plurality of virtual machines
to run. The servers 100, 100a, 1005, and 100¢ activate, under
the control of the management server 200, virtual machines
requested by the client 40 and other clients. Data (which
may 1include programs) used 1in activating the wvirtual
machine may be stored in a non-volatile storage device
included 1n each server, or may be stored 1n a file server (not
illustrated) that 1s connected to the network 21 and may be
accessed by the servers.

The servers 100, 100a, 1005, and 100¢ obtain information
indicating conditions of supplying electrical power from the
UPS connected thereto. When a blackout 1s detected, the
servers 100, 100q, 1005, and 100¢ control migration of
virtual machines in collaboration with the management
server 200. In the migration of a virtual machine, data
associated with the virtual machine 1s moved from a certain
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server to a different server so that the information processing,
by the virtual machine 1s restarted in the destination server.
The live migration, which allows migration without shutting
down the OS or application software that 1s being executed
at that time, 1s conducted to migrate a virtual machine. Due
to the live migration, a period of time 1 which the infor-
mation processing by the virtual machine i1s substantially
terminated may be reduced.

The management server 200 1s a server computer that
manages the virtual machines running on the servers 100,
100a, 1005, and 100¢c. The management server 200 allocates
virtual machines requested by the client 40 and other clients
to the servers 100, 100a, 1005, and 100¢ 1n accordance with
the loads of the plurality of servers. Furthermore, when a
blackout 1s detected 1n a certain server, the management
server 200 searches for another server 1n which the blackout
1s not detected and controls the migration of a running
virtual machine between the servers so that the virtual
machine does not shut down.

The mformation processing system according to the sec-
ond embodiment may be achieved as a system (for example,
a so-called client system) that uses a data center. In this case,
for example, the client 40 accesses the network 21 through
a broad network such as the Internet and the like. Further, the
servers 100 and 100a and the UPS 31, and the servers 10056
and 100c and the UPS 32 may be installed in different sites.
In this case, the network 21 may include, for example, a
plurality of networks. The plurality of networks may be
combined as one virtual network using virtualization tech-
nology such as a virtual local area network (VLAN) or a
virtual private network (VPN). Moreover, a plurality of
management servers 200 may be established (for example,
a management server may be installed in each site).

FIG. 3 1s a diagram 1llustrating an example of a hardware
configuration of a server. The server 100 includes a CPU
101, a RAM 102, a hard disc drive (HDD) 103, an image
signal processing unit 104, an 1mput signal processing unit
105, a disc drive 106, a communication interface 107, and a
power source mnterface 108. The above-described units are
connected to a bus. The client 40, the servers 100a, 1005,
100c, and the management server 200 may be realized by
similar hardware. The CPU 101 1s an example of the control
umt 12 according to the first embodiment, and the RAM 102
1s an example of the memory unit 11 according to the first
embodiment.

The CPU 101 1s a processor that includes a computing
circuit that executes program commands. The CPU 101
reads at least a portion of the programs and data stored in the
HDD 103 to load into the RAM 102 and the loaded
programs. A portion of the computing capacity of the CPU
101 1s allocated, for example, to the virtual machines as CPU
resources. The server 100 may include a plurality of pro-
cessors and may run a plurality of virtual machines concur-
rently.

The RAM 102 1s a volatile memory that temporarily
stores programs executed by the CPU 101 and data used 1n
the information processing. A portion of the memory capac-
ity of the RAM 102 1s allocated, for example, to each virtual
machine as memory resources. The server 100 may include
types ol memories other than a RAM, and may include a
plurality of memories.

The HDD 103 1s a non-volatile storage device that stores
data and programs such as OS programs and application
programs. The HDD 103 reads (writes) data from (to) a
built-in magnetic disc in accordance with commands from
the CPU 101. A portion of the storage region of the HDD

103 1s allocated, for example, to each virtual machine as a
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virtual disc. The server 100 may include types of non-
volatile storage devices other than an HDD, e.g., a solid state
drive (SSD), and may include a plurality of storage devices.

The 1image signal processing unit 104 outputs an 1image to
a display unit 22 connected to the server 100 in accordance
with a command from the CPU 101. A cathode ray tube
(CRT) display or a liquid crystal display may be used, for
example, as the display unit 22.

The mput signal processing unit 105 obtains input signals
from an input device 23 connected to the server 100 and
outputs the input signals to the CPU 101. A keyboard or a
pointing device such as a mouse or a touch panel, for
example, may be used as the input device 23.

The disc drive 106 1s a drive device for reading data and
programs stored on a recording medium 24. For example, a
magnetic disc such as a tlexible disc (FD) or an HDD, an
optical disc such as a compact disc (CD) or a digital versatile
disc (DVD), or a magneto-optical disc (MO) may be used as
the recording medium 24. The disc drive 106, for example,
stores, 1n the RAM 102 or the HDD 103, data and programs
read from the recording medium 24 1n accordance with a
command from the CPU 101.

The communication interface 107 1s an interface that 1s
able to conduct communication with the servers 1004, 1005,
100c, and the management server 200 through the network
21. The communication nterface 107 may be a wired
interface or a wireless interface.

The power source 1nterface 108 1s an interface that 1s able
to connect to at least one UPS. The UPS 31 1s connected to
the power source mterface 108 of the server 100. The power
source interface 108 obtains mformation ndicating condi-
tions of supplying electrical power from the UPS 31 and
stores the information 1n the RAM 102. An interface that
receives the electrical power supply from the UPS 31 and an
interface that conducts data communication with the UPS 31
may be separate interfaces or may be integrated as one
interface. The power source interface 108 may include a
generic data communication interface such as a universal
serial bus (USB) interface or the like as an interface for
conducting data communication with the UPS 31.

FI1G. 4 1s a diagram 1llustrating an example of a functional
configuration of a server and a management server.

The server 100 includes virtual machines 111, 112, 113, a
UPS agent 121, and a virtualization control unit 130. The
above-mentioned units may be realized, for example, by
executing program modules stored 1n the RAM 102 by the
CPU 101.

The virtual machines 111, 112, and 113 are virtual com-
puters that conduct information processing requested by the
client 40 and other clients. OS and application soitware are
executed on the virtual machines. The OS of each virtual
machine manages resources allocated by the virtualization
control umit 130 and controls the application software. The
resources 1nclude computing capacity of the CPU 101,
storage regions ol the RAM 102, virtual discs that are
storage regions of the HDD 103, and channels of interfaces
connected to peripheral devices.

The UPS agent 121 obtains information indicating con-
ditions of supplying electrical power from the UPS 31, and
reports the conditions of supplying electrical power to the
virtualization control umt 130. For example, the UPS agent
121 reports the conditions to the virtualization control unit
130 when a blackout 1n the UPS 31 1s detected and when a
resolution of the blackout (power return) i the UPS 31 1s
detected. Additionally, the UPS agent 121 obtains informa-
tion (e.g., charged capacity, charging ratio, or the like) on the
remaining battery capacity from the UPS 31 during a
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blackout, calculates the remaining operating time from the
amount ol change per unit of time of the remaining battery
capacity, and reports the calculated result to the virtualiza-
tion control unit 130. Alternately, the UPS 31 may calculate
the remaining operating time. The UPS agent 121 may
periodically query the UPS 31 about the information indi-
cating conditions of supplying electrical power, or the UPS
31 may report the information indicating conditions of
supplying electrical power regularly or irregularly by inter-
ruption.

The virtualization control umt 130 controls the virtual
machines 111, 112, and 113 running on the server 100. The
virtualization control unit 130 may be a hypervisor, a
management OS, a management domain, or the like. The
virtualization control unit 130 allocates resources of the
server 100 to the virtual machines 111, 112, and 113 so as to
avold competition among the resources. The amount of
resources allocated to the virtual machines may vary in
accordance with an agreement with the user requesting the
activation of the wvirtual machine. CPU resources are
divided, for example, as units of clock frequencies (Hz), and
RAM resources are divided, for example, as units of storage
capacity (bytes).

The virtualization control unit 130 controls migration of
the virtual machines 111, 112, and 113 in accordance with
the conditions of supplymg electrlcal power reported by the
UPS agent 121. The virtualization control unit 130 may
periodically query the UPS agent 121 about the conditions
of supplying electrical power, or the UPS agent 121 may
report the conditions of supplying electrical power regularly
or irregularly by interruption. The virtualization control unit
130 1ncludes a server condition reporting unit 131 and a
virtual machine migration unit 132.

The server condition reporting unit 131 checks a server
name of the server 100 and an 1dentifier (ID) of the UPS 31
connected to the server 100 1n response to a request from the
management server 200, and reports the result of the checks
to the management server 200. The ID of the UPS 31 may
be checked, for example, by querying the UPS agent 121.
Further, the server condition reporting unit 131 reports the
amount of free resources (e.g., the amount of unused CPU
resources and RAM resources) of the server 100 to the
management server 200 in response to a request from the
management server 200. Furthermore, when a blackout 1s
reported by the UPS agent 121, the server condition report-
ing unit 131 checks the amount of resources used by the
running virtual machines 111, 112, and 113, and reports the
amount of resources along with the report of the blackout to
the management server 200.

When a blackout 1s detected by the UPS 31, the virtual
machine migration unit 132 controls migration of the virtual
machines 111, 112, and 113 running on the server 100 to
another server 1n accordance with an instruction from the
management server 200. The migration of the wvirtual
machines 1s performed using live migration. The virtual
machine migration unit 132 requests the destination server
speciflied by the management server 200 to secure resources.
Before terminating the running virtual machines 111, 112,
and 113, the virtual machine migration unit 132 copies the
data (which may include programs) associated with the
virtual machines 111, 112, and 113 from the RAM 102 of the
server 100 to the RAM of the destination server. The virtual
machine migration unit 132 then instructs the destination
server to start operation of the virtual machines, and deletes
the virtual machines 111, 112, and 113 from the server 100.

However, after the blackout 1s detected and the destina-
tion server 1s reported from the management server 200, the
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virtual machine migration unit 132 does not immediately
complete the migration of the virtual machines 111, 112, and
113, but prepares the migration and waits. In preparing the
migration, the virtual machine migration unit 132 secures
resources in the destination server and starts copying the
data on the RAM 102. The virtual machine migration unit
132 monitors the conditions of supplying electrical power
while 1n the state in which the migration 1s prepared, waits
for the remaining battery capacity of the UPS 31 to become
low (for example, the remaining operating time 1s reduced to
a period of time required for completing the migration of the
virtual machines 111, 112, and 113), and then completes the
migration. However, if the return of power 1s detected by the
UPS 31 before the remaining battery capacity becomes low,
the virtual machine migration unit 132 cancels the prepared
migration of the virtual machines 111, 112, and 113.

The management server 200 includes a server information
memory unit 210, a server information gathering unit 221,
and a migration control unit 222. The server information
memory unit 210 may be realized, for example, as a secured
storage region on a RAM or an HDD. The server informa-
tion gathering unit 221 and the migration control unit 222
may be realized by executing program modules by a CPU.

The server information memory unit 210 stores therein
server information gathered from the servers 100, 100a,
1005, and 100¢. The server information includes a server
name for identifying each server associated with an ID of the
UPS connected to that server. The server name may be a
tully qualified domain name (FQDN) that includes a domain
name and a host name, or may be server identification
information, for example, an address such as an internet
protocol (IP) address.

The server information gathering unit 221 quernies the
servers 100, 100a, 1005, and 100¢ about the IDs of the UPSs
and stores the server names and UPS IDs reported by the
servers 1n the server mformation memory unit 210 as the
server information. Querying about UPS IDs 1s preferably
carried out continuously since the connection relationship
between the servers and the UPSs may change.

When a blackout 1s reported from any of the servers, the
migration control unit 222 refers to the server iformation
stored 1n the server information memory unit 210 to search
for another server that may not be affected by the blackout.
A server connected to the same UPS as the server that
reported the blackout 1s determined to be affected by the
blackout and 1s excluded from the search subjects. The
migration control unit 222 queries the searched servers
about free resources and selects a destination server that 1s
able to accommodate the virtual machine running on the
server that reported the blackout 1mn order to specily the
destination server. If there 1s a plurality of virtual machines,
the destination servers may be different between the virtual
machines.

FIG. 5 1s a flowchart illustrating an example of a proce-
dure for gathering server information. The procedure for
gathering server information 1illustrated 1n FIG. 5 1s con-
ducted, for example, before a blackout 1s detected 1n any
SErver.

(S11) The server imnformation gathering unit 221 of the
management server 200 queries the servers 100, 100a, 1005,
and 100¢ about UPS IDs.

(S12) The server condition reporting unit 131 of the server
100 checks the server name of the server 100 and the ID of
the UPS connected to the server 100. For example, the server
condition reporting unit 131 obtains the ID of the UPS 31
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from the UPS agent 121. The servers 100a, 1005, and 100c¢
check the server names and the UPS IDs 1n the same way as

the server 100.

(S13) The server condition reporting unit 131 of the server
100 sends the server name and the UPS ID checked 1n S12
to the management server 200. The servers 100a, 1005, and

100c send the server names and the UPS IDs to the man-
agement server 200 1n the same way as the server 100.

(S14) The server information gathering unit 221 of the
management server 200 associates the UPS IDs with the
server names obtained from the servers 100, 1002, 1005, and
100¢ and registers the associated server names and the UPS
IDs 1n the server information memory unit 210 as the server
information. Server information previously registered 1n the
server information memory unit 210 1s updated with the
latest UPS 1Ds.

FIG. 6 illustrates an example of a server information
table. By conducting the procedure illustrated 1in FIG. 5, a
server information table 211 as 1llustrated 1n FIG. 6 1s stored
in the server mformation memory unit 210 of the manage-
ment server 200. A record of the server information table 211
includes a field for a server name and a field for a UPS ID.
Information that identifies each server i1s registered in the

server name field. Information that identifies each UPS 1is
registered 1n the UPS ID field.

In FIG. 6, “hostll.abc” indicates the server 100,
“hostl2.abc¢” 1ndicates the server 100a, “host21.abc” 1ndi-
cates the server 10054, and “host22.abc” indicates the server
100¢c. Furthermore, “UPS1” indicates the UPS 31 and
“UPS2” indicates the UPS 32. Since the servers 100 and
100a are connected to the same UPS, the servers 100 and
100q are associated with the same UPS ID. Since the servers
1005 and 100¢ are connected to the same UPS, the servers
1006 and 100c¢ are associated with the same UPS ID.

FIGS. 7 and 8 are flowcharts illustrating an example of a
procedure of preparation for migration. Here it 1s assumed
that the UPS 31 connected to the server 100 detects that the
clectrical power supply from the electrical power line has
stopped.

(S21) The UPS agent 121 of the server 100 receives a
blackout report from the UPS 31 and then reports the
blackout to the virtualization control unit 130.

(S22) The server condition reporting unit 131 of the server
100 checks the amount of resources (e.g., amounts of CPU
resources and RAM resources) being used by each of the
virtual machines 111, 112, and 113 running on the server
100.

(S23) The server condition reporting unit 131 of the server
100 sends to the management server 200 a blackout report
that includes the server name and the amount of resources
checked 1n S22.

(S24) The migration control unit 222 of the management
server 200 searches the server information table 211 stored
in the server information memory unit 210 for servers
connected to UPSs different from the UPS connected to the
server 100. In the exemplary system in FIG. 2, the server
100a connected to the UPS 31 1s excluded and the servers
10056 and 100c¢ connected to the UPS 32 are found. If a
blackout report 1s received from a certain server before
receiving the blackout report from the server 100, the
migration control unit 222 may exclude the certain server
and a server connected to the same UPS as the UPS
connected to the certain server.

(S25) The migration control unit 222 of the management
server 200 queries the servers found 1n S24 about the amount
of free resources (e.g., amounts of unused CPU resources
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and unused RAM resources). It 1s assumed here that the
migration control unit 222 queries at least the server 1005.

(526) A server condition reporting unit of the server 10056
determines whether the server 1006 has also detected a
blackout. When a blackout has been detected, the processing,
advances to S28. When a blackout has not been detected, the
processing advances to S27. Other servers that receive
queries 1 S25 also check for the presence of detected
blackouts 1n the same way as the server 1005.

(S27) The server condition reporting unit of the server
1005 reports the amount of free resources (e.g., the amounts
of unused CPU resources and unused RAM resources) to the
management server 200.

(S28) The server condition reporting unit of the server
1005 reports that the amount of free resources 1s zero to the
management server 200. Consequently, the server 1005 1s
not selected as the migration destination of the wvirtual

machines 111, 112, and 113. Alternatively, the server 1005

may report that a blackout has been detected to the man-
agement server 200. The other servers that receive queries 1n

S25 also reply i S27 or S28 1n the same way as the server
1005.

(529) The migration control unit 222 of the management
server 200 determines whether there 1s a server that 1s able
to accommodate at least one of the virtual machines 111,
112, and 113, based on the amount of resources used by the
virtual machines 111, 112, and 113 and on the amount of {ree
resources 1n the servers found 1n S24. When at least one
virtual machine may be accommodated, the processing
advances to S30. When none of the virtual machines may be
accommodated, the processing advances to S35.

(S30) The migration control unit 222 of the management
server 200 selects a migration destination for each of the
virtual machines 111, 112, and 113 from the servers that have
more free resources than the amount of resources used by
cach of the virtual machines. For example, the migration
control unit 222 selects a server that has more free CPU
resources than the amount of CPU resources being used and
that has more free RAM resources than the amount of RAM
resources being used. The virtual machines 111, 112, and
113 may all be migrated to the same server or may be
separately migrated to a plurality of servers. Selecting a
destination server 1s preferably carried out so that the loads
of the servers after the migration become as uniform as
possible.

(S31) The migration control unit 222 of the management
server 200 sends a migration report to the server 100 that
sent the blackout report. The migration report includes
information (e.g., the server names of the destination serv-
ers) that indicates the destination servers selected 1n S30 for
cach of the virtual machines. Migration destinations may not
be specified for some of the virtual machines due to a lack
ol resources.

(S32) The virtual machine migration unit 132 of the server
100 requests the destination servers specified by the man-
agement server 200 to secure resources corresponding to the
amount of resources being used by the virtual machines to
be migrated to the destination servers. The servers that
receive the requests reserve CPU resources and RAM
resources for accommodating the virtual machines to be
migrated.

(S33) The virtual machine migration unit 132 of the server
100 turns ON a migration preparation flag that indicates that
migration preparation for the virtual machines 1s underway
in the server 100. The migration preparation flag 1s stored,
for example, as control information in the RAM 102.
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(S34) The virtual machine migration unit 132 of the server
100 starts processing to copy the data stored 1n the RAM 102
to the RAM of the destination server for the respective
virtual machines 111, 112, and 113. The virtual machines
111, 112, and 113 are not terminated at this time and the data
on the RAM 102 may be updated. Thus, the copying of the
data on the RAM 102 1s conducted continuously (e.g.,
periodically) until the migration 1s completed or canceled.

(S35) The migration control unit 222 of the management
server 200 reports to the server 100, which has sent the
blackout report, that the migration of the virtual machines
111, 112, and 113 1s not conducted. In this case, the virtu-
alization control unit 130 of the server 100 shuts down the
OSs of the virtual machines 111, 112, and 113 when the
remaining battery capacity of the UPS 31 becomes low.

FIG. 9 illustrates an example of a blackout report sent
from a server to a management server. The blackout report
illustrated 1n FIG. 9 1s sent from the server 100 to the
management server 200 1n the above-mentioned S23. The
blackout report includes, for each virtual machine, informa-
tion that indicates a virtual machine name, the utilization
amount of CPU resources, and the utilization amount of
RAM resources. The virtual machine name 1s 1dentification
information umquely assigned to each virtual machine. The
utilization amount of CPU resources is represented, for
example, by a clock frequency. The utilization amount of
RAM resources 1s represented, for example, by the number
ol bytes of a storage region.

In FIG. 9, “VM101” indicates the virtual machine 111,
“VM102” indicates the virtual machine 112, and “VM103”
indicates the virtual machine 113. For example, the virtual
machine 111 1s using 4 GHz of CPU resources and 16 GB
of RAM resources.

FIG. 10 1llustrates an example of a migration report sent
from a management server to a server. The migration report
illustrated 1n FIG. 10 1s sent 1n S31 from the management
server 200 to the server 100. The migration report includes,
for each wvirtual machine, a virtual machine name and
information that indicates a destination server. The destina-
tion server 1s represented, for example, with a server name
such as an FQDN. In FIG. 10, the server 1006 1s specified
as the destination server for the virtual machine 111, and the
server 100c¢ 1s specified as the destination server for the
virtual machines 112 and 113.

FIG. 11 1s a flowchart illustrating an example of a
procedure for conducting migration. The procedure illus-
trated 1n FIG. 11 1s conducted continuously (e.g., periodi-
cally) in the servers 100, 100a, 1005, and 100c. Here, the
procedure conducted 1n the server 100 1s considered.

(S41) The virtual machine migration unit 132 of the server
100 determines whether the migration preparation flag 1s
ON, or specifically whether the migration preparation for the
virtual machines 1s underway. When the migration prepara-
tion flag 1s ON, the processing advances to S42. When the
migration preparation flag 1s OFF, the processing 1s termi-
nated.

(S42) The virtual machine migration unit 132 of the server
100 obtains from the UPS agent 121 information that
indicates the remaining operating time provided by the
battery of the UPS 31. The remaining operating time may be
calculated by the UPS agent 121, or may be calculated by the
UPS 31.

(S43) The virtual machine migration unit 132 of the server
100 checks the number of virtual machines running on the
server 100 and to be migrated. The virtual machine migra-
tion unit 132 calculates a threshold of the operating time
based on the number of virtual machines. The threshold 1s
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preferably a period of time required to secure for migration
of the virtual machines. For example, the virtual machine
migration unit 132 previously saves information that indi-
cates the period of time taken for completing the migration
of one virtual machine, and establishes a value that repre-
sents the number of virtual machines multiplied by the
required time per one virtual machine as the threshold. For
example, the number of virtual machines to be migrated 1s
three as illustrated in FIG. 4.

(S44) The virtual machine migration unit 132 of the server
100 determines whether the remaining operating time
checked in S42 1s equal to or less than the threshold
calculated in S43. When the remaining operating time 1s not
more than the threshold, the processing advances to S45;
otherwise the processing 1s terminated. Although the migra-
tion execution 1s determined 1n S42 to S44 based on the
remaining operating time provided by the battery, the migra-
tion execution may be determined based on the charged
capacity or the charging ratio of the battery. In that case, the
virtual machine migration unit 132 calculates a threshold
regarding the charged capacity or the charging ratio.

(S45) The virtual machine migration unit 132 of the server
100 determines to conduct the migration prepared for the
virtual machines 111, 112, and 113. The virtual machine
migration unit 132 terminates the virtual machines 111, 112,
and 113 running on the server 100 and copies a portion of the
data on the RAM 102, which 1s updated after the previous
copy, to the destination server.

(S46) The virtual machine migration unit 132 of the server
100 instructs the destination server to start the operation of
the virtual machines according to the copied data. The
operation 1mstruction may include the virtual machine names
of the virtual machines prepared for migration. For example,
the virtual machine migration umt 132 instructs the server
1005 to start the operation of the virtual machine 111, and
instructs the server 100c¢ to start the operation of the virtual
machines 112 and 113.

(S47) The virtualization control units of the destination
servers (e.g., servers 1005 and 100c¢) recerve the 1nstruction
from the server 100 and start the operation of the migrated
virtual machines. Consequently, the migration of the virtual
machines 111, 112, and 113 1s completed.

FIG. 12 1s a flowchart illustrating an example of a
procedure of cancellation for migration. The procedure
illustrated 1 FIG. 12 1s conducted when a power return 1s
detected while waiting for the remaining operating time to
reach or fall below the threshold as described in FIG. 11.
Here, the procedure conducted in the server 100 1s consid-
ered.

(S51) The UPS agent 121 of the server 100 receives a
power return report from the UPS 31 and then reports the
power return to the virtualization control unit 130.

(S52) The virtual machine migration unit 132 of the server
100 determines whether the migration preparation flag 1s
ON, or specifically whether the migration preparation for the
virtual machines 1s underway. When the migration prepara-
tion flag 1s ON, the processing advances to S53. When the
migration preparation flag 1s OFF, the processing 1s termi-
nated.

(S53) The virtual machine migration unit 132 of the server
100 turns the migration preparation flag OFF. As described
above, the migration preparation tlag 1s stored, for example,
in the RAM 102.

(S54) The virtual machine migration unit 132 of the server
100 1instructs the destination server specified by the man-
agement server 200 to cancel the prepared migration of the
virtual machines. The cancellation nstruction includes the
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virtual machine names of the virtual machines prepared for
migration. For example, the virtual machine migration unit
132 instructs the server 1006 to cancel the migration of the
virtual machine 111, and instructs the server 100c¢ to cancel
the migration of the virtual machines 112 and 113.

(S55) The virtualization control units of the servers speci-
fied as destinations (e.g., servers 1006 and 100c¢) receive the
instructions from the server 100 and release the resources
(e.g., CPU resources and RAM resources) allocated to the
virtual machines scheduled for migration. Consequently, the
data copied from the server 100 1s deleted.

(S56) The virtual machine migration unit 132 of the server
100 terminates the copying of the data associated with the
virtual machines 111, 112, and 113. Consequently, the virtual
machines 111, 112, and 113 are not migrated to other servers
and the operation on the server 100 1s continued.

FIG. 13 1s a sequence diagram 1llustrating an example of
communication between a management server and a plural-
ity of servers. A case 1s considered 1n which a blackout 1s

detected 1n the UPS 31, the server 1005 1s selected as the
destination of the virtual machine 111, and the server 100c¢

1s selected as the destination of the virtual machines 112 and
113.

The management server 200 queries the servers 100,
1004, 1004, and 100¢ about the ID of the UPS connected to
cach of the servers 100, 100q, 1005, and 100c (S111). The
servers 100, 1004, 1005, and 100c¢ send the respective server
names and the UPS IDs to the management server 200
(S112). As a result, the information indicating the connec-
tion relationships between the servers and the UPSs 1s
registered 1n the server information table 211 provided in the
management server 200.

The server 100 sends a blackout report to the management
server 200 when the occurrence of a blackout 1n the UPS 31
1s detected (S121). The blackout report includes information
indicating the amount of resources being used by the virtual
machines 111, 112, and 113. The management server 200
searches the server information table 211 and {finds the
servers 1006 and 100c¢ as destination candidates of the
virtual machines indicated 1n the blackout report. The server
100a connected to the same UPS as the UPS connected to
the server 100 that sent the blackout report 1s excluded from
the candidates. The management server 200 queries the
found servers 10056 and 100c¢ about the amount of free
resources (S122). The servers 1006 and 100c¢ send the

current amount of free resources to the management server
200 (S123).

The management server 200 determines that the server
1005 1s the destination of the virtual machine 111 and the
server 100c¢ 1s the destination of the virtual machines 112 and
113 based on the amount of resources being used by the
virtual machines 111, 112, and 113 and on the amount of free
resources 1n the servers 1006 and 100c. The management
server 200 sends the migration report that indicates the
destination servers for the virtual machines to the server 100
(S124). The server 100 sends a request for resources for the
virtual machine 111 to the server 1005, and sends a request
for resources for the virtual machines 112 and 113 to the
server 100¢ (S125). The server 100 starts to copy the data
assoclated with the virtual machine 111 to the server 1005,
and starts to copy the data associated with the virtual
machines 112 and 113 to the server 100¢ (S126). The server
100 then waits until the remaining operating time provided
by the battery of the UPS 31 reaches the threshold.

When the server 100 detects that the remaining operating,
time reaches or falls below the threshold, the server 100
instructs the server 1005 to start the operation of the virtual
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machine 111, and instructs the server 100c¢ to start the
operation of the virtual machines 112 and 113 (S131).
Consequently, the migration of the virtual machines 111,
112, and 113 1s completed. Conversely, when a power return
1s detected 1n the UPS 31 before the remaining operating
time reaches the threshold, the server 100 1instructs the server
1005 to cancel the migration of the virtual machine 111, and
istructs the server 100c¢ to cancel the migration of the
virtual machines 112 and 113 (5132). Consequently, the
migration ol the virtual machines 111, 112, and 113 1s
canceled. S131 and S132 are selectively conducted 1n FIG.
13.

FI1G. 14 illustrates examples of changes 1in resource usage.
Before the occurrence of a blackout, the virtual machines
111, 112, and 113 (VM101, VM102, and VM103, respec-
tively) are running on the server 100. Moreover, other virtual
machines (VM201, VM202) are running on the servers 1005
and 100c¢, respectively.

When a blackout 1s detected 1n the server 100, preparation
for migrating the virtual machine 111 to the server 1005 1s
conducted. At this time, resources for the virtual machine
111 1n the server 10056 are secured and the contents of the
RAM are copied between the server 100 and the server 10056
while the virtual machine 111 continues to run on the server
100. Further, preparation for migrating the virtual machines
112 and 113 to the server 100¢ 1s conducted. At this time,
resources for the virtual machines 112 and 113 1n the server
100c¢ are secured and the contents of the RAM are copied
between the server 100 and the server 100¢ while the virtual
machines 112 and 113 continue to run on the server 100.

When the remaining operating time 1n the server 100 1s
detected to be at or below the threshold, the migration of the
virtual machine 111 to the prepared server 1006 1s con-
ducted. As a result, the resources for the virtual machine 111
are released 1n the server 100 and the virtual machine 111
runs on the server 1005. Further, the migration of the virtual
machines 112 and 113 to the prepared server 100c 1s
conducted. As a result, the resources for the virtual machines
112 and 113 are released 1n the server 100 and the virtual
machines 112 and 113 run on the server 100¢. The loads in
the servers 1005 and 100c¢ after the migration are preferably
as uniform as possible. When a power return 1s detected 1n
the server 100 on the other hand, the copying of the RAM
contents 1s terminated and the conditions are returned to the
state before the detection of the blackout.

In the imformation processing system according to the
second embodiment, information indicating the connection
relationships between the servers and the UPSs 1s gathered,
and when the occurrence of a blackout in a certain server 1s
detected, another server that 1s connected to a UPS that 1s
different from the one connected to the certain server may be
automatically found. Consequently, the migration of a vir-
tual machine at the occurrence of a blackout may be auto-
mated and changes 1n the connection relationships between
servers and UPSs may be handled with flexibility without
separately specitying a virtual machine evacuation server for
cach server.

Further, when the occurrence of a blackout 1s detected 1n
a certain server, the migration of the virtual machine 1s not
conducted immediately. Instead, the migration 1s conducted
alter waiting until the remaining battery capacity of the UPS
has become low after the preparation for the migration 1s
completed. Consequently, the risk of wastefully conducting
the migration of a virtual machine due to a short blackout
period (e.g., several seconds or several tens of seconds) may
be reduced. Further, the decision to conduct the migration
may be delayed and the migration may be conducted quickly
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alter the decision to migrate 1s made since preparation for
the migration 1s being conducted.
Although the second embodiment describes an example
of migration of the virtual machine upon the occurrence of
a blackout, the method for delaying the migration of the
virtual machine may also be applied to the migration of the
virtual machine upon the occurrence of another phenom-
enon. For example, a period of high load may be predicted
from data that indicates past changes 1n load of a server, and
preparation to migrate a virtual machine to another server
may be conducted 1n advance before the period 1n which the
load 1s predicted to be high arrives. Thus, the load of the
server may be monitored and the migration of the prepared
virtual machine may be conducted 1f the load meets or
exceeds a threshold. Conversely, the migration of the pre-
pared virtual machine may be canceled if the load does not
meet or exceed the threshold as predicted. As a result,
wastelul migration of the virtual machine 1n accordance with
a load prediction may be suppressed.
All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n
understanding the invention and the concepts contributed by
the inventor to furthering the art, and are to be construed as
being without lmmitation to such specifically recited
examples and conditions, nor does the organization of such
examples 1n the specification relate to a showing of the
superiority and inferiority of the mvention. Although the
embodiments of the present invention have been described
in detail, 1t should be understood that the various changes,
substitutions, and alterations could be made hereto without
departing from the spirit and scope of the invention.
What 1s claimed 1s:
1. A non-transitory computer-readable recording medium
storing a program that causes a processor in a first computer
to execute a procedure, the procedure comprising:
turning, when the processor detects a first trigger event, a
migration preparation flag ON which indicates that
migration preparation for a virtual machine 1s under-
way, and starting to copy data of the virtual machine
running on the first computer to a second computer;

monitoring an index value related to conditions of running
the virtual machine on the second computer;

terminating the wvirtual machine when the processor
detects that the index value falls below a threshold:

copying a portion of data of the virtual machine which 1s
updated after a previous copy;

instructing the second computer to start the wvirtual

machine;

turning the migration preparation flag OFF when the

processor detects a second trigger event; and
instructing the second computer to cancel the migration
preparation.

2. The non-transitory computer-readable recording
medium according to claim 1, wherein

the mdex value 1s a value that indicates a remaining

amount ol electrical power of a power source device
that supplies electrical power to the first computer.
3. A method for controlling a virtual machine, the method
comprising;
turning by a {first computer, when the first computer
detects a first trigger event, a migration preparation flag
ON which indicates that migration preparation for a
virtual machine 1s underway, and starting to copy data
of the virtual machine running on the first computer
from the first computer to a second computer;

monitoring an index value related to conditions of running
the virtual machine on the second computer;
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terminating the virtual machine when the first computer
detects that the index value falls below a threshold:;
copying a portion of data of the virtual machine which 1s
updated after a previous copy;
instructing the second computer to start the wvirtual
machine:
turning the migration preparation tlag OFF when the first
computer detects a second trigger event; and
instructing the second computer to cancel the migration
preparation.
4. An information processing apparatus comprising:
a processor configured to
turn, upon detecting a first trigger event, a migration
preparation flag ON which indicates that migration
preparation for a virtual machine 1s underway,
start, upon turning the migration preparation tlag ON,
to copy data of the virtual machine runming on the
information processing apparatus from the informa-
tion processing apparatus to a computer,
monitor an 1ndex value related to conditions of running
the virtual machine on the computer,
terminate the virtual machine upon detecting that the
index value falls below a threshold,
copy, upon terminating the virtual machine, a portion of
data of the virtual machine which 1s updated after a
pPrevious copy,
instruct, upon copying the portion, the computer to start
the virtual machine,

turn the migration preparation tlag OFF upon detecting
a second trigger event, and
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instruct, upon turning the migration preparation tlag
OFF, the computer to cancel the migration prepara-
tion.
5. An miformation processing system comprising:
a management apparatus;
a first information processing apparatus; and
a second information processing apparatus including a
processor configured to
turn upon detecting a first trigger event, a migration
preparation flag ON which indicates that migration
preparation for a virtual machine 1s underway,
start, 1n response to a request from the management
apparatus, to copy data of the virtual machine run-
ning on the second information processing apparatus
from the second information processing apparatus to
the first information processing apparatus,
monitor an index value related to conditions of running
the virtual machine on the first information process-
ing apparatus,
terminate the virtual machine upon detecting that the
index value falls below a threshold,
copy, upon terminating the virtual machine, a portion of
data of the virtual machine which 1s updated after a
previous copy,
instruct, upon copying the portion, the first information
processing apparatus to start the virtual machine,
turn the migration preparation tlag OFF upon detecting
a second trigger event, and
istruct, upon turning the migration preparation tlag
OFF, the first information processing apparatus to
cancel the migration preparation.
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