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second surface to generate illumination light towards a
target object through the microlens array on the second
surtface.
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OPTICAL LENS FOR USING IN
ILLUMINATION SYSTEM OF IMAGING
SCANNER

BACKGROUND

Various electro-optical systems have been developed for
reading optical indicia, such as barcodes. A barcode 1s a
coded pattern of graphical indicia comprised of a series of
bars and spaces of varying widths. In a barcode, the bars and
spaces have differing light reflecting characteristics. Some
of the barcodes have a one-dimensional structure in which
bars and spaces are spaced apart in one direction to form a
row ol patterns. Examples of one-dimensional barcodes
include Uniform Product Code (UPC), which 1s typically
used 1n retail store sales. Some of the barcodes have a
two-dimensional structure 1n which multiple rows of bar and
space patterns are vertically stacked to form a single bar-
code. Examples of two-dimensional barcodes include Code
49 and PDF417.

Systems that use one or more imaging sensors for reading
and decoding barcodes are typically referred to as 1imaging-
based barcode readers, imaging scanners, or imaging read-
ers. An 1maging sensor generally includes a plurality of
photosensitive elements or pixels aligned in one or more
arrays. Examples of mmaging sensors include charged
coupled devices (CCD) or complementary metal oxide semi-
conductor (CMOS) imaging chips.

Imaging-based bar code readers may be portable or sta-
tionary. A portable bar code reader 1s one that 1s adapted to
be held 1 a user’s hand and moved with respect to target
indicia, such as a target bar code, to be read, that 1s, imaged
and decoded. Stationary bar code readers are mounted 1n a
fixed position, for example, relative to a point-of-sales
counter. Target objects, e.g., a product package that includes
a target bar code, are moved or swiped past one of the one
or more transparent windows and thereby pass within a field
of view of the stationary bar code readers. The bar code
reader typically provides an audible and/or visual signal to
indicate the target bar code has been successiully imaged
and decoded. Sometimes barcodes are presented, as opposed
to be swiped.

BRIEF DESCRIPTION OF THE FIGURES

The accompanying figures, where like reference numerals
refer to 1dentical or functionally similar elements throughout
the separate views, together with the detailed description
below, are incorporated 1n and form part of the specification,
and serve to further illustrate embodiments of concepts that
include the claimed invention, and explain various prin-
ciples and advantages of those embodiments.

FIG. 1 depicts a workstation in accordance with some
embodiments.

FIG. 2A 1s a schematic of a multi-planer workstation that
includes a plurality of solid-state imagers 1n accordance with
some embodiments.

FIG. 2B 1s a schematic of an imaging scanner 1n accor-
dance with some embodiments.

FI1G. 3 1s a schematic of a compact hybrid optical lens that
has the first Fresnel surface and the second microlens array
surface i accordance with some embodiments.

FIGS. 4-5 are schematics of the illumination system for
generating the 1llumination field of view 1n accordance with
some embodiments.
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FIG. 6 A and FIG. 6B are respectively the X-scan intensity
profile and the Y-scan intensity profile of the i1llumination

field of view 1n accordance with some embodiments.

Skilled artisans will appreciate that elements 1n the figures
are 1llustrated for simplicity and clarity and have not nec-
essarily been drawn to scale. For example, the dimensions of
some ol the elements in the figures may be exaggerated
relative to other elements to help to improve understanding
of embodiments of the present invention.

The apparatus and method components have been repre-
sented where appropriate by conventional symbols 1n the
drawings, showing only those specific details that are per-
tinent to understanding the embodiments of the present
invention so as not to obscure the disclosure with details that
will be readily apparent to those of ordinary skill in the art
having the benefit of the description herein.

DETAILED DESCRIPTION

An 1imaging scanner includes an illumination light source,
an 1llumination lens, an 1maging lens arrangement, an 1mag-
ing sensor, and a controller. The 1llumination lens 1ncludes
a first Fresnel surface facing the illumination light source
and a second surface having a microlens array thereon. The
first Fresnel surface i1s configured to direct light received
from the 1llumination light source towards the second sur-
face to generate illumination light towards a target object
through the microlens array on the second surface. The
illumination light has a predetermined illumination field of
view. The imaging sensor has photosensitive elements con-
figured to detect light from the target object within an
imaging field of view through the imaging lens arrangement
at least during a time period when the target object is
illuminated by the illumination light. The 1imaging sensor 1s
configured to output image data from the photosensitive
clements. The controller 1s configured for processing the
image data to decode an 1mage of a barcode on the target
object.

FIG. 1 depicts a workstation 10 1n accordance with some
embodiments. The workstation 10 1s stationary and includes
a housing 20. The housing 20 has a generally horizontal
window 235H and a generally vertical window 25V. In one
implementing, the housing 20 can be integrated into the
sales counter of a point-oi-transaction system. The point-
of-transaction system can also includes a cash register 48, a
touch screen visual display, a printer for generating sales
receipts, or other type user interface. The workstation often
includes weighing scale 46 incorporated within the housing
20. A horizontal platter 26 1s coupled with the weighing
scale 46 for weighing a product placed on the horizontal
platter 26. The workstation 10 can be used by retailers to
process transactions involving the purchase of products
bearing an 1dentifying target, such as UPC symbols.

In accordance with one use, an operator can slide or swipe
the product 30 past one of the windows (e.g., 25H or 25V)
from right to left, or from left to right, 1n a “swipe” mode,
to let an 1mage of the barcode 40 on the product 30 be
captured by the workstation 10. Alternatively, the operator
can present the barcode 40 on the product 30 to the center
of the window 23V 1n a “presentation” mode. The choice
depends on operator preference or on the layout of the
workstation. Upon a successiul reading of the target bar
code, a visual and/or audible signal will be generated by the
workstation 10 to indicate to the user that the target bar code
40 has been successiully imaged and decoded.

As schematically shown 1n FIG. 2A, a plurality of imag-
ing scanners 30 are mounted at the workstation 10, for
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capturing light passing through either or both windows from
a target which can be a one- or two-dimensional symbol,
such as a two-dimensional symbol on a drniver’s license, or
any document, as described below. FIG. 2B 1s a schematic
of an 1imaging scanner 50 1n accordance with some embodi-
ments. The imaging scanner 50 in FIG. 2B includes the
tollowing components: (1) an 1imaging sensor 62 positioned
behind an 1imaging lens arrangement 60; (2) an 1lluminating
lens arrangement 70 positioned 1n front of an 1llumination
light source 72; and (3) a controller 90.

The imaging sensor 62 can be a CCD or a CMOS imaging
device. The imaging sensor 62 generally includes multiple
pixel elements. These multiple pixel elements can be formed
by a one-dimensional array of photosensitive elements
arranged linearly in a single row. These multiple pixel
clements can also be formed by a two-dimensional array of
photosensitive elements arranged in mutually orthogonal
rows and columns. The 1maging sensor 62 1s operative to
detect light captured by an imaging lens arrangement 60
along an optical path or axis 61 through the window 25H (or
25V). Generally, the imaging sensor 62 and the imaging lens
arrangement 60 are designed to operate together for captur-
ing light scattered or retlected from a barcode 40 as image
data over a two-dimensional imaging field of view (FOV).
The barcode 40 generally can be located anywhere m a
working range of distances between a close-in working
distance (WD1) and a far-out working distance (WD?2).

In FIG. 2B, the illuminating lens arrangement 70 and the
i1llumination light source 72 are designed to operate together
for generating an illuminating light towards the barcode 40
during an illumination time period. The i1llumination light
source 72 can include one or more light emitting diodes
(LED). The i1llumination light source 72 can also include a
laser or other kind of light sources.

In FIG. 2B, the controller 90, such as a microprocessor, 1s
operatively connected to the imaging sensor 62 and the
illumination light source 72 for controlling the operation of
these components. The controller 90 can also be used to
control other devices in the imaging scanner. The 1maging
scanner 50 includes a memory 94 that can be accessible by
the controller 90 for storing and retrieving data. In many
embodiments, the controller 90 also includes a decoder for
decoding one or more barcodes that are within the 1maging
field of view (FOV) of the imaging scanner 50. In some
implementations, the barcode 40 can be decoded by digitally
processing a captured image of the barcode with a micro-
Processor.

In operation, in accordance with some embodiments, the
controller 90 sends a command signal to energize the
illumination light source 72 for a predetermined 1llumination
time period. The controller 90 then exposes the imaging
sensor 62 to capture an image of the barcode 40. The
captured 1mage of the barcode 40 i1s transferred to the
controller 90 as image data. Such 1mage data 1s digitally
processed by the decoder 1n the controller 90 to decode the
barcode. The information obtained from decoding the bar-
code 40 1s then stored in the memory 94 or sent to other
devices for further processing.

Image-Based Barcode Scanner typically requires high
power visible LED to provide 1llumination to read barcode
independent of environment and barcode orientation. The
bright illumination has been causing big discomiort to users.
This disclosure proposes a compact Illumination design
approach to provide great eye comiort while meeting the
desired signal and field of view requirements for barcode
reading.
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One known approach to improve the eye discomifort from
the bright LED illumination 1n 1image-based barcode reader
1s to use diffuser to soiten the crispy LED chip image and
lower the light intensity. Unfortunately this 1s achueved with
the sacrifice of the scanner performance and the higher
power consumption due to the power loss from the nature of
light diffuser. It 1s often very challenging 11 not impossible
to meet the performance requirement and 1n the meantime to
provide acceptable eye comiort.

In this disclosure, the illumination system includes a
hybrid optical lens combing the first Fresnel surface and the
second micro-lens array surface to significantly broaden and
uniform the chip image i1n the users’ eye, namely the
apparent light source, to provide great eye comiort and 1n the
meantime efliciently meeting the desired signal level, uni-
formity and field of view requirements for barcode reading
with minimum power loss and thus optimal power consump-
tion.

FIG. 3 1s a schematic of a compact hybrid optical lens 170
that has the first Fresnel surface 1735 and the second micro-
lens array surface 176. The compact hybrid optical lens 170
can be used as a component of the 1lluminator lens assembly
70 of FIG. 2. As illustrated 1in FIG. 3, the first Fresnel surface
175 collimates the divergent beam from the LED source 72.
And subsequently each micro-lens on the second microlens
array surface 176 efliciently directs all the rays captured and
collimated by the fresnel surface 175 to the desired field of
view. In some implementations, all the microlenses have
substantially the same field of view and they all overlap at
the farfield to create the uniform illumination pattern with
the shape and the aspect ratio same as the individual
microlens.

In some embodiments, as shown 1n FIGS. 4-5, the size of
the i1llumination pattern 78, namely the i1llumination field of
view, 1s simply determined by the X, Y dimensions and the
focal length of each microlens, such as, 176(i, j). For
instance, 1f the individual microlens has a rectangular shape
with a focal length of F and X, Y dimensions of Dx and Dy,
the resulted 1llumination pattern would have a rectangular
shape with the aspect ratio of Dx/Dy and the X and Y FOV's
of Dx/F and Dy/F respectively. In contrary to the traditional
1llumination design approach which uses complicated opti-
cal lens(es) to skew rays to achieve the desired shape, size,
and aspect ratio of 1llumination pattern, an i1lluminator lens
assembly 70 that includes the compact hybrid optical lens
170 can be much more flexible, more eflicient, and cost
cllective by simply controlling the shape of the individual
microlens, 1ts X, Y dimensions and 1ts focal length. Most
importantly, i this design approach the apparent light
source has a size of the collecting aperture of the Fresnel
surface, which can be designed to be significantly larger than
the virtual chip 1mage of the LED source by adjusting the
distance between the LED source 72 and the fresnel surface
175 and therefore largely improve the eye comiort. More-
over, this design approach decouple the complicate design
problem, which involves very challenging optical ray skew-
ing for converting the divergent LED source to the desired
1llumination pattern, into two simplified steps involving only
on-axis design, which enables more eflicient design in terms
of throughput and 1llumination pattern quality.

In one embodiment of the compact hybrid optical lens 170
for improving the eye comfiort, the power efliciency, and the
uniformity of the current bioptic product. In this embodi-
ment, the fresnel surface 175 has a focal length of 30.5 mm;
the microlens array has 30x60 rectangular micro lenses with
cach micro lens having a focal length of 3 mm and X and Y
dimensions of 2 mm and 1 mm respectively, which gives a
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field of view of ~38°x18° required by the vertical side field
of view based on the optical layout of our current bioptics
product. This design of the compact hybrid optical lens 170
can has the apparent light source size of about 50 mm, as
observed by a user, that 1s more than 25 times larger than the
current eye annoying design used 1n current bioptics product
on traditional 1llumination design approach that may have an
apparent light source size smaller than 2 mm. FIG. 6 A shows
the X-scan 1ntensity profile with the desired X field of view
of ~38°. FIG. 6B shows the Y-scan intensity profile with the
desired Y field of view of ~18°

Compared to the traditional 1llumination design approach
which uses complicated optical lens or lenses to skew rays
to achieve the desired shape, size, and aspect ratio of
illumination pattern and then uses the diffusers to improve
eye comiort, the compact hybrid optical lens 170 as shown
in FIG. 3 offers many advantages. First, it enables design
with significantly improved eye comiort. For instance, in
some embodiments, 1t 15 possible to achieve 25 times eye
perception 1mprovement from the current design used in
some barcode immagining scanner products based on the
traditional approach. Second, the compact hybrid optical
lens 170 as shown 1n FIG. 3 allows higher power efliciency
since 1t directs all the rays captured and collimated by the
fresnel surface to the desired field of view. Third, this
approach offers a simple but eflicient way to control the
shape, size, aspect ratio and uniformity of the resulted
illumination pattern.

This 1dea can be used to solve the eye annoyance problem
in our current bioptics product with improved power etli-
ciency and i1llumination pattern quality. It can be also used
in all other image based barcode reading Engine and/or
Scanner for improving eye comiort, power efliciency, and
illumination pattern quality.

In one aspect, this disclosure 1s directed to an apparatus
that includes an 1llumination light source, an i1llumination
lens, an 1maging lens arrangement, an 1imaging sensor, and
a controller. The 1llumination lens includes a first Fresnel
surface facing the illumination light source and a second
surface having a microlens array thereon. The first Fresnel
surface 1s configured to direct light received from the
illumination light source towards the second surface to
generate 1llumination light towards a target object through
the microlens array on the second surface. The 1llumination
light has a predetermined illumination field of view. The
imaging sensor has photosensitive elements configured to
detect light from the target object within an 1maging field of
view through the imaging lens arrangement at least during a
time period when the target object 1s 1lluminated by the
illumination light. The 1maging sensor 1s configured to
output 1mage data from the photosensitive elements. The
controller 1s configured for processing the image data to
decode an 1mage of a barcode on the target object.

In some 1mplementations, the i1llumination light source
can be located at a focus position of the first Fresnel surface
to climate light from the illumination light source towards
the second surface of the 1llumination lens. In some 1mple-
mentations, the illumination light source can be configured
to climate light from the illumination light source towards
the second surface of the illumination lens. In some 1mple-
mentations, the first Fresnel surface can have a focus length
that 1s between 10 mm and 60 mm.

In some implementations, the microlens array can be
arranged 1n a matrix of M rows and N columns. In some
implementations, the microlens array can be arranged in
other regular or 1irregular patterns. In some implementations,
the integer M can be at least 20 and the integer N can also
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be at least 20. In some implementations, at least one of the
integer M and the iteger N 1s larger 50.

In some 1implementations, the microlens array includes at
least 200 micro lenses each having a focus length that is
between 1 mm and 6 mm. In some implementations, the
microlens array includes at least 200 micro lenses each
having a focus length that 1s between 2 mm and 4 mm. In
some 1mplementations, at least 200 micro lenses 1n the
microlens array are rectangular in shape.

In some 1implementations, the microlens array includes at
least 200 micro lenses each projecting light recerved from
the first Fresnel surface into a corresponding field of view
that 1s rectangular in shape. In some implementations, the
microlens array can include includes at least 400, least 800,
or 1200 such micro lenses. In some implementations, the
predetermined i1llumination field of view 1s rectangular in
shape.

In some 1implementations, the microlens array includes at
least 200 micro lenses wherein multiple micro lenses each
project light recerved from the first Fresnel surface into a
corresponding field of view that overlaps with the predeter-
mined illumination field of view by at least 90%. In some
implementations, the microlens array can include includes at
least 400, least 800, or 1200 such micro lenses.

In some implementations, the microlens array includes at
least 200 micro lenses wherein multiple micro lenses each
project light received from the first Fresnel surface into a
corresponding field of view that 1s substantially within with
the predetermined illumination field of view. In some 1mple-
mentations, the microlens array can include includes at least
400, least 800, or 1200 such micro lenses.

In one aspect, this disclosure 1s directed to a method that
includes (1) projecting light from an i1llumination light
source onto a first Fresnel surface of an 1llumination lens and
(2) directing the light received from the i1llumination light
source by the first Fresnel surface towards a second surface
of the illumination lens to generate i1llumination light
towards a target object through a microlens array on the
second surface. The 1llumination light has a predetermined
1llumination field of view. The method also 1includes detect-
ing light from the target object within an 1maging field of
view through an 1imaging lens arrangement with an 1maging
sensor having photosensitive elements at least during a time
period when the target object 1s illuminated by the 1llumi-
nation light, in which the imaging sensor i1s configured to
output 1mage data from the photosensitive elements. The
method turther includes processing and decoding the image
data sampling an 1image of a barcode of the target object
projected on the imaging sensor.

In some implementations, said directing light includes
collimating the light from the illumination light source
towards the second surface of the illumination lens to
generate the illumination light. In some 1mplementations,
the predetermined 1llumination field of view 1s rectangular in
shape.

In some implementations, the microlens array includes at
least 200 micro lenses, and the method further includes
projecting light received from the first Fresnel surface with
cach of the at least 200 micro lenses mto a corresponding
field of view that overlaps with the predetermined 1llumi-
nation field of view by at least 90%. In some 1implementa-
tions, the predetermined illumination field of view can be
rectangular 1n shape.

In some 1implementations, the microlens array includes at
least 200 micro lenses, and the method further includes
projecting light received from the first Fresnel surface with
cach of the at least 200 micro lenses mto a corresponding
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field of view that 1s substantially within the predetermined
illumination field of view. In some implementations, the
predetermined illumination field of view can be rectangular
in shape.

In the foregoing specification, specific embodiments have
been described. However, one of ordinary skill in the art
appreciates that various modifications and changes can be
made without departing from the scope of the mvention as
set forth 1n the claims below. Accordingly, the specification

and figures are to be regarded in an illustrative rather than a
restrictive sense, and all such modifications are intended to
be included within the scope of present teachings.

The benefits, advantages, solutions to problems, and any
clement(s) that may cause any benelit, advantage, or solu-
tion to occur or become more pronounced are not to be
construed as a critical, required, or essential features or
clements of any or all the claims. The invention 1s defined
solely by the appended claims including any amendments
made during the pendency of this application and all equiva-
lents of those claims as 1ssued.

Moreover 1n this document, relational terms such as first
and second, top and bottom, and the like may be used solely
to distinguish one entity or action from another entity or
action without necessarily requiring or implying any actual
such relationship or order between such entities or actions.
The terms “‘comprises,” “comprising,” “has”, “having,”
“includes™, “including,” “‘contains™, “containing” or any
other variation thereof, are intended to cover a non-exclusive
inclusion, such that a process, method, article, or apparatus
that comprises, has, includes, contains a list of elements does
not include only those elements but may include other
clements not expressly listed or mherent to such process,

method, article, or apparatus. An element proceeded by
“comprises . . . a’, “has . . . a”, “includes . . . a”,
“contains . . . a” does not, without more constraints, preclude
the existence of additional 1dentical elements in the process,
method, article, or apparatus that comprises, has, includes,
contains the element. The terms “a” and “an” are defined as
one or more unless explicitly stated otherwise herein. The
terms ‘“‘substantially”, “essentially”, “approximately”,
“about” or any other version thereot, are defined as being
close to as understood by one of ordinary skill in the art, and
in one non-limiting embodiment the term 1s defined to be
within 10%, 1n another embodiment within 5%, 1n another
embodiment within 1% and 1n another embodiment within
0.5%. The term “coupled” as used herein 1s defined as
connected, although not necessarily directly and not neces-
sarilly mechanically. A device or structure that 1s “config-
ured” 1n a certain way 1s configured 1n at least that way, but
may also be configured 1n ways that are not listed.

It will be appreciated that some embodiments may be
comprised of one or more generic or specialized processors
(or “processing devices”) such as microprocessors, digital
signal processors, customized processors and field program-
mable gate arrays (FPGAs) and unique stored program
instructions (including both software and firmware) that
control the one or more processors to 1implement, 1n con-
junction with certain non-processor circuits, some, most, or
all of the functions of the method and/or apparatus described
herein. Alternatively, some or all functions could be 1mple-
mented by a state machine that has no stored program
instructions, or in one or more application specific integrated
circuits (ASICs), 1n which each function or some combina-
tions of certain of the functions are implemented as custom
logic. Of course, a combination of the two approaches could

be used.

10

15

20

25

30

35

40

45

50

55

60

65

8

Moreover, an embodiment can be implemented as a
computer-readable storage medium having computer read-
able code stored thereon for programming a computer (e.g.,
comprising a processor) to perform a method as described
and claimed herein. Examples of such computer-readable
storage mediums include, but are not limited to, a hard disk,
a CD-ROM, an optical storage device, a magnetic storage

device, a ROM (Read Only Memory), a PROM (Program-
mable Read Only Memory), an EPROM (Erasable Program-
mable Read Only Memory), an EEPROM (Electrically
Erasable Programmable Read Only Memory) and a Flash
memory. Further, it 1s expected that one of ordinary skill,
notwithstanding possibly sigmificant eflort and many design
choices motivated by, for example, available time, current
technology, and economic considerations, when guided by
the concepts and principles disclosed herein will be readily
capable of generating such software instructions and pro-
grams and ICs with minimal experimentation.

The Abstract of the Disclosure 1s provided to allow the
reader to quickly ascertain the nature of the technical dis-
closure. It 1s submitted with the understanding that it will not
be used to iterpret or limit the scope or meaning of the
claims. In addition, 1n the foregoing Detailed Description, 1t
can be seen that various features are grouped together in
various embodiments for the purpose of streamlining the
disclosure. This method of disclosure 1s not to be interpreted
as reflecting an intention that the claimed embodiments
require more features than are expressly recited in each
claim. Rather, as the following claims reflect, inventive
subject matter lies 1n less than all features of a single
disclosed embodiment. Thus the {following claims are
hereby incorporated 1nto the Detailed Description, with each
claim standing on 1ts own as a separately claimed subject
matter.

What 1s claimed 1s:
1. An apparatus comprising:
an 1llumination light source;
an 1llumination lens comprising a first Fresnel surface
facing the illumination light source and a second sur-
face having a microlens array thereon, the first Fresnel
surface configured to direct light recerved from the
illumination light source towards the second surface to
generate 1llumination light towards a target object
through the microlens array on the second surface, the
illumination light having a predetermined 1llumination
field of view;
an 1maging lens arrangement;
an 1maging sensor having photosensitive elements con-
figured to detect light from the target object within an
imaging field of view through the imaging lens arrange-
ment at least during a time period when the target
object 1s 1lluminated by the 1llumination light, wherein
the 1maging sensor 1s configured to output 1mage data
from the photosensitive elements;
a controller configured for processing the image data to
decode an 1mage of a barcode on the target object; and

wherein the first Fresnel surface 1s configured to collimate
light from the illumination light source towards the
microlens array on the second surface of the illumina-
tion lens with the microlens array configured to broad-
ening an apparent light source to create umiform chip
image.

2. The apparatus of claim 1, wherein the 1llumination light
source 1s located at a focus position of the first Fresnel
surface to collimate light from the 1llumination light source
towards the second surface of the illumination lens.
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3. The apparatus of claim 1, wherein the first Fresnel
surface having a focus length at least 5 mm.

4. The apparatus of claim 1, wherein the microlens array
1s arranged 1n a matrix of M rows and N columns, with the
integer M being at least 5 and the integer N being at least 5.

5. The apparatus of claim 1, wherein the microlens array
includes at least 25 micro lenses each having a focus length
at least 0.5 mm.

6. The apparatus of claim 1, wherein at least 25 rectan-
gular micro lenses arranged 1n a rectangular pattern.

7. The apparatus of claim 1, wherein at least 25 hexagonal
micro lenses arranged in a hexagonal pattern.

8. The apparatus of claim 1, wherein the microlens array
includes at least 25 micro lenses each projecting light
received from the first Fresnel surface mto a corresponding,
field of view that 1s rectangular in shape.

9. The apparatus of claim 1, wherein the predetermined
illumination field of view 1s rectangular in shape.

10. The apparatus of claim 1, wherein the predetermined
illumination field of view 1s hexagonal 1n shape.

11. The apparatus of claim 1, wherein the microlens array
includes at least 25 micro lenses wherein multiple micro
lenses each project light received from the first Fresnel
surface 1mnto a corresponding field of view that overlaps with
the predetermined 1llumination field of view by at least 90%.

12. The apparatus of claim 1, wherein the microlens array
includes at least 25 micro lenses wherein multiple micro
lenses each project light received from the first Fresnel
surface mto a corresponding field of view that 1s substan-
tially within with the predetermined illumination field of
VIEW.

13. A method comprising:

projecting light from an illumination light source onto a

first Fresnel surface of an illumination lens;

directing the light received from the i1llumination light

source by the first Fresnel surface towards a second
surface of the 1llumination lens to generate 1llumination
light towards a target object through a microlens array
on the second surface, the illumination light having a
predetermined i1llumination field of view;

detecting light from the target object within an 1imaging

field of view through an imaging lens arrangement with
an 1maging sensor having photosensitive elements at
least during a time period when the target object is
illuminated by the illumination light, wherein the imag-
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ing sensor 1s configured to output 1mage data from the
photosensitive elements; and

processing and decoding the image data sampling an

image ol a barcode of the target object projected on the
imaging sensor; and

collimating the light from the illumination light source

towards the microlens array on the second surface of
the 1llumination lens to generate the illumination light
with the microlens array configured to broadening an
apparent light source to create uniform chip 1mage.

14. The method of claim 13, wherein the predetermined
illumination field of view 1s rectangular in shape.

15. The method of claim 13, wherein the microlens array
includes at least 25 micro lenses, the method further com-
prising:

projecting light received from the first Fresnel surface

with each of the at least 25 micro lenses into a corre-
sponding field of view that overlaps with the predeter-
mined 1llumination field of view by at least 90%.

16. The method of claim 13, wherein the microlens array
includes at least 25 micro lenses, the method further com-
prising;:

projecting light received from the first Fresnel surface

with each of the at least 25 micro lenses 1nto a corre-
sponding field of view that 1s substantially within the
predetermined 1llumination field of view.

17. The method of claim 13, wherein the microlens array
includes at least 25 micro lenses, the method further com-
prising:

projecting light received from the first Fresnel surface

with each of the at least 25 micro lenses into a corre-
sponding field of view that overlaps with the predeter-
mined illumination field of view by at least 90%,
wherein the predetermined 1llumination field of view 1s
rectangular in shape.

18. The method of claim 13, wherein the microlens array
includes at least 25 micro lenses, the method further com-
prising;:

projecting light received from the first Fresnel surface

with each of the at least 25 micro lenses into a corre-
sponding field of view that 1s substantially within with
the predetermined 1llumination field of view, wherein
the predetermined illumination field of view is rectan-
gular 1n shape.
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