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SUGGESTED OUT OF NETWORK
COMMUNICATION RECIPIENTS

CLAIM OF PRIORITY

This patent application 1s a continuation of U.S. patent

application Ser. No. 14/621,633, filed Feb. 13, 2015, which
1s a continuation of U.S. patent application Ser. No. 13/772,

870, filed Feb. 21, 2013, which claims the benefit of priority
to U.S. Provisional Patent Application Ser. No. 61/749,755,
filed on Jan. 7, 2013, each of which applications i1s hereby
incorporated by reference herein 1n its entirety.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material that 1s subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as 1t appears in the Patent and Trademark Oflice patent
files or records, but otherwise reserves all copyright rights
whatsoever. The following notice applies to the software and
data as described below and 1n the drawings that form a part
of this document: Copyright LinkedIn, All Rights Reserved.

BACKGROUND

A social networking service 1s a computer or web-based
service that enables users to establish links or connections
with persons for the purpose of sharing information with one
another. Some social network services aim to enable friends
and family to communicate and share with one another,
while others are specifically directed to business users with
a goal of facilitating the establishment of professional net-
works and the sharing of business information. For purposes
of the present disclosure, the terms “social network™ and
“social networking service” are used 1n a broad sense and are
meant to encompass services aimed at connecting friends
and family (often referred to simply as “social networks™),
as well as services that are specifically directed to enabling
business people to connect and share business information
(also commonly referred to as ““social networks” but some-
times referred to as “business networks” or “professional
networks™).

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, which are not necessarily drawn to scale,
like numerals may describe similar components in different
views. Like numerals having different letter suflixes may
represent different instances of similar components. The
drawings illustrate generally, by way of example, but not by
way ol limitation, various embodiments discussed in the
present document.

FIG. 1 shows a schematic of a recommendation algorithm
according to some examples of the present disclosure.

FIG. 2 shows a recommendation tlowchart according to
some examples of the present disclosure.

FIG. 3 shows a user interface according to some examples
of the present disclosure.

FI1G. 4 shows a user interface according to some examples
of the present disclosure.

FI1G. 5 shows a user interface according to some examples
of the present disclosure.

FIG. 6 shows a user interface according to some examples
of the present disclosure.
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2

FIG. 7 shows a schematic of a social networking service
according to some examples of the present disclosure.

FIG. 8 shows a schematic of a machine according to some
examples of the present disclosure.

DETAILED DESCRIPTION

In the following, a detailed description of examples will
be given with references to the drawings. It should be
understood that various modifications to the examples may
be made. In particular, elements of one example may be
combined and used in other examples to form new
examples. Many of the examples described herein are pro-
vided 1n the context of a social or business networking
website or service. However, the applicability of the inven-
tive subject matter 1s not limited to a social or business
networking service.

A social networking service may be an online service,
platform or site that allows members of the service to build
or retlect social networks or social relations among the
members. Typically, members of the social networking
service construct profiles, which may include personal infor-
mation such as the member’s name, contact information,
employment information, photographs, personal messages,
status information, links to web-related content, blogs, and
so on. Generally, only a portion of a members profile may be
viewed by the general public, and/or other members.

In order to build or retlect these social networks or social
relations among members, the social networking service
allows members to identily, and establish links or connec-
tions with other members. For instance, in the context of a
business networking service (a type of social networking
service), a person may establish a link or connection with his
or her business contacts, including work colleagues, clients,
customers, and so on. With a social networking service, a
person may establish links or connections with his or her
friends and family. A connection 1s generally formed using
an 1nvitation process in which one member “invites” a
second member to form a link. The second member than has
the option of accepting or declining the invitation.

Some social networking services may oflfer a subscription
or following model instead of, or 1n addition to the connec-
tion model. A subscription or following model 1s where one
member “follows” another member without mutual agree-
ment. Typically 1n this model, the follower 1s notified of
public messages and other commumnications posted by the
member that 1s followed. An example social networking
service that follows this model 1s Twitter, a micro-blogging
service which allows members to follow other members
without explicit permission.

In general, a connection or link represents, or 1s otherwise
associated with, an information access privilege such that a
first person who has established a connection with a second
person 1s, via the establishment of that connection, autho-
rizing the second person to view or access non-publicly
available portions of their profiles which may include com-
munications they have authored (e.g., blog posts, messages,
“wall” postings, or the like). Of course, depending on the
particular implementation of the business/social networking
service, the nature and type of the information that may be
shared, as well as the granularity with which the access
privileges may be defined to protect certain types of data
may vary greatly.

Social networking services may also facilitate communi-
cations to and from members. For example, the social
networking service may provide or facilitate postings to
special sections of a member’s profile page, email messages,
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text messages, voice messages, or the like. Social network-
ing services typically place restrictions on the ability to
contact a member through these services to protect the
privacy of members. For example, a member may not be
allowed to send a communication to another member with-
out the members being related to each other on the social
networking service. For example, members may have to be
directly connected—i.e., a 1** degree connection, a 2"¢
degree connection (e.g., a second degree connection 1s
where the sending member and the recipient member are not
directly connected, but are each directly connected with at
least one common member), a 3’ degree connection, or
some other degree connection before utilizing certain com-
munication mechanisms to communicate with each other on
the social networking service. Thus a connection or link may
also represent a communication access privilege. The
restrictions placed on these communications may vary with
the type of communication. For example, invitations to
connect typically are not subject to these types of restric-
tions.

Despite these restrictions the social networking service
may allow members to bypass these restrictions under
certain conditions. For example, recruiters may wish to
connect with job seeking members. Both the recruiter and
the job seeking member may mutually benefit from being
allowed to communicate without the requisite connection
degree for the communication of that type.

While there are benefits to allowing members to bypass
the communication restrictions, care must be taken to pre-
vent abuse and to protect member privacy. In some
examples, to prevent unsolicited emails (also referred to as
spam messages), social networks may often charge a mem-
ber to send a message to an “out-of-network™ member. For
convenient description, the term “out-of-network™ commu-
nications may refer to email, messages, instant-messages,
text messages, voice messages, or any other communica-
tions utilizing the social networking service which 1s from a
sending member to a recipient member where the sending
member and the recipient member do not meet the require-
ments (e.g., they are not within a particular connection
degree) typically required by the social networking service
for a communication of that type. While the term “out-oi-
network communication” implies that the requirement of the
social networking service that 1s being bypassed 1s a con-
nection degree requirement, the term 1s used for descriptive
convenience and may refer generally to any communication
that bypasses rules that a social networking service has with
respect to the particular commumication. Additionally, as
used herein, the term “sending member™ refers to a member
of the social networking service that 1s interested 1n sending
out-of-network messages. Recipient members are the recipi-
ents of those messages.

Despite the mutual benefits of these out-of-network mes-
sages, since there typically 1s no pre-existing relationship
between these members, these messages tend to have low
response rates (e.g., 20% 1s typical), which limits the value
to the sending (and paying) member. Disclosed 1n some
examples are methods, systems, and machine readable
media to recommend recipient members to sending mem-
bers for out-of-network communications. The members rec-
ommended may be chosen based upon one or more selection
criteria that select members who are more likely to be
receptive to the out-of-network message from the sending
member. This may enhance response rates by more closely
suggesting individuals who may be receptive to the out-of-
network message.
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The set of recommended members may come from a set
of potential recommended members. The set of potential
recommended members may be all the members of the
social networking service or a subset of those members (e.g.,
privacy settings ol some members may preclude any out-
of-network messaging to the member).

In some examples, the selection criteria used to choose the
members recommended may include one or more of: a
measure of how closely a member matches the interests of
the sending member, a measure of how closely a member’s
purpose (1.¢., intent) for using the social networking service
(e.g., 10b seeking) corresponds to the purpose for using the
social networking service of the sending member (e.g., a
recruiter), a measure of how closely a member matches one
or more desired member profile attributes, how likely a
particular member would respond to an out of network
communication (e.g., based on activity on the social net-
working service), and the like. These recommendations may
help members maximize their out-of-network messaging by
allowing them to target their communications to other mem-
bers that may be more receptive to their message, thereby
increasing their response rates.

One example selection criteria may include a degree of
similarity to one or more desired member profile attributes.
The sending member may desire that receiving members
have certain profile attributes. For example, a recruiter may
be looking for someone with experience 1n a particular field,
a person 1n a particular geographical area, a particular
amount of experience, a particular job function, a combina-
tion of those, or others. Therefore, one factor 1n choosing
members to recommend may be how closely a particular
member matches these desired profile attributes (e.g., mem-
ber profile similarity).

The particular member profile attributes that the sending
member 1s 1nterested in targeting may be determined in
many ways. For example, the system may infer the profile
attributes that the sending member 1s interested in by ana-
lyzing one or more profiles of previous recipients of out-
of-network messages sent by the particular sending member.
Information on profile attributes of previous members to
which the sending member has already communicated with
using out-of-network messages may send poweriul signals
on what members the sending member 1s interested 1n
communicating with. In particular, the system may compare
the profiles of these previous recipients with the profiles of
the members 1n the set of potential recommended members
to find other similar members.

In other examples, the sending member may explicitly
choose one or more member profile attributes of interest for
the purpose of creating the recommendations. For example,
the sending member may explicitly tell the system that they
are interested 1 members who have a profile attribute of
“software engineer.” The sending member may also select
one or more entire profiles of individuals that closely match
the type of person they are interested in contacting. The
system may then use those profiles to find similar individu-
als. The system may provide one or more dialogue boxes to
facilitate any of these selection processes.

The members 1n the set of potential recommended mem-
bers may be scored based upon how closely they match the
desired profile attributes of the sending member. For
example, each of the members 1n the set of potential
recommended members may be scored based upon the
number of member profile attributes that match the member
profile attributes of one or more previous recipients of
out-of-network communications of the sending member. In
yet other examples, the member profile attributes may not




US 9,497,156 B2

S

have to match exactly, but instead may be similar enough to
be considered a match based on predetermined lists of
member profile attributes that are determined to be similar
(e.g., computer programmer and software engineer may be
considered similar enough job ftitles to be considered a
match). How similar each profile attribute 1s may also be
welghted and scored. For example, a patent attorney and a
copyright attorney are more similar than a patent attorney
and a family law attorney. Thus 11 the desired member profile
attribute 1s a copyright attorney, a member who 1s a patent
attorney would get a higher match score than a member who
1s a family law attorney (even though all are attorneys). This
may be determined by a predetermined list or table of related
or similar profile attributes. The table may contain informa-
tion on how similar pairs of profile attributes are to each
other.

In still other examples, other algorithms may be used,
such as cluster analysis algorithms such as hierarchical
clustering algorithms, distribution based clustering algo-
rithms, density based clustering algorithms, and the like.
Those members that are clustered into the same cluster as
one of the profiles of previous recipients ol an out-oi-
network message may be considered to have a high score for
this recommendation criterion.

In other examples, other recommendation criteria may
include how closely the interests and intentions of the
sending member match the interests and intentions of the
members of the social networking service. For example, the
social networking service may defilne one or more pre-
defined personas for all members. These personas may be
broken down 1nto two components: intent—i.e., the various
reasons that members use the social networking service
(e.g., job searching, connection forming, or the like), and
interests, 1.e., various things members are 1nterested 1n (e.g.,
patent law, software engineering, or the like). The social
networking service may assign probabilities for each pre-
defined 1ntent category and probabilities for each predefined
interest category. The probability reflects the likelihood that
based on information and observed activity known to the
social networking service, the member has one of the
predefined intent and interests. For example, a member who
1s actively viewing pages regarding job opportunities and
includes profile attributes indicating interest in software
development may be determined to have a high probability
of a job secking intent and a high probability of being
interested 1n soltware development. This may be imple-
mented 1n some examples based upon training sets of data in
which members are manually classified into the various
categories based upon the information the social networking
service knows about them. These manually classified mem-
ber profiles may then be used as training data for a classi-
fication algorithm. For example, a Bayesian classifier may
be used.

The interests and intent of the sending member, as deter-
mined by the system, may be matched with members who
have corresponding interests and intents. Members with
interests and intent corresponding to that of the sending
member may have a higher likelihood of being recom-
mended to the sending member for an out-of-network com-
munication. For example, the sending member may be a
recruiter interested in software engineers. These sending
members may be matched with software engineers who are
looking for a job. Note that as described, both interests and
intent are used as selection criteria, but in some examples,
only interests or only intent may be utilized.

To determine the interests and intent of the sending
members, the system may use the same techniques described
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above. In particular, the system may examine past out-oi-
network commumnications to determine the interests and
intent of the sending member. For example, 1f a particular
member sends a lot of out-of-network communications to
patent attorneys who are looking for new jobs, the system
may determine the intent of the sending member 1s that of a
recruiter or employer and the interest is patent law. In yet
other examples, the system may explicitly ask the sending
member about their interests and intents through dialogue
boxes or other inputs.

The system may determine a score representing how
closely the interests and intent of the sending member
matches the interests and intent of the members 1n the set of
potential recommended members. For example the system
may maintain a list of interests and intents that correspond
to each other. For example, a recruiter intent may be listed
as corresponding to intents such as a job-seeker intent.
Corresponding intents may include more than two intents.
For example, an intent to use the social networking service
to meet new people (e.g., to network) may correspond to a
recruiter intent, a networking intent, a sales 1ntent (e.g., to
use the social networking service to sell products or ser-
vices), or the like.

In addition, the list of corresponding interests and 1ntents
may contain a similarity score. For example, a recruiter
intent may correspond with both a job-seeker intent and a
networking intent, but may correspond more with the job-
secker 1intent. Thus a member with a job-seeker intent would
score higher than one with a networking intent.

In addition to predefined lists and scores based on those
lists, the system may also utilize one or more of the
previously discussed clustering algorithms to cluster groups
of members with corresponding interests and intents. The
score may then be based upon how close the various
interests and intents of the potential recommended member
1s to the interests and intents of the sending member.

The social network may also use a likelihood of response
as a recommendation criterion in determining which mem-
bers to recommend. For example, the social networking
service may determine a member’s likelthood of responding,
to an out-of-network message by using a level of activity
associated with the social networking service as a proxy for
responsiveness. Those members who have a higher likeli-
hood of responding may have a higher likelihood of being
recommended to the sending member for an out-of-network
communication. For example, 1f a member checks their
messages on the social networking service often, they are
more likely to see and respond to the out-of-network mes-
sages. Other activities which may indicate a willingness to
respond include may include: logging in, visiting other
member profiles, adding skills, endorsing other members for
skills, responses to previous out-of-network messaging, uti-
lizing the communications methods provided by the social
networking service, or the like.

The responsiveness of a member 1n the set of potential
recommended members may be scored based upon factors
which indicate a likelihood of responding. For example, the
number of days the member logs into the social network or
otherwise visits the social network may be compared to an
average member and then scored based upon this compari-
son. This score may then be weighted and used with other
measures (which may be calculated similarly) of respon-
siveness to produce a total responsiveness score to produce
a composite likelthood of response score.

In some examples, the likelihood of response may be to
out-of-network messages in general, but 1n other examples
the specific type of out-of-network message may be consid-
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ered when determining a likelihood of response. For
example, 1f the type of message matches a particular interest
of the recipient member, the likelihood of reply may increase
(e.g., 1t the member 1s a job seeker and the message 1s a job
opportunity).

Once all the various criteria are scored, the system may
use various algorithms to determine members to recommend
from the set of potential recommended members. Turning
now to FIG. 1, an example recommendation algorithm using,
three criteria (e.g., profile similarnty, response likelihood,
and 1ntent and interest matching) 1s shown. Note that while
the algorithm 1n FIG. 1 uses three selection criteria, other
algorithms may use more than three or less than three
selection criteria. The degree that a particular member
matches the intent and interests of the sending member, the
degree that a particular member matches a desired profile of
the sending member, and the likelihood of a response all
increase going away from the origin (0, 0, 0). Thus a score
of (0, 0, 0) represents no match between intent and 1nterests,
no response likelihood and no profile similarity. As a mem-
ber’s scores move away from the origin, the more optimal
the member 1s for recommendation for an out-of-network
contact.

In some examples, the member whose (X, vy, Z) scores are
at least, or greater than a pre-determined (X, y, z) threshold
score may be recommended. That 1s 1f the interests and
intent match 1s greater than the (x) threshold, the response
likelihood 1s greater than the (z) threshold, and the profile
similarity 1s greater than the (y) threshold, then the member
1s recommended to the sending member for an out-oi-
network message. Stated differently, 1f the point formed
from the candidate member’s interest and intent score,
profile similarity score, and response likelihood score 1s
outside of the dotted box 1010 formed from the planes
intersecting the corresponding axes at the threshold (FIG. 1),
then the member would be recommended. If a lot of mem-
bers exceed these thresholds, the members recommended
may be culled such that only a top ten, top twenty, or the like
number of members 1s recommended.

In other examples, the system may not have predeter-
mined thresholds, but instead, may determine an overall
recommendation strength based on the three facets 1n com-
bination. This may allow for recommendations that might
otherwise be strong but for one weak factor. For example, a
member with a low likelihood of response may still be
recommended 11 other scores are high. In these examples,
cach recommendation criteria may be weighted and summed
and the final score may be used to determine whether or not
to recommend a member. For example: Recommendation
Strength=W1*mtent & interest+W2*response likelihood+
W3*profile similarity. In this example, the recommendation
criteria are weighted by multiplying them by a weighting
tactor (W1, W2, and W3). It should be noted that one or
more of these weights could be zero or one.

In utilizing this recommendation strength, the social net-
working service could present all members from the set of
potential recommended members whose recommendation
strength score exceeds a predetermined threshold, or a
predetermined number of recommendations may be pre-
sented to the user—that 1s, a top five, a top ten, a top twenty
based upon the recommendation strength.

In some examples, the system may utilize individual
criteria thresholds and recommendation strength in combi-
nation. For example, the (X, Y, 7Z) thresholds may be a
mimmum threshold for each recommendation criteria that
must be met before the member 1s considered for a recom-
mendation. For example, a total recommendation strength of
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100 points may be needed (with each criteria contributing
according to their weight W), with a minimum score for
intent and interest of 20 points, response likelithood of 10
points, and profile similarity of 30 points. Clearly, if only the
minimums are met, the overall minimum of 100 points has
not been met, thus at least one of the facets will need to be
over their allotted minimums, however, this method requires
all facets to contribute something to allow the candidate
member to be recommended. For example, this prevents a
member who otherwise would be very strong from being
recommended 11 there 1s almost no likelithood of response.
The set of members meeting this minimum threshold may
then be sorted based upon recommendation strength. The top
five, ten, twenty, or the like may then be recommended.

Turning now to FIG. 2, one example method 2000 of
providing recommended targets for out-of-network messag-
ing 1s shown. For each member 1 the set of potential
recommended members the system may determine a profile
similarity score at operation 2020, an interests and intent
score 2030, and a likelihood of response score 2040. The set
ol potential members may be all the members of the social
networking service, or a subset of the members of the social
networking service, or the like (e.g., some members may be
given an opportunity to opt-out of these out-of-network
communications).

At operation 2020 for each particular member 1n the set of
potential members, the system may determine a profile
similarity score at operation 2020. As already noted, this
may be based upon how close the particular member 1n the
set of potential members matches one or more target profiles
associated with the sending member. For example, the one
or more target profiles may be profiles of previous members
that the sending member has previously commumnicated with
out of network. One or more of the target profiles may also
be based upon a profile explicitly selected by the sending
member 1n response to one or more dialogue boxes (e.g., the
system may prompt the sending member to select a profile
that 1s similar to the type of person they are interested 1n).
In yet other examples, the sending member may simply be
asked what particular profile attributes they are interested 1n.
The score calculated 1n operation 2020 may represent how
closely a particular member’s profile matches the particular
profile attributes (either expressed by a selection of a mem-
ber profile, a profile of a previous member, or explicit
selection of member profile attributes, or the like) the
sending member 1s interested 1n.

At operation 2030, the system may determine an 1nterests
and 1ntent score to describe how closely the particular
member in the set of potential recommended members
matches the interests and intent of the sending member. The
interests and intent of the members 1n the set of potential
recommended members may be determined based upon their
activity on the social networking service and information 1n
their member profiles. The iterests and intent of the sending,
member may be explicitly solicited from the sending mem-
ber, inferred from recipients of previous out-of-network
communications from this member, or from the sending
member’s own profile and activities. The score calculated in
operation 2030 may represent how closely the interests and
intent of the particular member corresponds to the interests
and intent of the sending member.

At operation 2040, a likelihood of response may be
determined which describes how likely the candidate mem-
ber 1s to respond to the out-of-network message. As already
noted, this may be based upon activity such as how 1re-
quently the particular member logs 1n, how promptly the
member responds to invitations to connect, how promptly
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the member responds to messages, and the like. This score
may be general to out-of-network communications 1n gen-
eral, or to the specific type of message that the particular
sending member 1s interested 1n sending (as determined by
the interests and intent of the sending member). For
example, 1f the sending member 1s a recruiter trying to find
j0b candidates, the system may determine whether or not the
potential member 1s likely to respond to such specific
requests based on whether or not they responded to job
inquires in the past, or whether or not they had been
engaging 1n job seeking activities on the social networking
service recently. This score represents a likelthood of
whether or not the member will respond.

After all the potential members are scored, the group of
recommended members may be determined at operation
2060 according to the methods already described. For
example, the group of recommended members may be
chosen based on the three scores calculated 1n operations
2020-2040. In some examples the group of recommended
members may be those that are above a threshold 1n each of
the profile stmilarity score, interests and intent score, and
likelithood of response score. In some other examples the
scores may be combined (and 1n some examples weighted
based on the system’s view of the importance of each factor
relative to the other factors) and the members who have
combined scores above a particular threshold score may be
recommended. In other examples, the combined (and in
some examples weighted) scores may be used to select the
top 5, 10, 135, or more candidate members to present. In other
examples the top 5%, 10%, 15% of candidate members are
recommended. In still yet other examples, each individual
score may need to be above a particular threshold in order
for the candidate to be recommended.

The recommended members may be presented at opera-
tion 2070 to the sending member. In some examples, the
recommended members may be presented in an order that
reflects their combined score—thus members with a higher
combined score will be presented first, before members with
a lower score.

In some examples, the sending member may give the
system feedback on 1ts recommendation choices. This feed-
back may be used to fine tune the recommendations by fine
tuning the interests and intent, the profile attributes that the
sending member desires, and the likelihood of response.

The sending member may give feedback to the system
directly: e.g., a button labeled “this recommendation 1s not
relevant” or may indirectly give feedback. For example,
selection of a recommended member for sending an out-oi-
network message may give the system confidence that the
recommendation 1s relevant without explicit feedback from
the sending member. This system may utilize this feedback
in order to mmprove subsequent recommendations. For
example, 11 a member scores highly in one aspect of the
recommendation criteria (e.g., the interests and intent match
1s particularly high), the system may alter the weights used
in computing the recommendation strength to more heavily
weilgh recommendation criteria that the chosen member
scored high 1n. The system may also lower the weights of
those criteria to which the chosen member performed poorly
in. For example, i the chosen member had a high interests
and intents match but a low profile similarity, the system
may adjust the recommendation criteria to increase the
weights of the intent and interest criteria and 1 some
examples decrease the weights given to the profile similarity
criteria.

As already explained, the selected member’s profile may
be used 1n calculating a profile similarity score for future
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recommendations. This 1s also a form of sender feedback as
members subsequently recommended may more closely
match the profile attributes of the chosen member as already
explained.

In some examples, the system may also use the interests
and intent classifications of members that are sent out-oi-
network communications by the sending member 1n calcu-
lating the sending member’s intent and 1nterests. This 1s also
a form of feedback. For example, 1f the sending member
frequently sends out-of-network messages to job-seekers,
the system may infer that the intent of the sending member
1s that of a recruiter.

In order to assist members 1n providing feedback, when
the member 1s presented with the recommendations, the
sending member may be presented with one or more dimen-
sions of similarity which describe generalized reasons why
that particular member was recommended. The dimensions
of similarity may describe the member profile attributes that
made the recommended member similar to the recipient
member to which the sending member previously sent an
out-of-network message to. Certain dimensions may be left
vague to avoid privacy concerns. For example, the system
may not show that a particular member has job seecking
intent or behavior. Disclosing this particular level of granu-
larity may cause embarrassment to that member as they may
not wish to share this intent with others. However, the
representation of profile similarity in the context of the
sending members recruiting intent gives members an 1ndi-
cation of why the members were recommended without
divulging too much.

FIG. 3 shows an example screenshot 3000 of a dialog box
for sending an out-of-network communication. In the
example of FIG. 3, an email 1s shown. This dialog box may
appear after a user has already selected a particular member
for sending an out-of-network commumnication. In some
examples, the system may show one or more profile attri-
butes 3010 that the sending member and the recipient
member have 1n common (e.g., people, experience, educa-
tion, or the like). This may assist the sending member in
personalizing their message to the recipient. The system may
also share tips for successiul communications with users
(e.g., “limit your message to 100 words™) at 3020.

FIG. 4 shows an example of a dialog 4000 which may
show up after the message 1s sent to the member. Dialog
4000 contains recommendations 4010-4030 of other mem-
bers which the system has determined would match the
interests and intent of the sending member, matches the
profile attributes of the most recent out-of-network recipient
ol a message sent by the sending member, and would have
a high likelihood of responding. The sending member may
then select one or more of the recommended members for
sending an out-of-network communication.

FIG. 5 shows another example user interface 5000 dis-
playing various members the system has recommended to
the sending member for an out-of-network communication.
Specifically, the sending member has previously sent out-
of-network messages to “John Smith,” and “Leo Fitzsim-
mons.” Recommendations similar to each of these members
are displayed 5010 and 5020. FIG. § also shows why each
member was recommended based upon dimensions of simi-
larity (e.g., “Based on Geography, Function, Seniority, and
Industry”). These dimensions provide customer-centric rea-
soning ol why recommendations are made while making
certain key dimensions opaque. It also provides for the
alorementioned learning mechanisms. In FIG. 5, the most
relevant recommendations are displayed, however the send-
ing member may show additional recommendations based
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on each previous out of network communication by select-
ing a “See More” user interface element 5030.

The user iterface 6000 of FIG. 6 1s similar to the user
interface of FIG. 5, however user interface 6000 1s tabbed.
Across the top, the tabs 6010-6030 show members to which
the sending member (the member viewing this page) has
previously sent out-of-network communications. Selecting,
one of the tabs brings up a page 6050 of recommended
members with similar profiles. FIG. 6 also shows feedback
6120 given to the sending member i1n the form of an
indication on how similar various recommended member’s
profile attributes are to the member the sender previously
sent an out-of-network connection to. In the example of FIG.
6, the feedback 1s selected by interacting with (e.g., hovering
over with a mouse cursor, clicking, tapping on a touch
screen, or the like) the “How Similar?” interface element.

FIG. 7 shows an example system 7000 for providing a
social networking service and for providing out-of-network
communication recipient recommendations. Social network-
ing service 7010 may contain a content server process 7020.
Content server process 7020 may communicate with storage
7030 and may commumnicate with one or more users 7040
through a network 7050. Content server process 7020 may
be responsible for the retrieval, presentation, and mainte-
nance of member profiles stored in storage 7030. Content
server process 7020 1n one example may include or be a web
server that fetches or creates internet web pages. Web pages
may be or include Hyper Text Markup Language (HTML),
eXtensible Markup Language (XML), JavaScript, or the
like. The web pages may include portions of, or all of, a
member profile at the request of users 7040.

Users 7040 may include one or more members, prospec-
tive members, or other users of the social networking service
7040. For example, users 7040 may 1nclude sending mem-
bers, recipient members, or the like. Users 7040 access
social networking service 7010 using a computer system
through a network 7050. The network may be any means of
enabling the social networking service 7010 to communicate
data with users 7040. Example networks 7050 may be or
include portions of: the Internet, a Local Area Network
(LAN), a Wide Area Network (WAN), wireless network
(such as a wireless network based upon an IEEE 802.11
tamily of standards), a Metropolitan Area Network (MAN),
a cellular network, or the like.

Recommendation module 7070 may generate a list of
recommended members for a sending member. The recom-
mended members list may be generated based upon a
number of factors including profile similarities, intent and
interest matching, likelihood of responding, or the like.

Presentation module 7080 may generate the presentations
to show to members the recommendations generated by the
recommendation module. For example, presentation module
7080 may produce the user interfaces of FIGS. 3-6. These
presentations may take any suitable form such as: emails
(which may be sent by the presentation module), web-pages,
data for applications on the client’s computing system 7040
that cause a presentation such as those shown in FIGS. 3-6,
modifications to user profiles stored in storage 7030 or the
like. The presentation module 7080 may interact with the
content server process 7020 1n order to achieve these func-
tions.

Input module 7090 may receive and process input from
members regarding the set of recommended members. For
example, the input module 7090 may receive information
regarding members that the sending member wishes to send
out-of-network communications to, receive feedback on
recommendations, and the like. Input module 7090 may also
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work with recommendation module 7070, presentation mod-
ule 7080 and content server process 7020 to achieve these
functions.

The functionality of the recommendation module 7070,
presentation module 7080, mput module 7090, content
server process 7020 and storage 7030 may be implemented
by any one of the aforementioned modules. Thus while a
module 1s described as performing certain functionality, one
skilled 1n the art with the benefit of Applicant’s disclosure
may appreciate that other modules may perform that func-
tionality instead of or in addition to the module described
herein.

Modules, Components and Logic

Certain embodiments are described herein as including
logic or a number of components, modules, or mechanisms.
Modules may constitute either software modules (e.g., code
embodied on a machine-readable medium or 1n a transmis-
sion signal) or hardware modules. A hardware module 1s a
tangible unit capable of performing certain operations and
may be configured or arranged in a certain manner. In
example embodiments, one or more computer systems (e.g.,
a standalone, client or server computer system) or one or
more hardware modules of a computer system (e.g., a
processor or a group of processors) may be configured by
software (e.g., an application or application portion) as a
hardware module that operates to perform certain operations
as described herein.

In various embodiments, a hardware module may be
implemented mechanically or electronically. For example, a
hardware module may comprise dedicated circuitry or logic
that 1s permanently configured (e.g., as a special-purpose
processor, such as a field programmable gate array (FPGA)
or an application-specific integrated circuit (ASIC)) to per-
form certain operations. A hardware module may also com-
prise programmable logic or circuitry (e.g., as encompassed
within a general-purpose processor or other programmable
processor) that 1s temporarily configured by software to
perform certain operations. It will be appreciated that the
decision to implement a hardware module mechanically, 1n
dedicated and permanently configured circuitry, or in tem-
porarily configured circuitry (e.g., configured by software)
may be driven by cost and time considerations.

Accordingly, the term “hardware module” should be
understood to encompass a tangible entity, be that an entity
that 1s physically constructed, permanently configured (e.g.,
hardwired) or temporarily configured (e.g., programmed) to
operate 1n a certain manner and/or to perform certain opera-
tions described herein. Considering embodiments 1n which
hardware modules are temporarily configured (e.g., pro-
grammed), each ol the hardware modules need not be
configured or instantiated at any one instance in time. For
example, where the hardware modules comprise a general-
purpose processor configured using soitware, the general-
purpose processor may be configured as respective diflerent
hardware modules at different times. Software may accord-
ingly configure a processor, for example, to constitute a
particular hardware module at one instance of time and to
constitute a diferent hardware module at a different instance
ol time.

Hardware modules can provide information to, and
receive information from, other hardware modules. Accord-
ingly, the described hardware modules may be regarded as
being communicatively coupled. Where multiple of such
hardware modules exist contemporaneously, communica-
tions may be achieved through signal transmission (e.g.,
over appropriate circuits and buses) that connect the hard-
ware modules. In embodiments 1n which multiple hardware
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modules are configured or instantiated at different times,
communications between such hardware modules may be
achieved, for example, through the storage and retrieval of
information 1 memory structures to which the multiple
hardware modules have access. For example, one hardware
module may perform an operation and store the output of
that operation 1n a memory device to which 1t 1s communi-
catively coupled. A further hardware module may then, at a
later time, access the memory device to retrieve and process
the stored output. Hardware modules may also initiate
communications with mput or output devices, and can
operate on a resource (e.g., a collection of information).

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors may constitute processor-implemented
modules that operate to perform one or more operations or
functions. The modules referred to herein may, in some
example embodiments, comprise processor-implemented
modules.

Similarly, the methods described herein may be at least
partially processor-implemented. For example, at least some
of the operations of a method may be performed by one or
processors or processor-implemented modules. The perior-
mance of certain of the operations may be distributed among
the one or more processors, not only residing within a single
machine, but deployed across a number of machines. In
some example embodiments, the processor or processors
may be located in a single location (e.g., within a home
environment, an oilice environment or as a server farm),
while 1in other embodiments the processors may be distrib-
uted across a number of locations.

The one or more processors may also operate to support
performance of the relevant operations 1n a “cloud comput-
ing”” environment or as a “software as a service” (SaaS). For
example, at least some of the operations may be performed
by a group of computers (as examples of machines including,
processors), with these operations being accessible via a
network (e.g., the Internet) and via one or more appropriate
interfaces (e.g., APIs).

Electronic Apparatus and System

Example embodiments may be implemented in digital
clectronic circuitry, or 1 computer hardware, firmware,
soltware, or in combinations of them. Example embodi-
ments may be mmplemented using a computer program
product, for example, a computer program tangibly embod-
ied 1n an information carrier, for example, 1n a machine-
readable medium for execution by, or to control the opera-
tion of, data processing apparatus, lfor example, a
programmable processor, a computer, or multiple comput-
ers.

A computer program can be written 1 any form of
programming language, including compiled or interpreted
languages, and 1t can be deployed 1n any form, including as
a stand-alone program or as a module, subroutine, or other
unit suitable for use 1n a computing environment. A com-
puter program can be deployed to be executed on one
computer or on multiple computers at one site or distributed
across multiple sites and interconnected by a communication
network.

In example embodiments, operations may be performed
by one or more programmable processors executing a com-
puter program to perform functions by operating on input
data and generating output. Method operations can also be
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performed by, and apparatus of example embodiments may
be implemented as, special purpose logic circuitry (e.g., a
FPGA or an ASIC).

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other. In embodiments
deploying a programmable computing system, it will be
appreciated that both hardware and software architectures
require consideration. Specifically, it will be appreciated that
the choice of whether to implement certain functionality 1n
permanently configured hardware (e.g., an ASIC), 1n tem-
porarily configured hardware (e.g., a combination of soft-
ware and a programmable processor), or a combination of
permanently and temporarily configured hardware may be a
design choice. Below are set out hardware (e.g., machine)
and software architectures that may be deployed, 1n various
example embodiments.

Example Machine Architecture and
Machine-Readable Medium

FIG. 8 15 a block diagram of machine in the example form
of a computer system 8000 within which instructions, for
causing the machine to perform any one or more of the
methodologies discussed herein, may be executed. In alter-
native embodiments, the machine operates as a standalone
device or may be connected (e.g., networked) to other
machines. In a networked deployment, the machine may
operate 1n the capacity of a server or a client machine 1n
server-client network environment, or as a peer machine 1n
a peer-to-peer (or distributed) network environment. The
machine may be a personal computer (PC), a notebook PC,
a docking station, a wireless access point, a tablet PC, a
set-top box (STB), a PDA, a cellular telephone, a web
appliance, a network router, switch or bridge, or any
machine capable of executing instructions (sequential or
otherwise) that specily actions to be taken by that machine.
Further, while only a single machine 1s illustrated, the term
“machine” shall also be taken to include any collection of
machines that individually or jointly execute a set (or
multiple sets) of instructions to perform any one or more of
the methodologies discussed herein. The machine may con-
tain components not shown 1n FIG. 8 or only a subset of the
components shown in FIG. 8.

The example computer system 8000 includes a processor
8002 (e.g., a central processing unit (CPU), a graphics
processing unit (GPU) or both), a main memory 8004 and a
static memory 8006, which commumicate with each other
via a bus 8008. The computer system 8000 may further
include a video display unit 8010 (e.g., a liquid crystal
display (LLCD) or a cathode ray tube (CRT)). The computer
system 8000 also includes an alphanumeric 1mput device
8012 (e.g., a keyboard), a user interface (Ul) navigation
device 8014 (e.g., a mouse), a disk drive unit 8016, a signal
generation device 8018 (e.g., a speaker) and a network
interface device 8020.

Machine-Readable Medium

The disk drive unit 8016 includes a machine-readable
medium 8022 on which 1s stored one or more sets of
istructions and data structures (e.g., software) 8024
embodying or used by any one or more of the methodologies
or functions described herein. The instructions 8024 may
also reside, completely or at least partially, within the main
memory 8004, static memory 8006, and/or within the pro-
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cessor 8002 during execution thereol by the computer
system 8000, the main memory 8004 and the processor 8002
also constituting machine-readable media.

While the machine-readable medium 8022 1s shown 1n an
example embodiment to be a single medium, the term
“machine-readable medium”™ may include a single medium
or multiple media (e.g., a centralized or distributed database,
and/or associated caches and servers) that store the one or
more 1nstructions or data structures. The term “machine-
readable medium™ shall also be taken to include any tangible
medium that i1s capable of storing, encoding or carrying
instructions for execution by the machine and that cause the
machine to perform any one or more of the methodologies
of the present invention, or that 1s capable of storing,
encoding or carrving data structures used by or associated
with such instructions. The term “machine-readable
medium™ shall accordingly be taken to include, but not be
limited to, solid-state memories, and optical and magnetic
media. Specific examples of machine-readable media
include non-volatile memory, including by way of example,

semiconductor memory devices (e.g., Frasable Program-
mable Read-Only Memory (EPROM), Electrically Erasable

Programmable Read-Only Memory (EEPROM)) and flash
memory devices; magnetic disks such as mternal hard disks
and removable disks; magneto-optical disks; and CD-ROM
and DVD-ROM disks.
Transmission Medium

The instructions 8024 may further be transmitted or
received over a commumnications network 8026 using a
transmission medium. The 1nstructions 8024 may be trans-
mitted using the network interface device 8020 and any one
of a number of well-known transfer protocols (e.g., HI'TP).
Examples of communication networks mnclude a LAN, a
WAN, the Internet, mobile telephone networks, Plain Old
Telephone (POTS) networks, and wireless data networks
(e.g., WikF1 and WiMax networks). The term “transmission
medium™ shall be taken to include any intangible medium
that 1s capable of storing, encoding or carrying instructions
for execution by the machine, and includes digital or analog
communications signals or other intangible media to facili-
tate communication of such software. Network interface
8020 may wirelessly transmit data and may include an
antenna.

Although the present invention has been described with
reference to specific example embodiments, 1t will be evi-
dent that various modifications and changes may be made to
these embodiments without departing from the broader spirit
and scope of the mvention. Accordingly, the specification
and drawings are to be regarded in an 1llustrative rather than
a restrictive sense.

Although an embodiment has been described with refer-
ence to specific example embodiments, 1t will be evident that
vartous modifications and changes may be made to these
embodiments without departing from the broader spirit and
scope of the mvention. Accordingly, the specification and
drawings are to be regarded 1n an illustrative rather than a
restrictive sense. The accompanying drawings that form a
part hereol, show by way of illustration, and not of limita-
tion, speciiic embodiments 1n which the subject matter may
be practiced. The embodiments 1llustrated are described in
suilicient detail to enable those skilled in the art to practice
the teachings disclosed herein. Other embodiments may be
used and derived therefrom, such that structural and logical
substitutions and changes may be made without departing
from the scope of this disclosure. This Detailed Description,
therefore, 1s not to be taken 1n a limiting sense, and the scope
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of various embodiments 1s defined only by the appended
claims, along with the full range of equivalents to which
such claims are enftitled.

Such embodiments of the inventive subject matter may be
referred to herein, individually and/or collectively, by the
term “‘invention” merely for convenience and without
intending to voluntarily limit the scope of this application to
any single invention or inventive concept if more than one

1s 1n fact disclosed. Thus, although specific embodiments
have been 1illustrated and described herein, it should be
appreciated that any arrangement calculated to achieve the
same purpose may be substituted for the specific embodi-
ments shown. This disclosure 1s intended to cover any and
all adaptations or varnations of various embodiments. Com-
binations of the above embodiments, and other embodi-
ments not specifically described herein, will be apparent to
those of skill 1in the art upon reviewing the above descrip-
tion.

In addition, 1n the foregoing Detailed Description, it can
be seen that various features are grouped together 1n a single
embodiment for the purpose of streamlining the disclosure.
This method of disclosure 1s not to be interpreted as reflect-
ing an intention that the claimed embodiments require more
features than are expressly recited in each claim. Rather, as
the following claims reflect, inventive subject matter lies in
less than all features of a single disclosed embodiment. Thus
the following claims are hereby incorporated into the
Detailed Description, with each claim standing on 1ts own as
a separate embodiment.

Other Notes and Examples

The following are one or more non-limiting examples of
the present disclosure.

Example 1

A method for recommending an out-of-network commu-
nication recipient, the method comprising: determining a set
of potential recommended members of a social networking
service; determining for each particular member 1n the set of
potential recommended members: a profile similarity score,
the profile similarity score indicating a measure of how
similar the particular member 1s to a previous target member
ol an out-of-network communication of a sending member;
and a recommendation criteria score, the recommendation
criteria score being a measure of how closely the particular
member matches a recommendation criteria; determining a
set of recommended members from the set of potential
recommended members based upon the profile similarity
scores and the recommendation criteria scores of the mem-
bers 1n the set of potential recommended members; present-
ing the set of recommended members to the sending mem-
ber; and sending an out-of-network communication to a
selected member of the set of recommended member from
the sending member.

Example 2

The method of example 1, wherein the set of potential
recommended members 1s all the members of the social
networking service.

Example 3

The method of any one of examples 1-2, wherein the
profile similarity score 1s determined based upon the mem-
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ber profile attributes that the particular member has in
common with the previous target member.

Example 4

The method of any one of examples 1-3, wherein the
recommendation criteria 1s an interest, and the recommen-
dation criteria score 1s determined based upon how closely
a determined interest of the particular member corresponds
to a determined interest of the sending member.

Example 5

The method of any one of examples 1-3, wherein the
recommendation criteria 1s an intent, and the recommenda-
tion criteria score 1s determined based upon how closely a

determined intent of the particular member corresponds to a
determined intent of the sending member.

Example 6

The method of claim 5, further comprising a second
recommendation criteria, the second recommendation crite-
ria 1s an interest, and the recommendation criteria score 1s
determined based upon how closely a determined interest of
the particular member corresponds to a determined interest
of the sending member, and the set of recommended mem-
bers 1s determined also based upon the second recommen-
dation critena.

Example 7

The method of any one of examples 1-6, wherein the
members 1n the set of recommended members are deter-
mined from the set of potential recommended members
based upon their profile similarities scores being above a
first predetermined threshold and theirr recommendation
criteria scores being above a second predetermined thresh-

old.

Example 8

The method of any one of examples 1-6, further com-
prising: for each recommended member calculating a rec-
ommendation score based upon the profile similarities score
and the recommendation criteria scores, and determining a
set of recommended members comprises selecting the mem-
bers 1n the potential recommended member set whose rec-
ommendation score exceeds a predetermined threshold.

Example 9

The method of any one of claims 1-3, 7, and 8, wherein
the recommendation criteria 1s a response likelihood to an
out-of-network message, and the recommendation criteria
score 15 determined based upon how likely the particular
member 1s to respond to the out-of-network communication.

Example 10

A system for recommending an out-of-network commu-
nication recipient, the system comprising: a recommenda-
tion module, operating on one or more computer processors,
and configured to: determine a set of potential recommended
members of a social networking service; determine for each
particular member 1n the set of potential recommended
members: a profile similarity score, the profile similarity
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score indicating a measure of how similar the particular
member 1s to a previous target member of an out-of-network
communication of a sending member; and a recommenda-
tion criteria score, the recommendation criteria score being
a measure of how closely the particular member matches a
recommendation criteria; determine a set of recommended
members from the set of potential recommended members
based upon the profile similarity scores and the recommen-
dation criteria scores of the members 1n the set of potential
recommended members; and a presentation module, config-
ured to: present the set of recommended members to the
sending member; and send an out-of-network communica-
tion to a selected member of the set of recommended
member from the sending member.

Example 11

The system of example 10, wherein the set of potential
recommended members 1s all the members of the social

networking service.

Example 12

The system of any one of examples 10-11, wherein the
recommendation module 1s configured to determine the
profile similarity score based upon the member profile
attributes that the particular member has 1n common with the
previous target member.

Example 13

The system of any one of examples 10-12, wherein the
recommendation criteria 1s an interest, and the recommen-
dation module 1s configured to determine the recommenda-
tion criteria score based upon how closely a determined

interest of the particular member corresponds to a deter-
mined interest of the sending member.

Example 14

The system of examples 10-12, wherein the recommen-
dation criteria 1s an intent, and the recommendation module
1s configured to determine the recommendation criteria score
based upon how closely a determined intent of the particular
member corresponds to a determined intent of the sending
member.

Example 15

The system of example 14, further comprising a second
recommendation criteria, the second recommendation crite-
ria 1s an interest, and the recommendation module 1s con-
figured to determine the recommendation criteria score
based upon how closely a determined interest of the par-
ticular member corresponds to a determined interest of the
sending member, and the set of recommended members 1s

determined also based upon the second recommendation
criteria.

Example 16

The system of any one of examples 10-15, wherein the
recommendation module 1s configured to determine the
members 1n the set of recommended members from the set
of potential recommended members based upon their profile
similarities scores being above a first predetermined thresh-
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old and their recommendation criteria scores being above a
second predetermined threshold.

Example 17

The system of any one of examples 10-13, further com-
prising: for each recommended member calculating a rec-
ommendation score based upon the profile similarities score
and the recommendation criteria scores, and determining a
set of recommended members comprises selecting the mem-
bers 1n the potential recommended member set whose rec-
ommendation score exceeds a predetermined threshold.

Example 18

The system of any one of examples 10-12, 16, and 17,
wherein the recommendation criteria 1s a response likeli-
hood to an out-of-network message, and the recommenda-
tion module 1s configured to determine the recommendation
criteria score based upon how likely the particular member
1s to respond to the out-of-network communication.

Example 19

A machine readable medium that stores instructions
which when performed by a machine, cause the machine to
perform operations comprising: determinming a set of poten-
t1al recommended members of a social networking service;
determining for each particular member 1n the set of poten-
tial recommended members: a profile similarity score, the
profile similarity score indicating a measure of how similar
the particular member 1s to a previous target member of an
out-of-network communication of a sending member; and a
recommendation criteria score, the recommendation criteria
score being a measure of how closely the particular member
matches a recommendation criteria; determiming a set of
recommended members from the set of potential recom-
mended members based upon the profile similarity scores
and the recommendation criteria scores of the members 1n
the set of potential recommended members; presenting the
set of recommended members to the sending member; and
sending an out-of-network communication to a selected
member of the set of recommended member from the
sending member.

Example 20

The machine-readable medium of example 19, wherein
the set of potential recommended members 1s all the mem-
bers of the social networking service.

Example 21

The machine-readable medium of any one of examples
19-20, wherein the instructions for determining the profile
similarity score include instructions, which when performed
by the machine, cause the machine to perform the operations
of determining the profile similarity score based upon the
member profile attributes that the particular member has in
common with the previous target member.

Example 22

The machine-readable medium of any one of examples
19-21, wherein the recommendation criteria 1s an interest,
and the instructions for determining the recommendation
criteria score include mstructions, which when performed by
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the machine, cause the machine to perform the operations of
determining the recommendation criteria score based upon
how closely a determined 1nterest of the particular member
corresponds to a determined interest of the sending member.

Example 23

The machine-readable medium of any one of examples
19-21, wherein the recommendation criteria 1s an intent, and
the mstructions for determining the recommendation criteria
score include instructions, which when performed by the

machine, cause the machine to perform the operations of
determining the recommendation criteria score based upon
how closely a determined intent of the particular member
corresponds to a determined intent of the sending member.

Example 24

The machine-readable medium of any one of examples
23, further comprising a second recommendation criteria,
the second recommendation criteria 1s an interest, and the
instructions for determining the recommendation criteria
score include instructions, which when performed by the
machine, cause the machine to perform the operations of
determining the recommendation criteria score based upon
how closely a determined 1nterest of the particular member
corresponds to a determined interest of the sending member,
and the set of recommended members 1s determined also
based upon the second recommendation criteria.

Example 25

The machine-readable medium of any one ol examples
19-24, wherein the instructions for determining the set of
recommended members include instructions, which when
performed by the machine, cause the machine to perform the
operations of determining the set of recommended members
from the set of potential recommended members based upon
their profile similarities scores being above a first predeter-
mined threshold and their recommendation criteria scores
being above a second predetermined threshold.

Example 26

The machine-readable medium of any one of examples
19-24, wherein the instructions further comprise instruc-
tions, which when performed by the machine, cause the
machine to perform the operations of: calculating a recom-
mendation score for each recommended member based upon
the profile similarities score and the recommendation criteria
scores, and the instructions for determining the set of
recommended members comprises instructions, which when
performed by the machine, causes the machine to perform
the operations of determining the set of recommended
members by selecting the members 1n the potential recom-
mended member set whose recommendation score exceeds
a predetermined threshold.

Example 27

The machine-readable medium of any one of examples
19-21, 25, and 26, wherein the recommendation criteria 1s a
response likelthood to an out-of-network message, and the
instructions for determining the recommendation criteria
score include instructions, which when performed by the
machine, cause the machine to perform the operations of
determining the recommendation criteria score based upon
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how likely the particular member 1s to respond to the
out-of-network communication.

What 1s claimed 1s:

1. A computer implemented method executed in conjunc-
tion with a social networking service, the method compris-
ng:

determine a previous target member of the social net-

working service, the previous target member being a
past communication target of a sending member of the
social networking service, the sending member and the
previous target member being further than a predeter-
mined social network distance from each other on the
social networking service;

determine first and second profile similarity scores for

first and second members of the social networking
service, the first and second members being further
than the predetermined social network distance from
the sending member on the social networking service,
the first profile similarity score quantifying a deter-
mined similarity between a value of an attribute 1n a
member profile of the first member and a value of an
attribute 1n a member profile of the previous target
member, the second profile stmilarity score quantifying
a determined similarity between a value of an attribute
in a member profile of the second member and a value
of an attribute 1n the member profile of the previous
target member;

determine a recommended out of network communication

recipient based upon a comparison of the first and
second profile similarity scores, the recommended out
of network communication recipient being either the
first or second member;

present the recommended out-of-network communication

recipient to the sending member in a graphical user
interface of the social networking service;

receive an input from the sending member indicating that

the sending member would like to send a communica-
tion to the recommended out-of-network communica-
tion recipient; and

send an electronic communication to the recommended

out-of-network communication recipient.

2. The computer implemented method of claim 1, wherein
the predetermined social network distance 1s a first degree
connection.

3. The computer implemented method of claim 1, wherein
the computer processors are further configured to:

determine a first interest score for the first member that 1s

determined based upon how closely a determined 1nter-
est of the first member corresponds to a determined
interest of the sending member;
determine a second interest score for the second member
that 1s determined based upon how closely a deter-
mined interest of the second member corresponds to a
determined interest of the sending member; and

wherein the one or more processors are configured to
determine a recommended out of network communi-
cation recipient based upon a comparison of the first
and second profile similarity scores and based upon the
first and second interest scores, the recommended out
of network communication recipient being either the
first or second member.

4. The computer implemented method of claim 3, wherein
the computer processors are configured to determine the first
interest score using a Bayesian classifier.

5. The computer implemented method of claim 1, wherein
the computer processors are further configured to:
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determine a first intent score for the first member that 1s
determined based upon how closely a determined intent
of the first member corresponds to a determined intent
of the sending member;
determine a second intent score for the second member
that 1s determined based upon how closely a deter-
mined intent of the second member corresponds to a
determined intent of the sending member; and

wherein the one or more processors are configured to
determine a recommended out of network communi-
cation recipient based upon a comparison of the first
and second profile similarity scores and based upon the
first and second intent scores, the recommended out of
network communication recipient being either the first
or second member.

6. The computer implemented method of claim 5, wherein
the computer processors are configured to determine the first
intent score using a Bayesian classifier.

7. The computer implemented method of claim 1, wherein
the computer processors are further configured to:

determine a first interest score for the first member that 1s

determined based upon how closely a determined inter-
est of the first member corresponds to a determined
interest of the sending member;

determine a first intent score for the first member that 1s

determined based upon how closely a determined intent
of the first member corresponds to a determined intent
of the sending member;
determine a second 1interest score for the second member
that 1s determined based upon how closely a deter-
mined interest of the second member corresponds to a
determined interest of the sending member;

determine a second intent score for the second member
that 1s determined based upon how closely a deter-
mined intent of the second member corresponds to a
determined intent of the sending member; and

wherein the one or more processors are configured to
determine a recommended out of network communi-
cation recipient based upon a comparison of the first
and second profile similarity scores and based upon the
first and second intent and interest scores, the recom-
mended out of network communication recipient being
cither the first or second member.

8. A system comprising;:

a memory;

one or more computer processors coupled to the memory

and configured to:
determine a previous target member of a social net-
working service, the previous target member being a
past communication target of a sending member of
the social networking service, the sending member
and the previous target member being further than a
predetermined social network distance from each
other on the social networking service;
determine {irst and second profile similarity scores for
first and second members of the social networking
service, the first and second members being further
than the predetermined social network distance from
the sending member on the social networking ser-
vice, the first profile similarity score quantilying a
determined similarity between a value of an attribute
in a member profile of the first member and a value
of an attribute 1n a member profile of the previous
target member, the second profile similarity score
quantifying a determined similarity between a value
of an attribute 1 a member profile of the second
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member and a value of an attribute 1n the member
profile of the previous target member;

determine a recommended out of network communi-
cation recipient based upon a comparison of the first
and second profile similarity scores, the recom-
mended out of network communication recipient
being either the first or second member;

present the recommended out-of-network communica-
tion recipient to the sending member 1n a graphical
user interface of the social networking service;

receive an mput from the sending member indicating
that the sending member would like to send a com-
munication to the recommended out-of-network
communication recipient; and

send an electronic communication to the recommended
out-of-network communication recipient.

9. The system of claim 8, wherein the predetermined
social network distance i1s a first degree connection.

10. The system of claam 8, wherein the one or more
computer processors are further configured to:

determine a first interest score for the first member that 1s

determined based upon how closely a determined 1nter-
est of the first member corresponds to a determined
interest of the sending member;
determine a second interest score for the second member
that 1s determined based upon how closely a deter-
mined interest of the second member corresponds to a
determined interest of the sending member; and

wherein the one or more processors are configured to
determine a recommended out of network communi-
cation recipient based upon a comparison of the first
and second profile similarity scores and based upon the
first and second interest scores, the recommended out
ol network communication recipient being either the
first or second member.

11. The system of claim 10, wherein the one or more
computer processors are configured to determine the first
interest score using a Bayesian classifier.

12. The system of claim 8, wheremn the one or more
computer processors are further configured to:

determine a first intent score for the first member that 1s

determined based upon how closely a determined intent
of the first member corresponds to a determined intent
of the sending member;
determine a second intent score for the second member
that 1s determined based upon how closely a deter-
mined intent of the second member corresponds to a
determined intent of the sending member; and

wherein the one or more processors are configured to
determine a recommended out of network communi-
cation recipient based upon a comparison of the {first
and second profile similarity scores and based upon the
first and second intent scores, the recommended out of
network communication recipient being either the first
or second member.

13. The system of claim 12, wherein the one or more
computer processors are configured to determine the first
intent score using a Bayesian classifier.

14. The system of claim 8, wherein the computer proces-
sors are further configured to:

determine a first interest score for the first member that 1s
determined based upon how closely a determined 1nter-
est of the first member corresponds to a determined
interest of the sending member;

10

15

20

25

30

35

40

45

50

55

60

65

24

determine a first intent score for the first member that 1s
determined based upon how closely a determined intent
of the first member corresponds to a determined intent
of the sending member;
determine a second 1interest score for the second member
that 1s determined based upon how closely a deter-
mined interest of the second member corresponds to a
determined interest of the sending member;

determine a second intent score for the second member
that 1s determined based upon how closely a deter-
mined intent of the second member corresponds to a
determined intent of the sending member; and

wherein the one or more processors are configured to
determine a recommended out of network communi-
cation recipient based upon a comparison of the first
and second profile similarity scores and based upon the
first and second intent and interest scores, the recom-
mended out of network communication recipient being
cither the first or second member.

15. A machine-readable storage medium that stores
instructions which configure a machine to:

determine a previous target member of a social network-

ing service, the previous target member being a past
communication target of a sending member of the
social networking service, the sending member and the
previous target member being further than a predeter-
mined social network distance from each other on the
social networking service;

determine first and second profile similarity scores for

first and second members of the social networking
service, the first and second members being further
than the predetermined social network distance from
the sending member on the social networking service,
the first profile similarity score quantifying a deter-
mined similarity between a value of an attribute 1n a
member profile of the first member and a value of an
attribute 1n a member profile of the previous target
member, the second profile similarity score quantifying
a determined similarity between a value of an attribute
in a member profile of the second member and a value
of an attribute 1n the member profile of the previous
target member;

determine a recommended out of network communication

recipient based upon a comparison of the first and
second profile similarity scores, the recommended out
of network communication recipient being eirther the
first or second member;

present the recommended out-of-network communication

recipient to the sending member in a graphical user
interface of the social networking service;

recerve an mput from the sending member indicating that

the sending member would like to send a communica-
tion to the recommended out-of-network communica-
tion recipient; and

send an electronic communication to the recommended

out-of-network communication recipient.

16. The machine-readable storage medium of claim 15,
wherein the predetermined social network distance 1s a first
degree connection.

17. The machine-readable storage medium of claim 15,
wherein the instructions configure the machine to:

determine a first interest score for the first member that 1s

determined based upon how closely a determined nter-
est of the first member corresponds to a determined
interest of the sending member;

determine a second interest score for the second member

that 1s determined based upon how closely a deter-
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mined interest of the second member corresponds to a
determined interest of the sending member; and
wherein the machine i1s configured to determine a recom-
mended out of network communication recipient based
upon a comparison ol the first and second profile
similarity scores and based upon the first and second
interest scores, the recommended out of network com-
munication recipient being either the first or second

member.

18. The machine-readable storage medium of claim 17,
wherein the mstructions configure the machine to determine
the first interest score using a Bayesian classifier.

19. The machine-readable storage medium of claim 15,
wherein the instructions configure the machine to:

determine a first intent score for the first member that 1s

determined based upon how closely a determined intent
of the first member corresponds to a determined intent
of the sending member;
determine a second intent score for the second member
that 1s determined based upon how closely a deter-
mined intent of the second member corresponds to a
determined intent of the sending member; and

wherein the machine 1s configured to determine a recom-
mended out of network communication recipient based
upon a comparison ol the first and second profile
similarity scores and based upon the first and second
intent scores, the recommended out of network com-
munication recipient being either the first or second
member.
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20. The machine-readable storage medium of claim 19,
wherein the mstructions configure the machine to determine
the first intent score using a Bayesian classifier.

21. The machine-readable storage medium of claim 15,
wherein the instructions configure the machine to:

determine a first interest score for the first member that 1s

determined based upon how closely a determined 1nter-
est of the first member corresponds to a determined
interest of the sending member;

determine a first intent score for the first member that 1s

determined based upon how closely a determined intent
of the first member corresponds to a determined intent
of the sending member;
determine a second interest score for the second member
that 1s determined based upon how closely a deter-
mined interest of the second member corresponds to a
determined interest of the sending member;

determine a second intent score for the second member
that 1s determined based upon how closely a deter-
mined intent of the second member corresponds to a
determined intent of the sending member; and

wherein the machine 1s configured to determine a recom-
mended out of network communication recipient based
upon a comparison of the first and second profile
similarity scores and based upon the first and second
intent and interest scores, the recommended out of
network communication recipient being either the first
or second member.
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