12 United States Patent

Stork Genannt Wersborg

US009492886B2

US 9,492,886 B2
Nov. 15, 2016

(10) Patent No.:
45) Date of Patent:

(54) METHOD AND DEVICE FOR MONITORING
A LASER PROCESSING OPERATION TO BE
PERFORMED ON A WORKPIECE AND
LASER PROCESSING HEAD HAVING SUCH
A DEVICE

(75) Inventor: Ingo Stork Genannt Wersborg,

Mimnchen (DE)

(73) Assignees: PRECITEC KG, Gaggenau-Bad
Rotentels (DE); PRECITEC I'TM
GMBH, Eschbom (DE)

(*) Notice: Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 239 days.

(21)  Appl. No.: 13/130,426

(22) PCT Filed: Nov. 20, 2009

(86) PCT No.: PCT/EP2009/008293

§ 371 (c)(1),

(2), (4) Date: Aug. 2, 2011

(87) PCT Pub. No.:. W02010/057661
PCT Pub. Date: May 27, 2010

(65) Prior Publication Data
US 2011/0278277 Al Nov. 17, 2011

(30) Foreign Application Priority Data
Nov. 21, 2008  (DE) .ooeoiviiieeeee 10 2008 058 422
Jul. 20, 2009 (DE) .cooeeeiinnnn, 10 2009 033 881
Aug. 7,2009  (EP) cooveeieeiie 09010230
Sep. 4, 2009 (EP) o, 09011375
(51) Imt. CL
HO5B 3/00 (2006.01)
B23K 26/03 (2006.01)
(Continued)

(52) U.S. CL
CPC oo B23K 26/03 (2013.01); B23K 26/02
(2013.01); B23K 26/04 (2013.01)

Actuator

Control unit

Memory unit

(38) Field of Classification Search
CPC ..o, GO05B 19/182; GO5B 2219/33002;
GO05B 2219/33027; GO0O5B 2219/50173;
GO05B 2219/37275; GO5B 2219/50168;
GO05B 2219/34065

USPC ........... 219/121.61, 121.62, 121.63, 121.67,
219/121.68, 121.8, 121.83, 121.84

See application file for complete search history.
(36) References Cited

U.S. PATENT DOCUMENTS

5/1996 Kinsman et al.
6/1998 Polidoro et al. .............. 700/186

(Continued)

5,517,420 A
5,768,137 A *

FOREIGN PATENT DOCUMENTS

DE 101 03 255 Al 8/2002
EP 1 415 755 A2 5/2004
(Continued)

OTHER PUBLICATTIONS

Machine English translation of DE10103255A1 of Klinnert et al.*
(Continued)

Primary Examiner — David Angwin
Assistant Examiner — Amit K Singh

(74) Attorney, Agent, or Firm — Muncy, Geissler, Olds &
Lowe, P.C.

(57) ABSTRACT

A method for monitoring a laser machining operation to be
performed on a workpiece by detecting at least two current
measured valued by at least one sensor which monitors the
laser machining operation and determining at least two
current characteristic values from the at least two current
measured value, wherein the at least two current character-
istic values jomntly represent a current fingerprint 1 a
characteristic value space and providing a predetermined
point set 1n a characteristic value space, and classitying the
laser machining operation by\detecting the position of the
current fingerprint relative to the predetermined point set 1n
the characteristic value space.

10 Claims, 17 Drawing Sheets

| In-process camera (camera unit)

llumination unit

Focusing optics

Data processing

: Laser light source
unit

Beam ( ) .
Classification unit splitter %/

Microphone

Focusing aptics
Laser processing head %Phntn diodes
Solid-borne acoustic \\“\\ Solid-borne acoustic

- Sensor
Post-process camera \

Pre-process camera

20202 D o2 o2 Do o0 o o oo oo oo oo o e ool T D e

' ; mhoiuk dukh quhhdubhah gk danhh qukh uhl ok qq by b ek uk e}
e e T e L L L L L e T e L T e L

o 2o D DT o Do o2 Do o o e T, o o Ju 2D oo o o 2 O oo e

e e e e ol e

nnnnnnnnnnnnnnnnnnnnnnnnnnn

0 0 o0 €0 a0 o, Ol ] 0 e 00 o) 0l oD D e D D LD D L e D D

i, o o 2o oo o2 Do o 2o Do o oo oD o o Do 0o o2 D o o

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv
] :

pramamaal HICE bbb
o rens NI N CC T AL O ]
A e T
uuuuuuuuuuuuuuuuuuuuuuuuuu
xxxxxxxxxxxxxxxxxxxxxxxxxxx

L T L L R L S R U P L, 0 P L o L R L P L S e 8 e S e e = e

ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ
L T L e L L S L, L R, L R L e e A
..............................
'''''''''''''''''''''''

L R L e L R o L R L T R L S L L e T R e

000 o2 2 o oo oo oo o a0 (b n bl g
uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

Workpiece Directional microphone




US 9,492,886 B2

Page 2
(51) Imnt. CL FOREIGN PATENT DOCUMENTS
23K 26/02 (2014.01 WO W0O-99/14640 3/1999
b23K 26/04 (2014.01) WO WO-01/39919 A2 6/2001
(56) References Cited

U.S. PATENT DOCUMENTS

6,532,454 B1*
8,084,706 B2 *

8,615,374 Bl
2006/0060571 Al

2009/0139968 Al

3
LS
LS

3/2003
12/2011
12/2013

3/2006

6/2009

Werbos covviviiinii, 706/14
Johnson et al. ........... 219/121.6
Discenzo .....cocoeiviinnn, 702/127
Mori et al. ............... 219/121.62
Hesse et al. ............. 219/121.63

OTHER PUBLICATTIONS

Machine English translation of WO0139919A2 of Esser et al.*
Farson et al., “Intelligent Laser Welding Control,” Proceedings of

International Congress on the Applications of Lasers and Electro-
Optics, vol. 1722, Jan. 1, 1991, pp. 104-112.

* cited by examiner



US 9,492,886 B2

Sheet 1 of 17

Nov. 15, 2016

U.S. Patent

SJ0}ENIOY i

sjine} Buissanoad BuipioAe pue buioaliod ‘bunosia

$$9204d mau e buiuies

:safjjigeded aaniubon

|0JJUOD SS820.1d

D —

uoijisinboe $sa820.d

D e

SJOSUag

L 81nbi14




US 9,492,886 B2

Sheet 2 of 17

Nov. 15, 2016

U.S. Patent

p/e
p/e
p/e
p/e
p/e
p/e
p/e
p/E

p/e

p/E

D —————————

P J——

D ——

Gormronenenemsmsmmaasasasaser

Buissao0idaid
pbuissadoidalid

pbuissasoidaid

buissasoidald

CCnnnnonannnsnsnsessssesosasesed

—

buissasoidaid
pbuissao0.idald
buissaoolidaid
buissadoidaid
buissaosouidaid

buissaooidaid

uoijeuiwn||l 9291d)MJ0oAA
elswed $s900.id-a.d
BJlowWed $$8201d-1804
piowied $S$9820.4d-U|
€ 9P0IpOIoYd
¢ 9poIpoioyd
L ®p0IPOjoUd
Z JOSUSS 211SNOJE dUI0g-lIy
| JOSUSS 21)SN0J. SUIOg-JIY
Z 10SUas 211SNooE 8ul0g-pIosS

| JOSUSS 2SNOJE aulog-pil0S

7 9IN31]




US 9,492,886 B2

Sheet 3 of 17

Nov. 15, 2016

U.S. Patent

auoydouoiw [euonoaliq

L I N N N A I I N N A I I N L O N I T N L O I L N O B I N N A O I O N N N B
+ + -+ + + + -+ ++ -+ ++t -+ ++t+t -+t F+r-+++r+t+-*+t+t+Fr+t+r++tr+r+rtrrr+rttrtrr+trt e+ttt e+ttt +tr
+* + F F F F FFFFFFFFFEFFEFEFFEFEFEFEFEFFFEFFEFEFEFEAFFEFEFFEFEFFEFEAFEFFEAFFEAFEFEFEFEFEFEAFFEFEFEFEFEAFFFEFEFEFFF
+ + =+ + F F+ =+ F o+ =-FFFF-FFFF-FFFFE-FFFFE-FFFFEFFEAFFEEFEFEFEFEEF R FE R R FE R
+ + ++ ++ + Attt
[ I IR o IR [ IR O T e T T T T T T T T T T e T R T T T e R T e R T e T i T B B T T S |
L N L N L N O L L O O L D O D L L L L D L R L O L B
+ * =+ % + + =+ + F + = F + F F - F FFF - FF+FF~-AFFFF-FFFEFFGFEFFAFAFGEFEFFFFEGEFFEAFFEAFFFEFGEFFFEAFEGEFEFEFEFGEFFFH
* + + F F F F FFFFFFFFEFFFEAFFFFFEFFFFFEFFEFEFEFFEFEFFEFEFFEFFEAFEFFEAFEF A FEFEFEFEFFEFEAFEFEFEFFEFFFF S
L L L N L D L I L L L L D I D L L L I D N O L L N O L D D R O O
* + + F F F ok FFFFFFFFEFFFEFFEFFFEFFFEFFEFEFEFEFEAFFEFEFFEFEFFEFFFEAFFFEFEFEFEAFFEFEFEFEFFFEFFEFF
+* + + = % + + + = F F F F = F F FF-FFFF-FFFF-FFFF-FFFFGFEFFEFAFEGEFFEFEFEEFFEAFEAFEEFFFEFEGEFFEFEFEEFFEFE R FF
L O L N O I D L D B D L L D D L D D D D L L L L
+* + + = % + + F = F F + F = F F FF - FFFF-FFFF-FFFFE-FFFFGFEFFEAFFGEFFFEFGEFFEAFEAFEGEFFEFEFEFGEF A FEFFFFE R
* + F + F F F FFFFFFFEFFFEFFEFEFFFEFFFFFEFEFFEFEFAFEFFFEFFEEFEFFEFEFFFEFFEFEFFEFFFEFEFFEF A FFEFFFFFFFFEFF
frTTr-TTTT-"TTTT-"TTTT-TTTT-TTTT-TTTT-TTTTFIFTTTTCITTTTITTTTFTTTTCITTTTITTTTFITTT

L L B L O L L B O D L L L B
= %+ *+ + + = % + + ¥ = % +F + F =+ & + F -+ F ¥ + - F + F F - F F + & - F F +F + F F+ F + FF F F F F¥FAgAAFEAGFEAFAFAEFEFGFEFAFAFAFGFEFAFAAFE}FAEAF

+ + + ¥ + + + + + + + + + + + + + + + + + + + + + + +* + + + + F F FFFFFFAFEFFEAFFAFEFEFFEFEFEFFFFEFEFEAFEFFFEFFFFFFAF
L N L L L N D L L L B L L O O L B O L I D D O O N D O D O B

+* F + F F FF FFFFFFFFFFFEFFFEAFFEFFFEFEFFFFEFFEFEFEFFEFEFFEFEFFEFFFEFFEAFF A FEFEFEFEFFFFEFEFEFF A FFFFF
= %+ *+ + + =+ + + + = % +F + F =+ & + F =~ + F F + - F + F F - F F + F - F % +F F+ F F+ F F +FF F F FF¥FAgAgAFAFGFAFAFAEFEFGFEFAFAFAFGEFAFAAF}FA

*+ =+ + + + = % + + ¥ = % +F + F =+ & + F -+ F & +F - F + F F - F F + & - F F +F F+ F + F + +FF F F F F¥FAgAFAAFGFFAFAFAFEFGFEFAFAFAFGFEFAFAFE}FA
+ + + ¥ + + + + + + + + + + +* + + ¥ F F F FFFFFFF * + F + F F FFFFFFFFEFFFFFFEFFEFEFFFFFEFEFFEFFFEFEFFFFF
T -TTTT-"TTTT-"TTTT-"TTTT-TTTT-TTTT-TTTT-TTTTCIrPTTTTFIFTTTTCIrTTTTCIrRTTTTFTTTTFITTTTCIT
* + ¥+ F F F FFFFFFFFEFFFEFFFEFFEFEAFFFEEFEFFFEEF
+ =+ + + F =+ &+ + + = F F FF-F ot FF-FFFF-F At F-FF

+ ++ + + + ++ + + + ++ + + + + + + + + + + + + * +

+ =+ + + + = % F F F = F FFF=-FFFFE-FFFFEFFFF-
+ +F o F o F A F A FEFF R F

+ -+ + + + -+ + ++ -+ +++ -+ ++F+ -+ F+F++t -+ + ++F

+ = % + + F =+ &+ + + = F F FF=-F At FF-FFFFE-FAF

+ + + + -+ + + + FF+F FFFFEFFEAFEFEEFFEFEFEEFFEFEFEEFFEFEFEFE A FF
+ + + + + * + +F + T
T T TT=-TTTTErTTTTFrETTTTFETTTTFETTTTFPETTTTLET T T T
LI B N B N L L L B L B L B
+ + = % + + + * + + + F + + + + F ¥ + + +F F F+F FF+FFFFEFEFFEFEFFEFFFF

+

BJoWED SS8004d-a1d { 10SUSS

O1}SNOJ. 3UIOG-PII0S

SOPOIp 0Joyd

soljdo buisnoo 4

924nos 1ybi1| Jose D e

sondo buisnoo4 -

jun uopeUIWN||

JluN BJoWED) Blowed ssao0ud-U| ——

- - - r r r " r - - -')
LB K B BAE B B BEE BAE DL BN BN BEE DR BEE B BEC BT CREE CRAC K CREE BAE BEE CBEE K IR BEE DK DL NN DAL IR DR BAE NN CBEC DR CBEE IR N BEE A BN DR K B I

L B BN N N NBR NENRNENNENRRNRERRNENENRRNRNERRNENNENRRENERERLNNNERNR RS NENRENDR NN RN R NN NN NN

9031dMJOAN

L B N B F N N NN FE NN NN NN NN - -

L L E R N R LN NERNELFERREN}NDRLN

I.....'I’.I-ﬂ

+*
+
+
+*
+
+
+
+*
+
+

+

L D I I D A N
L R B R R
EE I I I N kO
B+ + =+ + + + -+ + + + F + + + +
NN N N N N N N
LR I I NI I R T
I
N I I R N N
LR S
L EE I I R N N
L I
N N N A R R N N
I I I I
=k k= kb b F
rrrTrTrTrTTTTTTTOIT YT T
R I R
e I I N N
LR IE I SENE B I I RERE N N
L I I
I I e e I R I O
L I N I N N
N e e R R
+ 4+ 4+ o+
e e g " -y o " wpr - pr
rrTTTTTTTTTTTT YT T T
R N N )
I T R R O
S N N N N R R N
L N
R I B e T N e
EE N T O
LR N N o e R
O T T R D N R
LI R S R R R e R N R A
rrrrrrTrTrTTTTTTTTITOTOCTTOTOT
R N I TR N
I T N D
LR I I N I I R S N
L T R R R R
L I I N I e N
LR N R T N I D O
LR I R R TR R
L T N D O Ok
R RERE R R SRR R AR N RERE R R R R A
rrrrrrrr T T T T TTTTTYT T T T
LR I N R R R N N
T T R R O

LI e T T T e T e T T T T R T e T e R T R R e e R R
L B L O N L
+* F + F F F ¥ FFFFFEFFFFEFFFFF
+ + + ¥ F ¥ FFFFFEFFFFF T

L T e T T T T e T e O T T e e i R R
* 4k ko F ok F
F + + + + F + + %+ % F + + + + F + + + + F + + + +
F + + + + F + + %+ + F + + + + F + + + + F + + + +
F o+ %+ F + & F +F o+ F ok FFkkEFF o E ok EE ko F A F
F + + + + F % + ¥+ % F + + + + F + + + +F + + % +F % + % +F + + + ++F + + FF ++ +F + + +F+ + + + ++ + + +
F + + % + F + + %+ % F + + + + F + + + +F + + % +F + + % +F + + + ++ + + F ++ + + + ++ + + + ++ + + +
F++ + +F ettt
F+ 4+ + +F + + % +F+ + + +F + + % +F+++ +F++ % +F+++ ++ +++ +++++ ++++ 4+ ++ + +
F + 4+ % + F + + %+ + F + + + + F + + + +F + + + +F 4+ + % % F+ + + ++ + + + ++ + + + ++ + + + + + + +

(R
LI L

+
+*
+
+*

+
+

+
+

+
+

+
+

F
F

+
+

+
+

+
+

+
+*
+
+*

+
+*
+

+*
+ + + +

4
4
4
4

+
+*
+
+*

+

+ + + 4 % + ¥+ +
+* +*
+ + + 4 + + ¥+ +

+*

+ + + 4 + + ¥+ +
+ +
+ + + 4 % + ¥+ +

+ + + 4 % + ¥+ +
+* +*
+ + + 4 + + ¥+ +

* + &+ 4+
+ + + 4 + + ¥+ +
+ + + 4 % + ¥+ +
+ + + 41+ + * +
+ + + 4 + + ¥+ +
+ + + 4 ¥ + ¥+ +
+ + + 4 % + ¥+ +
* + + 4+
+ + + 4 % + ¥+ +
+ + + 4 % + ¥+ +
* + &+ 4+
+ + + 4 + + ¥+ +
+ + + 4 % + ¥+ +
+ + + 41+ + * +
+ + + 4 + + ¥+ +
+ + + 4 ¥ + ¥+ +
+ + + 4 % + ¥+ +
* + + 4+
+ + + 4 % + ¥+ +
+ + + 4 % + ¥+ +
* + &+ 4+
+ + + 4 + + ¥+ +
+ + + 4 % + ¥+ +
+ + + 41+ + * +
+ + + 4 + + ¥+ +
+ + + 4 ¥ + ¥+ +
+ + + 4 % + ¥+ +
* + + 4+
+ + + 4 % + ¥+ +
+ + + 4 % + ¥+ +
* + &+ 4+
+ + + 4 + + ¥+ +
+ + + 4 % + ¥+ +
+ + + 41+ + * +
+ + + 4 + + ¥+ +
+

+ + + 4 % + ¥+ +
* + + 4+
+ + + 4 % + ¥+ +
+ + + 4 % + ¥+ +
+ + + 41+ + * +
* + + 4+
+ + + 4 % + ¥+ +
+*

+ + + 4 % + ¥+ +
+ + + 41 + + *+ +

+
+

-

+* o+
+ + +

-

* 4+ F *
+ + ¥+ + +

4

-
* ¥
+
+ +

4
4

+*
+

+*
+

+ *
+ +

+*
+

+*
+

+*
+

+*
+

+*
+

+*
+

+*
+

+*
+

+*
+

k
F

+*
+

+*
+

+*
+

+*
+

+*
+

F o+ F + + F +F ko
F + + + + F + + %+ % F + + + + F + + + + F +
F + + % + F + + ¥+ % F + + + + F + + + +F + + + +F + + % +F + + + ++ + + + ++ + + + ++ + + + + + +

T T TT T T
+ + ¥+ + + + +

L N +

+ + ¥+ + + + +

L N I N N N L L D L L R O L L N O L
+ + ¥+ + + + +
rTTTTT T
+ + 4+ + + +
+ + ¥+ + + + +
+ + ++ + + +

+*
+*

+ 4+ + + + 4+ F F + 4

-
+
+*

+*

+*

- T

+ + + +

* ¥ + &

+ + + +

+ + + +

—..—.-—..—..—.—..—..—..-..—.—..—.-—..—..—.—..—..—..-..—.—..—.-—..—..—.—..—..—..-..—.—.++++.—..1+.1+.1.—..1++++++.—.++.—.++

+ ¥ + +

+ + + +

+ + + +

+ ¥ + +
-

4

T T T T - T T T T T TTT T - - T
+ + + + + + + + + + + + + + + + ¥ + + + + + +
+* + + + * +* + +* + * +* + ¥ L I +* + * +* +
+ + + + + + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + + + + + ¥ + + + + + + +
T TT rT r T T rT T T T rTTTTT T rT r T
F + + % + F + + ¥+ % F + + + + F + + + +F + + + +F + + % +F + + + ++ + + F ++ + + + ++ + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + * + + + + + + + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + +
T T T T - T LB T T T TT T - T T
+ + + + + + + + + + + + + + + + ¥ + + + + + + +

+*
+ 4 + + + + 4

+*

F+ + + +F+ ettt
F+ 4+ + +F + + % +F+ + + +F+ + % +F+++ +F++ % +F+F++ ++ +++ ++++ 4+ ++ 4+ + + + 4+
F + + + + F + + %+ % F + + + + F + + + + F + + + + F + + + + .—..—..-. +* + F ¥+ F + F FFFFFF

F+ + + +F + + + +F + + + +F ++ PRt + + + ¥ + + + + + FF A+

T T T - T
+*

+ + + 4 + + ¥+ +
+*

+
* o+

F o+ %+ F + & F +F ko F R L N L L L L

-
+ + + + + + + + +

+ 4+ + + + 4+ F F + 4
L N B L N |
* A+ kA kA
+ 4+ + + + 4+ F F + 4
+ 1+ + + + 4+ + F + A
+ 4+ + + + 4+ F F + 4
L N B L N |
+ 4+ + + + 4+ F F + 4
+ 1+ + + + 4+ + F + A
+ 4+ + + + 4+ F F + 4
L N B L N |

-
+
+*
+
+
T
+
+
+
+
-
+

LI IR L I I O

-
+

BloWed $$800.4d-1S04
l0SuUas

O1)SNOJE SUIOg-PI|OS

peay buissas0.d Jase

J19p|ds
weag

auoydoioi

Jlun uonesyISse|)

Jun AJIOWS|A|

JIUN [0JIUOY)

Joyenioy

€ 2IN3I1]



U.S. Patent Nov. 15, 2016 Sheet 4 of 17 US 9,492.886 B2

Figure 3A

Detecting at least two 310
current measured values

Determining at least two

current measured features S20

Providing a predetermined
point set 530
Classifying the laser 340
processing operation
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Figure 4 A
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1 Process emission

2 Vapor capillary (keyhole)

3 Melt pool (melted workpiece area)
4 Welding seam geometry

5 Processing surtace

6 Camera detail
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Figure 13
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METHOD AND DEVICE FOR MONITORING
A LASER PROCESSING OPERATION TO BE
PERFORMED ON A WORKPIECE AND
LASER PROCESSING HEAD HAVING SUCH
A DEVICE

The invention relates to a method and a device for
monitoring a laser processing operation to be performed on
a workpiece, and to a laser processing head having such a
device.

In laser material processing, workpieces are cut or joined
by means of focused laser radiation, process monitoring,
systems and sensors being used both for a laser cutting
operation and for a laser welding operation. By way of
example, sensors for detecting the radiation coming from a
work or interaction zone determined by the working focus
are used for monitoring the welding or cutting process.
Provided 1n this context as standard are radiation sensors for
observing a plasma forming over the interaction zone, and a
back reflection sensor that detects the back-retlection radia-
tion of the laser from the interaction zone between the laser
beam and a workpiece to be processed. Furthermore, in
order to monitor the laser processing operation use 1s made
of temperature sensors or inirared sensors that can be used
to monitor edge melting and the temperature profile during,
processing. In addition to the use of photodiodes that are
sensitive 1 each case to a specific wavelength range, the
laser processing operation 1s, furthermore, monitored via
cameras that can likewise be sensitive in predetermined
wavelength ranges. Characteristics for monitoring the laser
processing operation, such as, for example, parameters
regarding the melted workpiece area can likewise be
obtained on the basis of 1image processing of the images
recorded by the cameras.

A first goal of the monitoring systems i1s initially to
classily the processing quality 1n accordance with the pro-
cess specification. A second goal 1s to improve the process-
ing quality by controlling and closed-loop controlling the
processes. In present day industrial systems, the sensors and
cameras used for process monitoring are applied to perform
a classification of the current state of the processing opera-
tion with the aid of the detected sensor data and of methods
for image processing and data analysis. Methods used 1n this
case are mndividually set to the processing operations. Given
an 1ntensity deviation in the recorded sensor data, the current
processing operation 1s classified as insuflicient, approprate
closed-loop control mechanisms being used in order to
climinate this state. Here, the control of the process param-
cters regarding the recorded sensor data relates, however,
only to the respective measured data of the corresponding
SEeNnsors.

It 1s the object of the invention to create a method and a
device for monitoring a laser processing operation to be
carried out on a workpiece by means of which the classifi-
cation of a laser processing state, and thereby the processing
quality of a laser processing operation to be performed on a
workpiece, are improved.

This object 1s achieved by the method, control device, and
laser processing head as set forth 1n the independent claims.
Advantageous refinements and developments of the inven-
tion are set forth in the subclaims.

According to the imvention, a method for monitoring,
controlling or closed-loop controlling a laser processing
operation to be performed on a workpiece 1s provided that
has the following steps: detecting at least two current
measured values by means of at least one sensor that
monitors the laser processing operation, determining at least
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two current features or characteristics from the at least two
current measured values, the at least the two current features
jomtly representing a current fingerprint i a feature or
characteristic space, providing a predetermined point set 1n
the feature space, and classitying the laser processing opera-
tion by detecting the position of the current fingerprint
relative to the predetermined point set 1n the feature space.

In order to process a workpiece to a quality of high value
it 1s advantageous here when a “poor” fingerprint detected
by means of the mventive method 1s directly counteracted
during a processing operation, 1t being expedient when the
inventive method additionally comprises a step of closed-
loop controlling at least one process parameter of an asso-
ciated actuator 1n such a way that, when the current finger-
print leaves the point set of the feature space, the at least one
actuator 1s activated so that the change in the associated
process parameter corresponds to a gradient in the feature
space that, starting from the fingerprint, extends in the
direction of the predetermined point set 1n the feature space.

It 1s advantageous here when the determination of a
current feature from at least one current measured value
comprises a method for data reduction or dimension reduc-
tion such as principal component analysis, multidimensional
scaling, support vector machines or a support vector clas-
sification. The reduction 1n dimension or dimensionality of
the sensor data enables classification to be performed much
more quickly by a computer on the basis of the reduced data
volume, which means, for example, that 1t 1s also possible to
perform rapid control of a laser processing operation.

However, 1t 1s also conceivable and expedient for the
determination of a current feature from at least one current
measured value to be performed with the aid of an artificial
neural network.

When use 1s made of a multiplicity of sensors whose
measured data often permit indirect conclusions to be drawn
regarding a processing situation, 1t 1s advantageous when the
predetermined point set 1s defined 1nside the feature space by
means ol a learning process.

In this case, 1n order to closed-loop control the processing,
operation 1t 1s expedient when the gradient field of the
feature space 1s determined in dependency of the process
parameters in different regions at the points in the feature
space that are representative of the respective region with
regard to the gradient, the gradient of the feature space being
determined 1n dependency of a process parameter by varying
the process parameter at a predetermined point of the feature
space.

To monitor comprehensively and determine a multiplicity
of mnformative measured data, it 1s expedient when the at
least one sensor 1s selected from a group that comprises at
least one photodiode with filters for specific wavelengths,
solid-borne and air-borne acoustic sensors, and at least one
camera unit with an appropriate surface i1llumination.

To obtain camera 1mages with high contrast ratio, 1t 1s
expedient 11 the camera 1mages captured by the at least one
camera unit with different exposure times are recorded and
processed with each other using the high dynamic range
method.

To ensure a comprehensive closed-loop control of the
laser processing operation, 1t 1s expedient when the at least
one actuator 1s selected from a group that comprises a
controller of the laser power, a processing velocity controller
of the processing head relative to the workpiece, a controller

= -

of the focal point of the processing laser beam, a controller

l

of the distance of the processing head from the workpiece,
and a controller of the lateral offset.
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According to the invention, there 1s further provided a
device for performing the inventive method that comprises
at least one sensor for monitoring the laser processing
operation that 1s suitable for detecting at least two current
measured values, a data processing unit for determining at
least two features from the at least two current measured
values 1n order to create a current fingerprint 1n a feature
space, a memory unit for storing a predetermined point set
inside the feature space, and a classification unit suitable for
evaluating the laser processing operation by detecting the
position ol the current fingerprint relative to the predeter-
mined point set 1n the feature space.

To use the mventive device 1n a closed-loop controlled
processing operation it 1s advantageous 1n this case when the
device further comprises a control unit for closed-loop
controlling at least one process parameter of an associated
actuator 1n such a way that, when the current fingerprint
leaves the point set of the feature space, the at least one
actuator 1s activated so that the change in the associated
process parameter corresponds to a gradient in the feature
space that, starting from the fingerprint, extends in the
direction of the predetermined point set.

It 1s expedient 1n this case for the at least one sensor to be
selected from a group that comprises at least one photodiode
with filters for specific wavelengths, solid-borne and air-
borne acoustic sensors, and at least one camera unit with an
appropriate surface 1llumination.

Furthermore, 1t 1s advantageous to select the at least one
actuator from a group that comprises a controller of the laser
power, a processing velocity controller of the processing
head relative to the workpiece, a controller of the focal point
of the processing laser beam, a controller of the distance of
the processing head from the workpiece, and a controller of
the lateral ofiset.

Furthermore, according to the invention a laser processing,
head for processing a workpiece by means of a laser beam
1s provided that comprises the imventive device.

The mvention 1s explained 1n more detail below by way
of example with the aid of the drawing, in which:

FIG. 1 shows a tlowchart with the essential components
of the processing operation of a workpiece 1 accordance
with the inventive method,

FIG. 2 shows an overview of the sensors used in the
inventive method 1n order to monitor and detect the laser
processing operation,

FI1G. 3 1s a greatly simplified schematic of the components
used 1n an inventive processing operation,

FIG. 3A 1s a tlowchart of a method for monitoring a laser
processing operation to be performed on a workpiece,

FIG. 4A 1s a greatly simplified schematic of a part of the
actuator used 1n the mventive method during a laser beam
welding process,

FIG. 4B 1s a greatly simplified schematic of a part of the
actuator used in the mventive method during a laser beam
cutting process,

FIG. SA shows a tlowchart of the creation of a fingerprint
in accordance with the inventive method, use being made of
linear and nonlinear dimension reducers,

FIG. 5B shows a flowchart of the creation of a fingerprint
in accordance with the inventive method, use being made of
an artificial neural network,

FIG. 6 A shows a flowchart of the classification operation
in accordance with inventive method, use being made of
linear and nonlinear dimension reducers, and

FIG. 6B shows a flowchart of the classification operation
in accordance with the inventive method, use being made of
an artificial neural network,
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FIG. 7 1s a schematic illustrating a fault detection method,

FIG. 8 shows a flowchart that illustrates the mnventive
learning of the fingerprints and the characteristics or features
respectively,

FIG. 9 shows a flowchart of the dimension reduction
method 1n accordance with the invention,

FIG. 10 shows a flowchart of the inventive assessment of
the current processing operation,

FIG. 11 shows a flowchart of the estimation of new
control parameters 1n accordance with the invention,

FIG. 12 1s a schematic of a camera image that 1s processed
by an HDR method in accordance with the invention,

FIG. 13 shows a block diagram of an mventive HDR
Image sequence processing,

FIG. 14 shows a tflowchart of a classification procedure
with the use of a reinforcement learning method during a
laser processing operation 1n accordance with the invention,

FIG. 15 shows a flowchart of a classification procedure
with the use of a discriminant analysis method during a laser
processing operation 1n accordance with the ivention, and

FIG. 16 shows a flowchart of a closed-loop controlling
operation by means of desired values, obtained by dimen-
s1on reduction, during a laser processing operation 1n accor-
dance with the invention.

Mutually corresponding components are provided in the
various figures of the drawing with the same reference
symbols.

In accordance with the invention, a cognitive laser mate-
rial processing system 1s provided that has cognitive capa-
bilities from the use of machine learning and seli-learming
algorithms. The associated inventive method can be used 1n
laser material processing for the purpose of process obser-
vation, process control, and process closed-loop control.

A system can have two types of cogmitive capabilities:
firstly, 1t seems to an external observer as if the observed
system has cognitive capabilities, for example the ability to
learn and improve 1tself autonomously. Secondly, the system
implements the cognitive capabilities in a way similar to a
natural organism, for example the human brain.

The inventive system has cognitive capabilities such as
learning as well as autonomous detection and correction of
faults that are used 1n laser material processing. The use of
cognitive capabilities 1s particularly advantageous in the
fiecld of laser material processing. Processing operations
such as separation or joining of workpieces difler from one
another very strongly from process to process.

It has previously been known firstly to set up each process
manually 1n an individual fashion. After a setting of the
process parameters, the process 1s merely observed here and
adapted manually 1n a corresponding fashion. In the case
when a next charge of workpieces 1s, for example, contami-
nated or deviates with regard to the workpiece thickness
from the previous charge of workpieces, the process must
frequently be readjusted manually. Automatic adaptation to
process changes has been possible either not at all, or only
to a very slight extent. In fact, the demands of vehicle
manufacturers 1n particular who desire to produce a plurality
of vehicles simultaneously on a production line amount to
being able to adapt the production systems quickly and
adaptively to the processing operations.

The rapid learning of processing operations and the
detection, correction and avoidance of faults during the
processing are requirements that are met by the cognitive
capabilities of the inventive processing system.

FIG. 1 illustrates a flowchart of the inventive method with
its essential components, which are explained below step by
step.




US 9,492,886 B2

S

According to the invention, during process feature acqui-
sition all information relevant to the processing operation 1s
detected by a sensor system with at least one sensor. The
sensors used are employed to obtain a multiplicity of mea-
sured values and information relating to the process, 1n order
to be able to determine process maps, process features or
unambiguous fingerprints of the process, which are denoted
below as features, from the measured data of the sensors
monitoring the processing operation. The determination 1s
performed, in particular, by calculation, or another suitable,
preferably electronic, processing of the measured values.

An overview ol the mventively used sensors 1s shown 1n
FIG. 2, and a design of an imnventive laser processing system
with the appropriate sensors 1s shown 1n FIG. 3.

Alongside already known sensors for monitoring a laser
processing operation, additional sensors are used in the
invention to detect solid-borne and air-borne noise. It 1s
expedient to use at least two sensors each for solid-borne and
air-borne noise 1n order to record noise. Moreover, 1n the
preprocessing the sensor signals for solid-borne and air-
borne noise are further filtered, amplified and appropriately
scanned 1n dependence on process. Various directional fea-
tures are suitable for recording air-borne noise. The loca-
tions of the noise sources and the direction of propagation
can subsequently be calculated by skilltul arrangement of
the acoustic sensors. Thus, 1t 1s also possible to reduce
interference noise from nonrelevant sources, and back-
ground noise, or to apply methods such as active noise
cancellation.

Furthermore, there are fitted 1n the laser processing head
sensors that serve to detect emission of specific wavelengths
and are preferably photodiodes that are sensitive to a specific
wavelength range. In addition, it 1s also possible here to
arrange optical bandpass filters for selecting specific wave-
length ranges upstream of the corresponding photodiodes.
The measured values of these sensors are likewise detected
and scanned.

Furthermore, cameras that observe the laser processing
operation and, in particular, the laser processing zone are
used to obtain measured data. Thus, 1t 1s possible to use an
In-process camera whose observation beam path 1s coupled
coaxially into the beam path of the working laser in the
processing head, in order thereby to image the laser pro-
cessing zone. Alternatively, it 1s also possible for a camera
outside the processing head to record the processing opera-
tion. A camera running ahead, termed a pre-process camera,
and a camera runmng behind, termed a post-process camera,
can likewise record the laser processing operation. Diverse
workpiece 1llumination concepts are suitable for recording
by camera, depending on the processing operation. Thus,
according to the invention use may be made for 1llumination
purposes of light-emitting diodes that are cost effective and
can emit in a wide wavelength range, or it 1s possible to use
lasers 1n various wavelengths with appropriate optics for
focusing onto the camera detail on the workpiece surface.
Data processing methods such as “region of interest”, “qua-
las™, or a geometric data evaluation are particularly suitable
and preterred for preprocessing the camera data. In addition,
according to the mvention use 1s made of a high dynamic
range (HDR) method that advantageously increases the
contrast ratio of the recorded camera 1images. To this end, the
images are recorded with different exposure times and
processed with each other via an HDR method, resulting in
images with a very high contrast ratio.

The quality of the process feature acquisition rises with
the number of sensors used, but the costs of the system rise
correspondingly. It 1s therefore to be observed that the
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inventive method 1s not limited to the use of the multiplicity
ol sensors, but can already be performed by using only one
sensor, for example the 1m-process camera.

The process control 1n accordance with the inventive
method and with the use of specific actuators 1s described
below.

In laser material processing, it 1s normal to design a
control program manually for all the actuators involved.
During the process, this control program i1s monitored only
via process monitoring, or adapted with the aid of specified
control loops such as capacitive distance sensor(s) during
laser cutting.

In the mventive method, by contrast, recourse 1s made to
continuous process control, and further new process control
options are integrated.

FIG. 3A 1s a flow chart of a method for monitoring a laser
processing operation to be performed on a workpiece. As
discussed 1n detail below, the method includes detecting at
least two current measured values (S10), determining at least
tow current measured values (S20), providing a predeter-
mined point set (S30) and classitying the leaser processing
operation (540).

As FI1G. 4A shows, during the processing method of laser
beam welding, the laser beam power, the distance between
the processing head and workpiece, the speed of the pro-
cessing head relative to the workpiece and the position of the
focal point of the processing laser radiation are controlled or
closed-loop controlled.

As FI1G. 4B shows, during the processing method of laser
cutting the supply of process gas 1s also additionally con-
trolled or closed-loop controlled according to the invention
alongside the abovementioned process parameters. More-
over, 1t 1s possible 1n both processing methods to modulate
the intensity of control signals at a specific frequency, for
example a modulation of the laser radiation intensity of
between 90 and 100 percent. Since the control signal 1s
known, 1t 1s possible via the sensor data to regain from the
system response data relating to the process such as, for
example, a gradient field of the feature space as a depen-
dency of the process parameters in different measuring
ranges. The controls can be implemented via appropriate
linear axes, robot control or other control interfaces.

Although the closed-loop control options increase with
rising number of the actuators used, since 1t 1s possible to
control more process parameters, there 1s a corresponding
rise 1n the system costs. Consequently, 1t 1s to be noted that
the 1nventive method 1s not limited to the use of the
multiplicity of actuators, but can be performed even using
only one actuator, for example a laser power controller for
laser welding, or a process gas controller for laser cutting.

The step of classifying the laser processing operation 1n
accordance with the inventive method 1s described 1n more
detail below.

In order to implement an autonomous detection and
correction of faults by the inventive laser processing system,
the techmical cognition must be extracted from the sensor
data so that the mventive system can autonomously make
decisions for driving the actuator(s).

Furthermore, 1t 1s advantageous when the system can be
taught by a user thereof and 1s 1tself capable of learning. In
order to implement cognitive laser material processing, 1t 1s
provided according to the invention that the system already
autonomously knows the essential features from all the
sensors used, or detects and learns them and subsequently
makes decisions for process control. The aim below 1s to
illustrate three stages of the mventive method, specifically
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the learning of the process environment, the classification of
the current process result, and the control or closed-loop
control of the process.

The aim 1s firstly to explain the learning of the process
environment. In order to make acquaintance with the pro-
cess, there 1s firstly a need for reference runs or training
processings. Fach processing operation has a desired result
and one deviating therefrom. The test processing or refer-
ence run must both include results and, ideally, also the
transitions, and the reaction of the system to the process
control. If, for example, the aim 1s to attain a weld seam 1n
a stainless steel lap joint with a defined weld seam width of
X mm and a length of Y cm, at least one reference run must
be made 1n which at least one process parameter 1s varied so
that 1n this reference run both the defined and the specifi-
cation overshoot in both directions of the process parameter
are included.

In this case, according to the mnvention the human system
operator can perform a reference run with a rising laser
power as process parameter for which, 1n the process, the
upper and lower specification boundary occurs and 1s over-
shot. I the lower specification boundary 1s, for example, the
root penetration, and the upper specification boundary 1s the
seam collapse, 1t 1s possible to start a reference run with a
laser power so as not to cause root penetration. During the
reference run, the laser power i1s controlled such that 1t rises
continuously until a seam collapse occurs. This process 1s
observed with the process sensor(s) described, which
records the appropriate measured values, and used for the
purpose of learning the process environment.

Another example relates to production problems between
two charges of greasy and nongreasy workpieces. Here, the
definition boundaries would also need to be mcluded for the
purpose of learning during the reference run. The operator
informs the cogmitive laser material processing system
where the definition boundaries lie, and so the inventive
system can learn to distinguish between the regions.

According to the mvention, two different methods, which
are described below, are provided for the purpose of learning
the process environment.

As FIG. 5A shows, linear and nonlinear dimension reduc-
ers and variety learning methods such as principal compo-
nent analysis (PCA), MDS (Multidimensional Scaling),
LLE (Locally Linear Embedding) and SVM (Support Vector
Machines) can be used for the purpose of learning the
process environment. These methods may be used both in
combination and on their own. Furthermore, as described
turther below, a discriminant analysis can be used for the
purpose of learning the process environment.

As shown 1n FIG. 5B, another approach to learning the
process environment 1s to use an artificial neural network
(ANN).

Described 1n a simplified fashion, in the first approach the
large volume of sensor data 1s merged and reduced. In this
case, as lar as possible all essential features are retained, and
redundant information 1s neglected. At the end, there 1s for
cach observed instant a vector and/or a matrix of features
that have been obtained from the measured values of the
sensors, but whose data volume has been greatly reduced.
The aim 1s to be able to classily the process state uniquely
with this matrix or vector, which can also be designated as
a fingerprint of the process or characteristic.

The process 1s diflerent with artificial neural networks
since here the network 1s trained, and the learned informa-
tion 1s subsequently present 1in the network and the result can
then be classified. The output neurons thus initially use a
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classification with the aid of the trained data. Closed-loop
control can subsequently be performed with the aid of this
classification.

Monitoring the processing operation, there 1s a need for
the current process result to be acquired, compared with the
previously learned desired region, which can be considered
as a point set 1n the feature space, and, i1t appropnate, the
process parameters to be adapted, as shown 1n FIGS. 6 A and
6B. The process parameter adaptation can and should
already be performed before emergence from the desired
region. Here, the predetermined point set, which is used to
closed-loop control the system, can be adapted so that 1n the
case ol closed-loop control the current fingerprint of the
sensor system already leaves the predetermined point set at
an 1nstant when the fingerprint enters an edge region of the
desired region.

The classification of the current process result using the
first method 1s described below (FIG. 6A). The cognitive
laser material processing system has already stored in the
database of a memory the learned process environment, the
learned features or fingerprints 1n the form of a vector or a
matrix. The measured values of the sensors, currently being
obtained from the process, must mitially be reduced 1n data
volume and brought for the purpose of comparison into the
same data space, that 1s to say the feature space, as the
feature vectors or fingerprints; 1n this way, a current finger-
print 1s obtained as a reduced sensor data vector or matrix in
the feature space and 1s compared with the learned point set
in the feature space. It 1s possible in this way to obtain the
probability that the currently acquired data point 1s closest to
a certain feature point, feature spot or feature item. It
becomes known 1n this way whether this feature point 1s still
inside the desired region; furthermore, the correction prob-
ably required for the process parameter 1s known.

The classification of the current process result by means
of artificial neural networks (FIG. 6B) 1s performed by the
trained network. The classification result 1s whether the
process 1s still 1n the desired region, and with which ten-
dency the process parameter 1s to be adapted.

The control or closed-loop control of the process 1n
accordance with the mventive method 1s performed 1n the
following way. By means of the classification result, the
control unit already knows the direction and the intensity
with which the appropriate actuators have to be activated.
Various closed-loop control methods can be used. Thus, for
example, 1t 1s possible to use the minimization of the
geodesic distance between the desired feature vector and
result vector, or a closed-loop control method with a Kalman
filter and minimization of the mean square error. In addition,
it 1s possible to determine the tendency to regulation from
the multidimensional feature spaces or characteristic spaces
via the “support vector” classification. The closed-loop
controller 1s then not allowed to overshoot the previously
defined safety region.

The mvention can be applied 1n a plurality of method
variants, ol which a few are presented at this juncture.

It 1s 1mportant 1n process monitoring to discuss some
faults (errors) clearly. The use of cognitive laser material
processing also returns good results here. It 1s necessary in
the fault detection method (as 1llustrated 1n FI1G. 7) firstly for
the operator to prompt a fault deliberately so that the
cognitive system can learn this. Once the system has learned
the fault 1t can detect this accurately. This 1s intended to be
illustrated by the following example. The aim 1s for the dross
or the formation of a burr on the cutting edges during a laser
cutting process to be detected with the aid of a process
sensor system with various sensors, iter alia an i-process
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camera. The operator makes a reference run with constant
control parameters except for the process gas, which he
allows to drop so far via the controller during the reference
run that a dross clearly results. Once the reference run 1s
ended, the cognitive laser material processing system uses
the sensor data to calculate the appropriate principal com-
ponents via the PCA, Principal Components Analysis, or a
combination of the other methods of the dimension reducers
presented. The operator now mnforms the system of the areas
on the workpiece at which a dross has resulted. Using the
information relating to where the dross has resulted on the
cutting edge, and to the points at which corresponding
principal components have been calculated from the sensor
data, the cognitive system can subsequently calculate the
corresponding components, a vector or matrix, which
includes the collected features or the fingerprint respectively
for a dross to result. As the machine continues 1ts operation,
it can then be calculated from the current sensor data by
matrix-vector algebra during the process whether the learned
fault (error) has occurred, and this can be indicated to the
operator.

The same method can be used, i order, for example, to
detect eflects occurring during laser beam welding or laser
cutting: lack of fusion (false friend), seam collapse (1nsui-
ficient fill), full penetration (root fusion), cutting width X,
penetration depth status, cutting edge roughness, burning
cllects, weld seam width Y, welding status, root penetration
status, joint cross section status, gap in the lap joint, gap 1n
the butt joint, lateral offset, ejections (dropouts), pores,
holes.

The 1mvention can also be used to simplily a charge
change that previously required an adaptation of the laser
material processing system. The workpieces of the new
charge have slightly changed properties, for example mate-
rial thickness or degree of contamination. Once again, firstly
a learning phase, and subsequently a classification phase are
performed. A closed-loop control process can be 1mple-
mented as early as after the classification phase. However, 1t
1s also possible to estimate new control parameters for a
process change that occur, for example, as a result of a
charge change.

According to FIG. 8, the measured values of the process
sensor(s) are acquired in the learning phase by a reference
run. Set once again as reference run are process control
parameters which are constant except for one control param-
cter which 1s varied. By way of example, in the case of a
laser beam welding process the laser power can be raised
continuously during the reference run. The acquired data are
processed by the cognitive laser material processing system
with the aid of dimension reducers, ci. FIG. 9. The output
data of each sensor used are firstly filtered with the aid of an
appropriate lowpass. Subsequently, the n principal compo-
nents are output via principal component analysis. The data
are then normalized and freed from the mean. The feature
value data for the sensors used in relation to each time
segment acquired are obtained at the end of this processing
step. The corresponding features or fingerprints and their
mapping rule are stored 1n a database for feature mapping
rules. The user of the system now defines on the workpiece
an area that corresponds to the desired result. This definition
1s converted 1nto a vector with the aid of which 1t 1s possible
to train a classifier. Support vector machines are used in this
method 1n order to be able to perform a classification. A
method of support vector classification 1s applied 1n this
case. It describes a mathematical method for distinguishing
desired and undesired process results that by performs a
multidimensional separation of the feature space based on
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the users’s specifications. The database with feature map-
ping rules describes the mapping rule(s), and the classifica-
tion database describes the separation of the feature spaces.

The application of the learned process knowledge for the
classification and/or assessment of the current processing
operation (FIG. 10) 1s described below. After the learning
phase, the cognitive laser material processing system moni-
tors the processing operation 1n accordance with the previ-
ously learned user wishes. The sensor data are dimensionally
reduced on the basis of the specifications of the specified
feature mapping rules. The output data are located in the
predetermined feature space or characteristic space. The
classification data learned by the operator via the support
vector classification method serve the purpose of evaluating
the current processing operation. An evaluation can be
carried out as to whether the current process result lies 1n the
desired region defined by the user, and which tendency 1s to
be preferred via a probability for the process control param-
eter 1n order to closed-loop control the process.

The aim now 1s to describe the estimation of new control
parameters or process parameters 1 the case of small
process changes owing to a charge change. If the processing
operation 1s modified for a certain duration, for example by
a slight change in the workpiece properties in the case of a
charge change, 1t 1s possible to estimate the new control
parameters. It 1s necessary to this end to perform a new
reference run 2 1n addition to the previous reference run 1.
The same control parameters are applied for reference run 1
and reference run 2.

As shown 1n FIG. 11, the sensor data or the measured
values of the sensors of reference run 2 are dimensionally
reduced again. The mapping rules are now applied to the
recorded sensor data of reference run 1. The occurrence
probabilities of the features from reference run 1 during
reference run 2 are calculated using the mnventive method of
support vector classification. The cognitive laser material
processing system can thus calculate, from the position on
the workpiece or from the control parameters used at this
poimnt and from occurrence probabilities of the features,
which control parameters in the new process give rise to a
very similar or virtually identical result as in the previous
processing operation.

As 1n the previously outlined methods, features are
obtained from the process data 1n feature-based closed-loop
controlling methods. These features are classified by the
operator by means of mitial and regularly recurring refer-
ence runs, with corresponding evaluation as to whether the
control parameter 1s to be adapted. The corresponding
features and the associated classifications are stored 1n a
database, 11 appropriate with an adaptation proposal. The
operator thus assesses the system at regular intervals and
thereby teaches it. The system can thus firstly establish
whether the current process result 1s still located in the
prescribed feature space, and whether the system 1s to
perform an adaptation of the control parameters. The learned
features and adaptation proposals therefore increase over
time, and the system continues to improve in the processing.
Similar features and adaptation proposals can be oflset with
cach other again in order to avoid an excess of features.

The aim below 1s further to explain the abovementioned
high dynamic range (HDR) method more precisely. In this
method, either an 1maging sensor 1s scanned multiply, that 1s
to say at least twice, per image at diflerent instants, or a
plurality of images, that 1s to say two, three or more 1mages
are taken with different exposure times or with a plurality of
cameras and subsequently processed with each other to form
at least one 1mage. This procedure enables a recording of
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images, 1mage sequences or videos that simultaneously
visualize 1n a single 1mage the surrounding processing
surface, the process emission and the vapor capillary or the
kevhole. In the case of an 1maging of laser processing
operations, the intensity values of said areas are distributed
over a wide range that can be visualized by said method 1n
one 1mage. An 1mage or image sequence thus produced is
displayed 1n a fashion adapted via a gray scale value or tone
mapping method for the purpose of display on a screen or
display device 1 conjunction with a process monitoring
system or an evaluation or control unit with a comparatively
low intensity resolution.

As 1llustrated i FIGS. 12 and 13, according to the
invention a plurality of 1images or pixel arrays are processed
with each other 1n order to perform an HDR method or a
method for better visualization of processing surface, pro-
cess emission and vapor capillary (keyhole).

The different 1images can result from multiple scanning of
an 1maging sensor, or from simultancous 1maging with a
plurality of cameras, or by sequential imaging with one
camera but different exposure times, this being termed a
multiexposure technique. The processing of the imndividual
recorded images can take place with various types of
method. This includes, 1n the simplest case, the adding up
and averaging of the individual image values of a plurality
of 1images of an 1mage sequence from at least two recorded
images. To obtain more effective 1maging, the image values
or pixels from an 1mage sequence of at least two recorded

images can be averaged by weighting.

As weighting method, either an entropy method can be
used for weighting by information content, or it 1s possible
to perform weighted averaging taking account of the camera
response function. This requires an inference to be drawn as
regards the real or feasible radiant energy per surface, this
being yielded by the following function:

)
-xfj = n

The weighting for the individual radiant energies 1s then:

E wij o -xzj

i
2 Wi
i

XJ,':

Here, 1 1s the image 1index from an image sequence of a
plurality of recorded 1mages, 1 1s the pixel position, t, 1s the
exposure time or scanning time ot the recorded image 1, y;;
1s the intensity value of the pixel of the recorded image 1 at
the position j, I"* () is the inverse camera response function,
X, 1s the estimated radiant energy per surface at the pixel
position j, and w,; 1s the weighting tunction of the relability
model. The invention relates explicitly to the use of these
illustrated HDR 1mage processing methods 1 processing
methods such as separation or joining ol materials, in
particular with the aid of laser processing heads and/or the
inventive process monitoring system connected thereto.

The aim below 1s further to describe with more precision
the sensors and classification methods used.

Any sensor that enables a sensor data output can be used
in principle as sensor system. In particular, these are by way
of example microphones or solid-borne acoustic sensors,
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cameras, photodiodes, probes, techmical evaluation and
monitoring signals as well as actuator parameters such as,
for example, laser power.

Feature extraction and dimension reduction: it 1s possible
here to use all methods that reduce the data volume and
maintain the information content as far as possible. These
are here, 1n particular, principal component analysis (PCA),
independent component analysis (ICA), wavelet analysis,
Fourier, Fast-Fourter and Laplace analysis, feature and
object recognition methods, locally linear embedding, arti-
ficial neural networks, multidimensional scaling and many
more.

The reduced data volume can be interpreted as a point
cloud in a multidimensional space that has been obtained
from a space ol higher dimension. By reducing them, 1t 1s
possible for the data to be compared 1n a finmite time with
previously recorded and classified and/or learned data vol-
umes. It can be established 1n this classification whether the
new sensor data already resemble recorded sensor data, and
this resemblance can be assigned a probability. If a defined
threshold value for a similarity probability of a previously
recorded data volume 1s overshot, 1t 1s possible to follow the
solution or control or closed-loop control approach previ-
ously stored thereunder. If the threshold value for a simi-
larity probability relating to previously learned data volumes
1s overshot, the system 1s in a new situation.

The behavior for a new situation can either be learned by
interrogating a human operator, or tried out using the simi-
larity principle from the previous data and solution strate-
gies. Use 1s made here of self learning algorithms that, once
an objective has been set, subsequently check after trying
out a self developed approach whether a goal has been
achieved, and evaluate the selected solution approach. The
following methods can be used for the classification, saving
of empirical values and solution strategies, and as self
learning algorithms: support vector machines, support vec-
tor classification, fuzzy logic, information fuzzy networks,
tuzzy K-nearest neighbor classifier, K-nearest neighbor clas-
sifier, remnforcement learning, Bayesian networks and
Bayesian knowledge databases, naive Bayesian classifiers,
hidden Markov chains, artificial neural networks and back
propagation, regression analysis, genetic programming or
decision trees.

The solution strategy resulting after the classification, or
a control of a closed-loop control or actuators can be of
simple design, but they can also control the type of data
acquisition. If, for example, no threshold value for a known
data volume 1s reached, the type of data acquisition can be
changed. For example, this can be performed by adapting a
wavelet analysis to the new frequency bands, or by changing
from PCA to ICA.

High Dynamic Range Method (HDR Method)

An HDR method can be used to calculate a relatively high
contrast ratio from a plurality of recorded 1mages or image
value matrices and vectors with diflerent contrast ratios. To
this end, when 1maging or observing a scene it 1s possible to
record a plurality of images with different exposure times
from which an 1image or image sequence with an improved
conftrast ratio can subsequently be calculated. In order to
produce an 1image sequence with different contrast ratios, 1t
1s possible to use the so called multiexposure method to
record a plurality of images with a diflerent exposure time.

However, it 1s also possible for the pixel values to be
multiply scanned during an exposure time. An 1mage
sequence with different contrast ratios 1s produced 1in this
way during an exposure time. Additionally, 1n this case the
charges present on an 1maging sensor and which represent
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the pixels can be retrieved once, and cannot be retrieved a
second time thereafter. However, there are techniques such

as the nondestructive reading, also termed nondestructive
read out (NDRO), or a multislope or single slope readout or
cooled 1mager or charge injection imaging (CIS) or thuin film 5
on CMOS (TFC) or active pixel sensor (APS) or single slope

or correlated double sampling (CDS), that enable multiple
interrogation of a charge, for example 1n the case of a CMOS
chip, during a single exposure period, without the interro-
gated charge value being changed by the scanning. Accord- 10
ing to the invention, these techniques can be used to observe

a laser processing operation in order thereby to implement

an observation or control method, 1t being possible to use the
HDR method to simultaneously observe and resolve the
process emissions, the vapor capillary (keyhole), the melt 15
pool, the weld seam geometry and the weld seam guidance
during a laser welding operation to be performed, or to
simultaneously observe and resolve the interface, the cutting
edge, the process emission and also dross formation and the
dross geometry during the performance of a laser cutting 20
operation. I appropriate, 1t 1s possible 1 both cases to
observe a laser line projected onto a workpiece to be
machined (as also shown 1n FIG. 12).

Reinforcement Learning (RL)

Reinforcement learning (RL) denotes an area of machine 25
learning. It describes methods in which systems or agents
are applied to environments 1n order to maximize a reward.
RL finds 1n this case mapping rules or policies for one or
more system states or states onto system action plans or
actions. The policies of RL can be used according to the 30
invention for the purpose of self improving control and
observation of laser processing operations.

FIG. 14 shows a possible policy of how RL can be
integrated 1n a laser processing operation. The values to be
learned are symbolized by the matrix Q. The Q matrix 35
consists of the components QS1, QSn, QSA, QDR, QRI1,
QRm, which are capable of including one or more values.
These components are imtialized with a start value and
optimized according to an RL method. This optimization
takes place 1n that an action 1s executed and 1s evaluated by 40
a reward function, and this evaluation modifies the values of
the Q matrix 1n a fashion reminiscent of a theatre, where a
critic assesses an actor and the actor adapts his actions. As
described before, a point cloud with an approprate classi-
fication can be obtained by a human expert 1n a reference run 45
or from a learning phase. Said classification thus stores the
characteristics or point clouds or features or fingerprints or
sensor measured values that constitute the desired process
result. This can be implemented by a support vector machine
or another classification. This can constitute a reward func- 50
tion in accordance with which the RL method operates. The
Q matnix 1s thus optimized in accordance with this reward
function learned by the person. Weighting values or adjust-
ment parameters can be learned and optimized 1n this way,
examples being the weighting of different sensors one 55
among the another (QS1, QSn), the selection of special
features that are used for control or observation purposes
(QDA), the selection of the desired values for diverse
closed-loop controlling methods (QDR), or else the closed-
loop controller adjustment parameter, for example 1n a 60
proportional fashion, P term, an integral fashion, I term, and
a differential fashion, D term (QR1, QRm). In this way, the
control, closed-loop controlling or observation characteris-
tics of a laser processing system can be optimized through-
out the duration of use. According to the invention, methods 65
that can be applied within reinforcement learning or another
machine learming method 1n laser material processing are as
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tollows: Markov decision process (MDP), Q learning, adap-
tive heurnistic critic (AHS), state action reward state action
(SARSA) algorithm, self organizing map (SOM), adaptive
resonance theory (ART), multivariate analysis (MVA),
expectation maximization (EM) algorithm, radial basis func-
tion network, time series prediction, automatic target rec-
ognition (ATR), radial basis function (RBF) and similar
methods.

Discriminant Analysis and Closed-Loop Controlling
Method

The discriminant analysis (DA) or linear discriminant
analysis (LDA) also called Fisher’s linear discriminant
analysis, 1s a statistical method of analysis that has a similar
functional principle to the already described principal com-
ponent analysis. By contrast with principal component
analysis, DA also accounts for the class membership of a
classification. DA can also alternatively be used for dimen-
sion reduction 1n the inventive method, but at the same time
constitutes a combination of dimension reduction and clas-
sification methods.

As 1illustrated in FIG. 15, 1t 1s thereby possible to record
sensor data, reduce them in dimension, and classily them
using a method as already described with the aid of previ-
ously learned data. The classification result can then be used
as a basis for an actual value calculation for one or more
closed-loop controllers with the aid of learned desired values
in order to control one or more actuators or control param-
eters. According to the invention, DA can be combined with
other dimension reduction methods 1n laser material pro-
cessing so that, for example, it 1s possible firstly to perform
principal component analysis and, after that, DA. This also
holds for the other dimension reduction methods already
described, which reduce a sensor data iput vector of
dimension Y to a dimension X, where X<Y. The combina-
tions can also differ from one another for the respective
sensors. Thus, the independent component analysis already
mentioned, which extracts features in accordance with the
statistical independence, 1s particularly suitable for acoustic
sensors, while principal component analysis 1s particularly
suitable for 1imaging sensors. Further dimension reduction
methods can be used according to the mvention 1n a laser
maternal processing system described: kernel principal com-
ponent analysis, locally linear embedding (LLE), Hessian
LLE, Laplacian eigenmaps, local tangent space alignment
(LTSA), semidefinite embedding (SDE), maximum variance
unfolding (MVU), curvilinear component analysis (CCA),
data driven high dimensional scaling (DD-HDS), autoen-
coders, as special variant of a feed forward artificial neural
network, Boltzmann machines and all methods using a
similar principle.

For the purpose of particularly rapid data processing,
principal component analysis or other dimension reduction
methods or feature extraction or an HDR method can also be
executed according to the invention on a cellular neural
network (CNN) integrated 1n an 1tmage acquisition unit in a
laser processing system. CNN 1s a parallel calculating
method similar to an artificial neural network.

Furthermore, as shown in FIG. 16, according to the
invention 1t 1s also possible for the purpose of rapid data
processing also to closed-loop control a laser processing
operation directly with the aid of desired values from a
dimension reduction, whereupon classification can then
serve to determine the best desired values with an optimi-
zation of a signal-to-noise ratio. It 1s possible in this way to
implement very high frequent controlling cycles, in con-
junction with high adaptativity through taking account of the
learned classification results.
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The 1nvention claimed 1s:
1. A method for monitoring a laser processing operation
to be performed on a workpiece, having the following steps:

detecting at least two current, measured values by using
at least one sensor that monitors the laser processing
operation,

determining at least two current features from the at least
two current measured wvalues, the at least the two
current features jointly representing a current finger-
print 1n a feature space,

providing a predetermined point set in the feature space,
wherein the predetermined point set 1s defined inside
the feature space using a learning process,

classitying a process state of the laser processing opera-
tion by detecting a position of the current fingerprint
relative to the predetermined point set in the feature
space, the current fingerprint being a current fingerprint
for an observed instant, wherein the at least one sensor
comprises at least one photodiode and at least one

camera unit for imaging a laser processing zone, and
wherein for workpiece i1llumination an 1llumination
umt with optics 1s used to focus onto the at least one
camera unit details on a workpiece surface, to obtain
the at least two current measured values from the at
least one camera unit regarding the melted workpiece
area, and

closed-loop controlling at least one process parameter of
an actuator 1n such a way that, when the current
fingerprint leaves the predetermined point set of the
feature space, the actuator 1s activated so that the
change 1n the process parameter of the actuator corre-
sponds to a gradient in the feature space that, starting
from the fingerprint, extends from said fingerprint 1n a

direction towards the predetermined point set in the
feature space.

2. The method as claimed 1n claim 1, wherein the at least
one photodiode i1s provided with filters for specific wave-
lengths.

3. The method as claimed in claim 1, wherein the step of
determining the at least two current features from the at least
two current measured values comprises a method for data
reduction or dimension reduction, and that the classifying
comprises support vector machines or a support vector
classification.

4. The method as claimed 1n claim 2, wherein for deter-
mimng the gradient of the feature space a reference run with
a varied process parameter 1s performed, wherein 1n the
process an upper and a lower specification boundary occurs
and 1s overshot.

5. The method as claimed in claim 1, wherein camera
images captured by the at least one camera unit are recorded
with different exposure times and processed with each other
using a high dynamic range (HDR) method.

6. The method as claimed i1n claim 2, wherein the at least
one actuator 1s selected from a group that comprises a
controller for controlling the laser power, a controller for
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controlling the processing velocity of the processing head
relative to the workpiece, a controller for controlling the
focal point of the processing laser beam, a controller for
controlling the distance of the processing head from the
workpiece, a controller for controlling the lateral offset, and
a controller for controlling the supply of a process gas.

7. A device for performing a method for monitoring a
laser processing operation to be performed on a workpiece
in accordance with claim 1, comprising:

a sensor unit including at least one photodiode and at least
one camera unit for imaging the laser processing zone
that are configured to detect at least two current mea-
sured values from the at least one camera unit regarding,
a melted workpiece area,

an illumination unit configured to illuminate the work-
piece to be processed, with optics for focusing onto the
at least one camera unit details on a workpiece surface,

a data processing unit configured to determine at least two
current features from the at least two current measured
values 1 order to create a current fingerprint 1n a
feature space,

a memory unit configured to store a predetermined point
set inside the feature space, wherein the predetermined
point set 1s defined inside the feature space using a
learning process,

a classification unit configured to evaluate a process state
of the laser processing operation by detecting the
position of the current fingerprint relative to the pre-
determined point set 1n the feature space, the current
fingerprint being a current fingerprint for an observed
instant, and

a control unit configured to control at least one process
parameter of an actuator in such a way that, when the
current fingerprint leaves the point set of the feature
space, the actuator 1s activated so that the change in the
process parameter of the actuator corresponds to a
gradient 1 the feature space that, starting from the
fingerprint, extends from said fingerprint in a direction
towards the predetermined point set in the feature
space.

8. The device as claimed 1n claim 7, wherein the 1llumi-

nation unit comprises light-emitting diodes or lasers.

9. The device as claimed 1n claim 8, wherein the at least
one actuator 1s selected from a group that comprises a
controller for controlling the laser power, a controller for
controlling the processing velocity of the processing head
relative to the workpiece, a controller for controlling the
focal point of the processing laser beam, a controller for
controlling the distance of the processing head from the
workpiece, a controller for controlling the lateral offset, and
a controller for controlling the supply of a process gas.

10. A laser processing head that irradiates a laser beam for
processing a workpiece, having the device as claimed in
claim 7.
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