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410 Receive a file to be analyzed in a sandbox
environment

Determine, based on the file and/or a client device

420 for which the file is intended, configuration
information for configuring the sandbox environment

430 Configure the sandbox environment based on the
configuration information
Analyze the file in the sandbox environment based
440 L ,
on configuring the sandbox environment
NO Permit the file to be 460
accessed
YES
470 Perform an action to
counteract the malware

PDoes
the file include
malware?

450

FIG. 4
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CONFIGURING A SANDBOX
ENVIRONMENT FOR MALWARE TESTING

BACKGROUND

Malicious software (“malware”) may refer to any soft-
ware used to disrupt computer operations, gather sensitive
information, gain access to private computer systems, or the
like. Malware may refer to a variety of types of hostile or
intrusive software, including a computer virus, a worm, a
trojan horse, ransomware, spyware, adware, scareware, or
other malicious software.

A sandbox environment may refer to a computing envi-
ronment that may be used to test for malware. For example,
a sandbox environment may be used to execute untested
code, untrusted software (e.g., from unvernfied third parties),
or the like. A sandbox environment may provide a tightly
controlled set of resources for executing a software program
without permitting the software program to harm a device
that hosts the sandbox environment. For example, the sand-
box environment may restrict access provided to the soft-
ware program (e.g., may restrict network access, access 1o
ispect a host system, read and/or write access, etc.) to
prevent harm to the host device.

SUMMARY

A device may receive a file to be analyzed 1n a sandbox
environment, and may determine configuration imnformation
for configuring the sandbox environment. The configuration
information may be determined based on at least one of: file
information associated with the file to be analyzed, or client
device mnformation associated with a client device for which
the file 1s intended. The device may configure the sandbox
environment using the configuration information. The con-
figuration information may identity a system configuration
for the sandbox environment. The device may analyze the
file 1n the sandbox environment based on configuring the
sandbox environment using the configuration information.

A computer-readable medium may store one or more
instructions that, when executed by one or more processors,
cause the one or more processors to receive a file to be
analyzed for malware using a sandbox environment. The one
or more structions may cause the one or more processors
to determine configuration information for configuring a
system configuration of the sandbox environment. The con-
figuration mformation may be determined based on at least
one of: file information associated with the file to be
analyzed for malware, or client device information associ-
ated with a client device for which the file 1s intended. The
one or more instructions may cause the one or more pro-
cessors to configure the system configuration of the sandbox
environment using the configuration information. The one or
more instructions may cause the one or more processors to
analyze the file for malware using the sandbox environment
based on configuring the system configuration of the sand-
box environment using the configuration information.

A method may include recerving, by a device, a file to be
analyzed 1n a computing environment. The method may
include determining, by the device, configuration informa-
tion for configuring the computing environment. The con-
figuration mformation may be determined based on at least
one of: the file to be analyzed, or a client device for which
the file 1s intended. The method may include configuring, by
the device, the computing environment using the configu-
ration mnformation. The configuration mformation may iden-
tify a system configuration for the computing environment.
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The method may include analyzing, by the device, the file 1n
the computing environment based on configuring the com-
puting environment using the configuration iformation.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram of an overview ol an example
implementation described herein;

FIG. 2 1s a diagram of an example environment 1n which
systems and/or methods, described herein, may be imple-
mented;

FIG. 3 1s a diagram of example components of one or
more devices of FIG. 2;

FIG. 4 1s a flow chart of an example process for config-
uring a sandbox environment for malware testing; and

FIGS. SA-5F are diagrams of an example implementation
relating to the example process shown in FIG. 4.

DETAILED DESCRIPTION

The following detailed description of example implemen-
tations refers to the accompanying drawings. The same
reference numbers 1 different drawings may identily the
same or similar elements.

A security device (e.g., a firewall, a server, etc.) may use
a sandbox environment to test a file for malware, such as by
executing the file 1n the sandbox environment and monitor-
ing for an indication that the file 1s malware. Diflerent
malware may be designed to exploit vulnerabilities of dii-
ferent system configurations (e.g., diflerent operating sys-
tems, different types of devices, diflerent applications, etc.).
Furthermore, the security device may use the sandbox
environment to protect different types of client devices with
different system configurations. Thus, using a standard sand-
box environment (e.g., based on a default system configu-
ration, such as a corporate operating system 1mage), regard-
less of the file being tested for malware or the client device
being protected from malware, may be less effective than
configuring a custom sandbox environment to test for mal-
ware. Implementations described herein may assist 1n con-
figuring a sandbox environment for malware testing based
on a file being tested and/or a client device being protected,
thereby increasing the effectiveness of malware testing and
improving computer security.

FIG. 1 1s a diagram of an overview of an example
implementation 100 described herein. As shown i FIG. 1,
a security device may receirve a file for malware analysis. As
turther shown, the security device may analyze the file to
determine {ile mnformation for configuring a sandbox envi-
ronment for a malware analysis. For example, the security
device may analyze the file to determine an operating system
type (e.g., an operating system capable of executing the file,
an operating system vulnerable to the file, etc.), a source
uniform resource identifier (URI) from which the file was
obtained (e.g., which may indicate a browser configuration,
etc.), file metadata associated with the file, or the like. The
file information may indicate a system configuration to be
used when configuring the sandbox environment. As shown,
the security device may configure the sandbox environment,
for testing the file for malware, based on the file information.
In this way, the sandbox environment may be configured
and/or customized to more eflectively analyze the file for
malware than if a default sandbox environment had been
used to analyze the file for malware.

In some 1mplementations, the security device may 1den-
tify a client device for which the file 1s intended (e.g., a client
device that requests the file, a client device to which the file
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1s pushed, etc.). As further shown, the security device may
determine client device information for configuring the
sandbox environment for the malware analysis. For
example, the security device may determine an operating
system executing on the client device, a default browser 5
associated with the client device, one or more applications
installed on the client device, or the like. The client device
information may indicate a system configuration to be used
when configuring the sandbox environment, such that the
sandbox environment may closely represent a system con- 10
figuration of the client device. As shown, the security device
may configure the sandbox environment, for testing the file
for malware, based on the client device information. In this
way, the sandbox environment may be configured and/or
customized to more eflectively analyze a file for malware, 15
when protecting a particular client device, than 1f a default
sandbox environment had been used to analyze the file for
malware.

Implementations described herein may assist a security
device with configuring and/or customizing a sandbox envi- 20
ronment for testing a file for malware. In some 1mplemen-
tations, the security device may configure the sandbox
environment based on file information associated with the
file to be analyzed for malware. Additionally, or alterna-
tively, the security device may configure the sandbox envi- 25
ronment based on client device information associated with
a client device for which the file 1s intended. The file
information and the client device information are described
in more detail elsewhere herein. In some 1implementations,
the security device may use a probabilistic analysis (e.g., 30
machine learning) to configure the sandbox environment, as
described in more detail elsewhere herein. In this way, the
security device may analyze a file for malware using a
sandbox environment that 1s best suited for the analysis.

FIG. 2 1s a diagram of an example environment 200 in 35
which systems and/or methods, described herein, may be
implemented. As shown in FIG. 2, environment 200 may
include one or more client devices 210-1 through 210-N
(N=z1) (herematter referred to collectively as “client devices
210,” and individually as *“client device 2107), a security 40
device 220, a customer network 230, and a network 240.
Devices of environment 200 may interconnect via wired
connections, wireless connections, or a combination of
wired and wireless connections.

Client device 210 may include one or more devices 45
associated with a system configuration. For example, client
device 210 may include a desktop computer, a laptop
computer, a tablet computer, a mobile phone (e.g., a smart
phone, a radiotelephone, etc.), a server, or a similar type of
device. In some implementations, different client devices 50
210 may have different system configurations, and may be
impacted by malware 1n different ways. In some implemen-
tations, client device 210 may be capable of executing a file
that includes malware, which may cause harm to client
device 210, information stored by client device 210, a user 55
of client device 210, and/or another client device 210. In
some 1mplementations, client device 210 may reside on
customer network 230. In some implementations, client
device 210 may configure and/or execute a sandbox envi-
ronment for malware testing on client device 210 (e.g., 60
instead of or 1n addition to security device 220 configuring
and/or executing a sandbox environment for malware testing
on security device 220).

Security device 220 may include one or more devices
capable of processing and/or transierring network traflic 65
associated with client device 210, and/or capable of provid-
Ing a security service (e.g., a malware detection service) for

4

client device 210 and/or customer network 230. For
example, security device 220 may include a gateway, a
firewall, a router, a bridge, a hub, a switch, a load balancer,
an access point, a reverse proxy, a server (e.g., a proxy
server), or a similar type of device. Security device 220 may
be used 1n connection with a single client device 210 or a
group of client devices 210 (e.g., client devices 210 asso-
ciated with a private network, a data center, etc.). In some
implementations, communications may be routed through
security device 220 to reach the group of client devices 210.
For example, security device 220 may be positioned within
a network as a gateway to customer network 230 that
includes the group of client devices 210. Additionally, or
alternatively, communications from client devices 210 may
be encoded such that the communications are routed to
security device 220 before being routed elsewhere.

In some 1mplementations, security device 220 may con-
figure and/or execute a sandbox environment that may be
used to analyze a file for malware. For example, security
device 220 may configure and/or use the sandbox environ-
ment to monitor a file requested by and/or provided to client
device 210 (e.g., before the file 1s provided to client device
210, after the file 1s provided to client device 210, etc.) to
detect whether the file includes malware. In some 1mple-
mentations, security device 220 may determine configura-
tion information, that identifies a system configuration for
configuring the sandbox environment, based on file infor-
mation (e.g., associated with a file to be tested for malware),
client device information (e.g., associated with a client
device 210 for which the file 1s intended), or the like.
Security device 220 may configure the sandbox environment
based on the configuration information, and may execute the
f1le 1n the configured sandbox environment to detect whether
the file includes malware.

Customer network 230 may include one or more wired
and/or wireless networks. For example, customer network
230 may include a local area network (LAN), a private
network, an intranet, a cloud computing network, a cellular
network (e.g., a long-term evolution (LTE) network, a 3G
network, a code division multiple access (CDMA) network,
etc.), a public land mobile network (PLMN), a wide area
network (WAN), a metropolitan area network (MAN), a
telephone network (e.g., the Public Switched Telephone
Network (PSTN)), an ad hoc network, the Internet, a fiber
optic-based network, or the like, and/or a combination of
these or other types of networks. In some implementations,
customer network 230 may be a private network associated
with client devices 210.

Network 240 may include one or more wired and/or
wireless networks. For example, network 240 may include a
cellular network, a PLMN, a LAN, a WAN, a MAN, a
telephone network (e.g., the PSTN), a private network, an ad
hoc network, an intranet, the Internet, a fiber optic-based
network, a cloud computing network, or the like, and/or a
combination of these or other types of networks. In some
implementations, security device 220 may configure a sand-
box environment for malware testing of a file, requested by
client device 210 from a device (e.g., a server) associated
with network 240, to determine whether the file includes
malware. Additionally, or alternatively, a file may be pushed
to client device 210 (e.g., from a device associated with
network 240), and security device 220 may configure a
sandbox environment for analyzing the file to determine
whether the file includes malware.

The number and arrangement of devices and networks
shown 1n FIG. 2 are provided as an example. In practice,
there may be additional devices and/or networks, fewer
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devices and/or networks, different devices and/or networks,
or differently arranged devices and/or networks than those
shown 1n FIG. 2. Furthermore, two or more devices shown
in FIG. 2 may be implemented within a single device, or a
single device shown in FIG. 2 may be implemented as
multiple, distributed devices. For example, client device 210
and security device 220 may be implemented as a single
device, 1n some 1mplementations. Additionally, or alterna-
tively, a set of devices (e.g., one or more devices) of
environment 200 may perform one or more functions
described as being performed by another set of devices of
environment 200. For example, client device 210 may
perform one or more operations described herein as being
performed by security device 220.

FIG. 3 1s a diagram of example components of a device
300. Device 300 may correspond to client device 210 and/or
security device 220. In some implementations, client device
210 and/or security device 220 may include one or more
devices 300 and/or one or more components of device 300.
As shown 1 FIG. 3, device 300 may include a bus 310, a
processor 320, a memory 330, a storage component 340, an
input component 350, an output component 360, and a
communication interface 370.

Bus 310 may include a component that permits commu-
nication among the components of device 300. Processor
320 1s implemented in hardware, firmware, or a combination
of hardware and software. Processor 320 may include a
processor (e.g., a central processing unit (CPU), a graphics
processing umt (GPU), an accelerated processing unit
(APU), etc.), a microprocessor, and/or any processing com-
ponent (e.g., a field-programmable gate array (FPGA), an
application-specific integrated circuit (ASIC), etc.) that
interprets and/or executes instructions. Memory 330 may
include a random access memory (RAM), a read only
memory (ROM), and/or another type of dynamic or static
storage device (e.g., a flash memory, a magnetic memory, an
optical memory, etc.) that stores information and/or 1nstruc-
tions for use by processor 320.

Storage component 340 may store mformation and/or
soltware related to the operation and use of device 300. For
example, storage component 340 may include a hard disk
(e.g., a magnetic disk, an optical disk, a magneto-optic disk,
a solid state disk, etc.), a compact disc (CD), a digital
versatile disc (DVD), a tloppy disk, a cartridge, a magnetic
tape, and/or another type of computer-readable medium,
along with a corresponding drive.

Input component 350 may include a component that
permits device 300 to receive information, such as via user
iput (e.g., a touch screen display, a keyboard, a keypad, a
mouse, a button, a switch, a microphone, etc.). Additionally,
or alternatively, mnput component 350 may include a sensor
for sensing information (e.g., a global positioming system
(GPS) component, an accelerometer, a gyroscope, an actua-
tor, etc.). Output component 360 may include a component
that provides output information from device 300 (e.g., a
display, a speaker, one or more light-emitting diodes
(LEDs), etc.).

Communication interface 370 may include a transceiver-
like component (e.g., a transceiver, a separate receiver and
transmitter, etc.) that enables device 300 to communicate
with other devices, such as via a wired connection, a
wireless connection, or a combination of wired and wireless
connections. Communication interface 370 may permit
device 300 to receive imformation from another device
and/or provide information to another device. For example,
communication interface 370 may include an Ethernet inter-
face, an optical interface, a coaxial interface, an infrared
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6

interface, a radio frequency (RF) interface, a universal serial
bus (USB) imterface, a Wi-F1 interface, a cellular network
interface, or the like.

Device 300 may perform one or more processes described
herein. Device 300 may perform these processes 1n response
to processor 320 executing soitware mnstructions stored by a
computer-readable medium, such as memory 330 and/or
storage component 340. A computer-readable medium 1s
defined herein as a non-transitory memory device. A
memory device includes memory space within a single
physical storage device or memory space spread across
multiple physical storage devices.

Software instructions may be read mto memory 330
and/or storage component 340 from another computer-
readable medium or from another device via communication
interface 370. When executed, soltware 1nstructions stored
in memory 330 and/or storage component 340 may cause
processor 320 to perform one or more processes described
herein. Additionally, or alternatively, hardwired circuitry
may be used in place of or 1n combination with software
instructions to perform one or more processes described
herein. Thus, implementations described herein are not
limited to any specific combination of hardware circuitry
and software.

The number and arrangement of components shown 1n
FIG. 3 are provided as an example. In practice, device 300
may include additional components, fewer components,
different components, or diflerently arranged components
than those shown 1n FIG. 3. Additionally, or alternatively, a
set of components (e.g., one or more components) of device
300 may perform one or more functions described as being
performed by another set of components of device 300.

FIG. 4 1s a flow chart of an example process 400 for
configuring a sandbox environment for malware testing. In
some 1mplementations, one or more process blocks of FIG.
4 may be performed by security device 220. In some
implementations, one or more process blocks of FIG. 4 may
be performed by another device or a set of devices separate
from or including security device 220, such as client device
210.

As shown 1n FIG. 4, process 400 may include receiving a
file to be analyzed in a sandbox environment (block 410).
For example, security device 220 may receive a file (e.g., an
executable file, an application, a program, etc.) to be ana-
lyzed 1n a sandbox environment. In some implementations,
the file may be associated with client device 210 (e.g., may
be stored by client device 210, may be executing on client
device 210, may be requested by client device 210, may be
sent to client device 210, etc.). As an example, client device
210 may request a file (e.g., from a website, via an email
link, etc.), and security device 220 may receive and/or
analyze the file before the file 1s provided to client device
210. As another example, a file may be pushed to client
device 210, and security device 220 may receive the file
(c.g., may intercept the file before the file 1s received by
client device 210, may obtain the file after the file 1s received
by client device 210, etc.).

In some 1mplementations, security device 220 may ana-
lyze the file 1n a sandbox environment. The sandbox envi-
ronment may include a computing environment for testing
the file for malware, and may be associated with a particular
system configuration. For example, the sandbox environ-
ment may include a virtual computing environment execut-
ing on a virtual machine with a particular system configu-
ration. Security device 220 may customize the system
configuration of the sandbox environment to provide a more
ellective analysis of the file than 11 the sandbox environment
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uses a standard or default system configuration, as described
in more detail elsewhere herein.

As further shown i FIG. 4, process 400 may include
determining, based on the file and/or a client device for
which the file 1s intended, configuration information for
configuring the sandbox environment (block 420). For
example, security device 220 may determine configuration
information that identifies a system configuration for con-
figuring the sandbox environment. In some i1mplementa-
tions, security device 210 may determine the configuration
information based on file information, client device infor-
mation, or the like. In some implementations, file informa-
tion may include mformation determined based on the file to
be analyzed for malware (e.g., file mnformation determined
based on analyzing the file). In some implementations, client
device mmformation may include information determined
based on a client device 210 for which the file 1s intended
(c.g., a client device 210 that requested the file, a client
device 210 toward which the file 1s pushed, a client device
210 that receives the file, a client device 210 for which the
file 1s destined, etc.). Security device 220 may use the
configuration information to configure the sandbox environ-
ment before testing the file for malware.

The configuration nformation may identify a system
configuration, such as an operating system to be used by the
sandbox environment (€.g., an operating system type and/or
version, such as WINDOWS XP, WINDOWS VISTA, WIN-
DOWS 77, WINDOWS 8, ANDROID, 108, OS X, etc.), a set
of applications to be installed on and/or used by the sandbox
environment (e.g., a browser application, such as INTER-
NET EXPLORER, CHROME, FIREFOX, SAFARI, etc.; a
document handler; a word processor; a spreadsheet appli-
cation; a Portable Document Format (pdf) handler; a video
player; a FLASH player; a security application; a firewall;
an anti-virus program; etc.), a version of an application to be
installed on and/or used by the sandbox environment (e.g.,
INTERNET EXPLORER version 7, 8, 9, 10, 11, etc.), a
processor (e.g., CPU) archutecture to be used by the sandbox
environment (e.g., an ARM architecture, an x86 architec-
ture, a 32-bit architecture, a 64-bit architecture, etc.), a
compiler and/or an interpreter to be used by the sandbox
environment (e.g., a Java virtual machine to be used to
compile and/or mterpret Java code), a file structure to be
used in the sandbox environment, a network configuration to
be used by the sandbox environment (e.g., a communication
protocol used to communicate with other devices, a port
configuration for a set of ports, etc.), or the like.

In some 1implementations, security device 220 may deter-
mine the configuration information based on file information
associated with the file. The file information may 1dentify a
system configuration, such as an operating system on which
the file 1s capable of being executed, an application and/or
a version of an application used to obtain the file (e.g., a
browser and/or other application used to download the file),
an application and/or a version of an application used to
execute the file (e.g., a browser, a document handler, a word
processor, a spreadsheet application, a pdi handler, a video
player, a Flash player, etc.), a processor architecture capable
of executing the file, a compiler capable of compiling the
file, an interpreter capable of interpreting the file, a network
configuration associated with the file (e.g., a communication
protocol used by the file to communicate), or the like.

In some 1implementations, security device 220 may deter-
mine the file mnformation by analyzing the file for a file
indicator that indicates the configuration information to be
used for the file. The file indicator may include, for example,
a text string included 1n the file (e.g., a binary sample of the
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file), a source from which the file was obtained (e.g., a
umiform resource identifier (URI) used to obtain the file, a
website used to obtain the file, an application used to obtain
the file, an email used to obtain the file, etc.), file metadata
(e.g., static file mnformation, such as a size of information
included 1n the file, an entropy or randomness of information
included 1in the file, etc.), or the like.

Additionally, or alternatively, security device 220 may
determine the configuration information based on client
device information associated with a client device 210 for
which the file 1s intended. The client device information may
identify a system configuration, such as an operating system
executing on client device 210 (e.g., an operating system
type and/or version), a set of applications and/or version(s)
of the application(s) installed on and/or executing on client
device 210 (e.g., a browser and/or other application used to
download the file), a set of default applications used to
execute particular types of files on client device 210 (e.g., a
default browser, a default document handler application, a
default word processor, a default spreadsheet application, a
default pdi handler application, a default video player, a
default Flash player, etc.), a runtime library and/or a runtime
system used by client device 210, a processor architecture of
client device 210, a compiler used by client device 210, an
interpreter used by client device 210, a file structure asso-
ciated with chient device 210, a network configuration of
client device 210, or the like.

In some 1mplementations, security device 220 may deter-
mine the client device information by analyzing client
device 210 and/or receiving the client device information
from client device 210 and/or another device. As an
example, security device 220 may request and/or receive the
client device information from client device 210 and/or
another device that stores client device information and/or
analyzes client device 210 for the client device information.
In some 1mplementations, security device 220 may deter-
mine the client device information using an endpoint agent,
a remote management agent, etc., used to manage client
device 210. Additionally, or alternatively, security device
220 may determine the client device information using a
fingerprinting technique in association with client device
210 (e.g., operating system fingerprinting). Additionally, or
alternatively, security device 220 may determine the client
device imnformation by analyzing network traflic associated
with client device 210 (e.g., by analyzing historical network
traflic).

Additionally, or alternatively, security device 220 may
load the client device information from a data structure. For
example, security device 220 (or another device) may store
a data structure that indicates a relationship between a
particular client device 210 (e.g., using a client device
identifier, such as a network address, an Internet protocol
(IP) address, a media access control (MAC) address, a
device name, etc.) and client device information associated
with the particular client device 210 (e.g., a system configu-
ration of client device 210). Security device 220 may
identify the client device information associated with client
device 210 using the client device identifier to search the
data structure for the client device information.

In some 1implementations, security device 220 may deter-
mine the configuration information based on the file infor-
mation (e.g., based on an operating system, a set of appli-
cations, etc., indicated by the file information). In some
implementations, security device 220 may determine the
configuration mformation based on the client device infor-
mation (e.g., based on an operating system, a set of appli-
cations, etc., indicated by the client device information). In
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some 1mplementations, security device 220 may determine
the configuration information based on both the file infor-
mation and the client device imnformation.

In some 1mplementations, the file mnformation and the
client device mmformation may indicate conflicting (e.g.,
different) system configurations for diflerent types ol con-
figuration information (e.g., may indicate diflerent operating
systems, different applications, etc.). In this case, security
device 220 may select either the configuration information
indicated by the file information or the configuration infor-
mation mdicated by the client device information to resolve
the contlict (e.g., based on a user preference, based on a set
of rules, etc.).

In some 1mplementations, security device 220 may con-
figure multiple sandbox environments with different system
configurations, and may analyze the file 1n each of the
multiple sandbox environments. For example, security
device 220 may configure a first sandbox environment based
on file information, may configure a second sandbox envi-
ronment based on client device information, and may ana-
lyze the file using the first sandbox environment and the
second sandbox environment.

In some 1mplementations, security device 220 may per-
form a probabilistic analysis of the file (e.g., based on file
information) to determine the configuration information. For
example, security device 220 may determine likelithoods that
different system configurations (e.g., configured using dii-
ferent configuration information) will identify the file as
malware. In this case, security device 220 may select, for the
sandbox environment, the configuration information associ-
ated with the system configuration most likely to 1dentify the
file as malware (e.g., as compared to other system configu-
rations). Additionally, or alternatively, security device 220
may determine likelihoods that different system configura-
tions will accurately 1dentity whether the file includes mal-
ware. In this case, security device 220 may select, for the
sandbox environment, the configuration information associ-
ated with the system configuration most likely to accurately
identiy whether the file 1s malware (e.g., as compared to
other system configurations).

When security device 220 uses a probabilistic analysis to
determine the configuration information, security device 220
may generate a probabilistic model by training (e.g., using
machine learning) different system configurations using a
training set of files (e.g., some of which are known to be
malware and some of which are known not to be malware).
In this way, security device 220 may train the probabilistic
model to indicate a likelihood that a particular system
configuration will identity a file as malware, a likelihood
that a particular system configuration will accurately iden-
tify whether a file 1s malware, or the like, based on file
information associated with the file. Security device 220
may then use file information, associated with a file to be
tested, to determine one or more of these likelihoods when
configuring the sandbox environment.

In some 1implementations, security device 220 may deter-
mine a first type of configuration information based on file
information, may determine a second type of configuration
information based on client device information, and/or may
determine a third type of configuration information based on
a probabilistic analysis. Security device 220 may determine
the types of configuration information to determine using
these different techniques based on a user preference (e.g.,
received based on user input), based on a set of rules, based
on a set of heuristics, or the like.

In some 1mplementations, security device 220 may deter-
mine a first type of configuration information based on the
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file information and/or the client device information, but
may not be able to determine a second type of configuration
information based on the file information and/or the client
device information because the file information and/or the
client device imformation does not indicate the second type
of configuration information. In this case, security device
220 may use a probabilistic analysis to determine the second
type of configuration information.

As further shown in FIG. 4, process 400 may include
configuring the sandbox environment based on the configu-
ration information (block 430). For example, security device
220 may use the configuration mnformation to configure the
sandbox environment. The configuration mformation may
identify a system configuration for the sandbox environ-
ment, and security device 220 may load and/or configure a
sandbox environment with the identified system configura-
tion. In some 1mplementations, security device 220 may
store sandbox profiles associated with different system con-
figurations for the sandbox environment, and may load a
particular sandbox profile that matches (e.g., within a thresh-
old degree of similarity) the determined configuration infor-
mation.

For example, security device 220 may configure and/or
load a sandbox environment with a particular operating
system, particular applications installed in the sandbox
environment, particular default applications for executing
particular file types 1n the sandbox environment, or the like.
In some 1mplementations, security device 220 may config-
ure and/or load multiple sandbox environments with differ-
ent system configurations.

As further shown in FIG. 4, process 400 may include
analyzing the file in the sandbox environment based on
configuring the sandbox environment (block 440), and
determining whether the file includes malware (block 450).
For example, security device 220 may analyze the file for
malware 1n the sandbox environment. In some 1mplemen-
tations, security device 220 may analyze the file by execut-
ing the file 1 the sandbox environment, and by monitoring
the file and/or the sandbox environment for behavior indica-
tive of malware. By analyzing the file 1n a customized
sandbox environment rather than a standard sandbox envi-
ronment, security device 220 may increase the likelihood
that the sandbox environment correctly identifies whether
the file 1s malware, thereby improving information security.

As further shown 1n FIG. 4, if the file does not include
malware (block 450—NO), then process 400 may include
permitting the file to be accessed (block 460). For example,
if security device 220 does not determine that the file
includes malware (e.g., after monitoring the file 1n the
sandbox environment for a threshold amount of time), then
security device 220 may perform an action to permit the file
to be accessed. In some implementations, security device
220 may permit the file to be accessed by 1dentitying the file
as unsuspicious. In this case, security device 220 may store
a malware indicator, 1n association with the file, that indi-
cates that the file 1s unsuspicious (e.g., 1s not malware).

As another example, assume that client device 210
requests the file from a device associated with network 240
(e.g., a web server, a host server, etc.). In this case, security
device 220 may receive the request, may request the file
from the device, may recerve the file from the device, and
may test the file 1n the configured sandbox environment
betore sending the file to client device 210. Additionally, or
alternatively, assume that a device, associated with network
240, pushes a file to client device 210. In this case, security
device 220 may receive the file, and may analyze the file 1n
the configured sandbox environment before sending the file
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to client device 210. If security device 220 determines that
the file does not include malware, then security device 220
may permit the file to be accessed by providing the file to
client device 210. In this way, security device 220 may
protect client devices 210, of customer network 230, from
security threats.

As further shown 1n FIG. 4, 1t the file includes malware
(block 450—YES), then process 400 may include perform-
ing an action to counteract the malware (block 470). For
example, 1f security device 220 determines that the file
includes malware, then security device 220 may perform an
action to counteract the malware. In some 1implementations,
security device 220 may counteract the malware by 1denti-
tying the file as suspicious. In this case, security device 220
may store a malware indicator, in association with the file,
that indicates that the file 1s suspicious (e.g., 1s malware). In
this way, security device 220 and/or another device may use
the malware indicator to i1dentity the file as malware, and
may perform an action to counteract the malware.

Additionally, or alternatively, security device 220 may
counteract the malware by identitying the file (e.g., 1n
memory) and deleting the file from memory. In this way,
security device 220 may prevent the file from harming
security device 220 and/or client device 210.

As another example, assume that client device 210
requests the file from a device associated with network 240
(c.g., a web server, a host server, etc.). In this case, security
device 220 may receive the request, may request the file
from the device, may receive the file from the device, and
may test the file 1n the configured sandbox environment
betfore sending the file to client device 210. Additionally, or
alternatively, assume that a device, associated with network
240, pushes a file to client device 210. In this case, security
device 220 may receive the file, and may analyze the file 1n
the configured sandbox environment before sending the file
to client device 210. If security device 220 determines that
the file includes malware, then security device 220 may
perform the action to counteract the malware by preventing,
the file from being provided to client device 210. In this way,
security device 220 may protect client devices 210, of
customer network 230, from security threats.

In some 1implementations, 11 security device 220 deter-
mines that the file includes malware, then security device
220 may counteract the malware by monitoring the file (e.g.,
by monitoring communications sent by the file) to identify
a device with which the file communicates (e.g., to identily
a command and control server). In this case, security device
220 may block communications associated with the device,
may provide an instruction to client device 210 and/or
another device associated with customer network 230 (e.g.,
a firewall, a router, a gateway, etc.) to block communications
associated with the device (e.g., to block communications to
and/or from the device), or the like. In this way, security
device 220 may prevent a malicious file from harming client
device 210.

Additionally, or alternatively, security device 220 may
provide a notification that identifies client devices 210 that
are communicating with the device (e.g., the command and
control server) to 1dentify and protect these client devices
210. In this way, security device 220 may protect client
devices 210, of customer network 230, from security threats.

By configuring a sandbox environment based on configu-
ration information (e.g., file information associated with a
file to be tested for malware, client device information
associated with client device 210 for which the file 1is
intended, etc.), security device 220 may improve the eflec-
tiveness of malware testing for files mntended for client
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device 210. For example, security device 220 may reduce
false positive results and/or false negative results generated
based on the testing, thereby providing more accurate mal-
ware testing results and improving information security of
client device 210.

Although FIG. 4 shows example blocks of process 400, 1n
some 1mplementations, process 400 may include additional
blocks, fewer blocks, different blocks, or differently
arranged blocks than those depicted 1n FIG. 4. Additionally,
or alternatively, two or more of the blocks of process 400
may be performed in parallel.

FIGS. SA-5F are diagrams of an example implementation
500 relating to example process 400 shown 1n FIG. 4. FIGS.
5A-SF show an example of configuring a sandbox environ-
ment for malware testing.

As shown i FIG. 5A, and by reference number 505,
assume that a user interacts with client device 210 to
navigate to a website using a browser, and to request a file,
shown as “badfile.exe.” As shown by reference number 510,
assume that the request 1s routed from client device 210 to
security device 220 before being routed to a web server
associated with the website. As shown by reference number
515, assume that security device 220 receives (e.g., nter-
cepts) the file for analysis before the file 1s provided to client
device 210.

FIGS. 5B-5D show different options via which security
device 220 may determine configuration information for
configuring a sandbox environment for analyzing the file
(e.g., badfile.exe). FIG. 5B shows an example where secu-
rity device 220 determines the configuration information
based on file information. FIG. 3C shows an example where
security device 220 determines the configuration informa-
tion based on client device information. FIG. 5D shows an
example where security device 220 determines the configu-
ration information based on file information and client
device information.

As shown 1n FIG. 5B, and by reference number 520, 1n
some 1mplementations, security device 220 may determine
file information associated with the file to be analyzed (e.g.,
badfile.exe). For example, and as shown, security device 220
may analyze the file to determine that the file 1s intended for
execution 1n a Windows operating system, and 1s intended
for execution by Browser A. As shown by reference number
525, based on this file information, security device 220 may
load and/or configure a sandbox environment that includes
a Windows operating system with Browser A installed
and/or used as the default browser.

As shown 1n FIG. 5C, and by reference number 530, 1n
some 1mplementations, security device 220 may determine
client device information associated with client device 210
that requested the file. For example, and as shown, security
device 220 may receive client device information that 1indi-
cates that client device 210 1s executing a Mac operating
system, and has Application B installed. As shown by
reference number 535, based on this client device informa-
tion, security device 220 may load and/or configure a
sandbox environment that includes a Mac operating system
with Application B installed and/or used as a default appli-
cation for handling a particular type of file (e.g., an execut-
able file, such as badfile.exe).

As shown 1n FIG. 5D, and by reference number 540, 1n
some 1mplementations, security device 220 may determine
file information, associated with the file to be tested, and
client device information associated with client device 210
that requested the file. For example, and as shown, security
device 220 may recerve file information that indicates that
the file 1s capable of being executed using a Windows




US 9,477,837 Bl

13

operating system, and was requested using Browser C. As
turther shown, security device 220 may receive client device
information that indicates that client device 210 1s executing
a Windows operating system, and used Browser C to request
the file. Assume that security device 220 uses this file
information and client device information to configure and/
or load a sandbox environment that includes a Windows
operating system and Browser C.

As shown 1 FIG. SE, and by reference number 345,
assume that security device 220 may select among multiple
versions of a WINDOWS operating system for configuring,
the sandbox environment, shown as WINDOWS Version A,
WINDOWS Version B, and WINDOWS Version C. As
turther shown, assume that security device 220 has gener-
ated a probabilistic model, using traiming data, and has

applied file information for badfile.exe to the probabilistic
model to determine that WINDOWS Version A has a 30%

likelihood of 1dentifying badfile.exe as malware, that WIN-
DOWS Version B has a 60% likelthood of identifying
badfile.exe as malware, and that WINDOWS Version C has

a 90% likelihood of identifying badfile.exe as malware. As
shown by reference number 550, assume that security device
220 selects WINDOWS Version C for configuring the sand-
box environment because WINDOWS Version C has the
highest likelihood of identilying badfile.exe as malware
(e.g., as compared to WINDOWS Version A and WIN-
DOWS Version B). For example, assume that security
device 220 loads and/or configures a sandbox environment
that includes WINDOWS Version C.

As shown i FIG. SF, and by reference number 3355,
assume that security device 220 analyzes badfile.exe 1n the
sandbox environment that includes Windows Version C, and
determines that badfile.exe 1s malware. As shown by refer-
ence number 560, based on this determination, assume that
security device 220 performs an action to counteract the
malware. For example, and as shown by reference number
565, assume that security device 220 prevents badiile.exe
from being provided to client device 210, which requested
badfile.exe.

In this way, security device 220 may configure a custom
sandbox environment to increase the eflectiveness of mal-
ware detection based on a file being analyzed, based on a
client device that requested the file, or the like. In this way,
security device 220 may improve mformation security.

As indicated above, FIGS. SA-5F are provided merely as
an example. Other examples are possible and may differ
from what was described with regard to FIGS. 5A-SF.

Implementations described herein may assist 1 config-
uring a sandbox environment for malware testing based on
a file being tested and/or a client device being protected,
thereby increasing the eflectiveness of malware testing and
improving computer security.

The 1foregoing disclosure provides illustration and
description, but 1s not intended to be exhaustive or to limait
the implementations to the precise form disclosed. Modifi-
cations and variations are possible 1 light of the above
disclosure or may be acquired from practice of the imple-
mentations.

As used herein, the term component 1s ntended to be
broadly construed as hardware, firmware, and/or a combi-
nation of hardware and software.

Some 1mplementations are described herein 1n connection
with thresholds. As used herein, satisiying a threshold may
refer to a value being greater than the threshold, more than
the threshold, higher than the threshold, greater than or equal
to the threshold, less than the threshold, fewer than the
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threshold, lower than the threshold, less than or equal to the
threshold, equal to the threshold, eftc.

It will be apparent that systems and/or methods, described
herein, may be implemented in different forms of hardware,
firmware, or a combination of hardware and software. The
actual specialized control hardware or software code used to
implement these systems and/or methods 1s not limiting of
the implementations. Thus, the operation and behavior of the
systems and/or methods were described herein without
reference to specific software code—it being understood that
software and hardware can be designed to implement the
systems and/or methods based on the description herein.

Even though particular combinations of features are
recited 1n the claims and/or disclosed 1n the specification,
these combinations are not intended to limit the disclosure of
possible implementations. In fact, many of these features
may be combined 1n ways not specifically recited in the
claims and/or disclosed in the specification. Although each
dependent claim listed below may directly depend on only
one claim, the disclosure of possible 1mplementations
includes each dependent claim in combination with every
other claim in the claim set.

No element, act, or instruction used herein should be
construed as critical or essential unless explicitly described
as such. Also, as used herein, the articles “a” and “an’ are
intended to include one or more items, and may be used
interchangeably with “one or more.” Furthermore, as used
herein, the terms “group” and “set” are intended to include
one or more items (e.g., related items, unrelated items, a
combination of related items and unrelated 1tems, etc.), and
may be used interchangeably with “one or more.” Where
only one 1tem 1s intended, the term “one” or similar language
1s used. Also, as used herein, the terms ‘“has,” “have,”
“having,” or the like are intended to be open-ended terms.
Further, the phrase “based on” 1s intended to mean “based,
at least 1in part, on” unless explicitly stated otherwise.

What 1s claimed 1s:

1. A device, comprising:

one or more processors to:

receive a file to be analyzed 1n a sandbox environment;
determine configuration information for configuring
the sandbox environment,
the configuration information being determined
based on at least one of: file information associ-
ated with the file to be analyzed, or client device
information associated with a client device for
which the file 1s intended, and
the configuration information indicating a system
configuration, the system configuration including
information identifying an operating system ver-
S10N;
determine a first likelithood that the sandbox environ-
ment will identily the file as malware based on the
sandbox environment being configured using a first
type of the system configuration, the first likelihood
being determined using a probabilistic model, the
probabilistic model being generated using a training,
set of files;
determine a second likelihood that the sandbox envi-
ronment will identity the file as malware based on

the sandbox environment being configured using a

second type of the system configuration, the second

likelithood being determined by using the probabi-
listic model:;

configure the sandbox environment using the first type
of the system configuration or the second type of the
system configuration; and
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analyze the file 1n the sandbox environment based on
configuring the sandbox environment using the first
type of the system configuration or the second type
of the system configuration.

2. The device of claim 1, where the one or more proces-
sors are further to: analyze the file to determine the file
information; and where the one or more processors, when
determining the configuration information, are to: determine
the configuration information, using the file information,
based on analyzing the file to determine the file information.

3. The device of claim 1, where the file information
identifies at least one of: an operating system on which the
file 1s capable of being executed, or an application capable
of executing the file; where the one or more processors,
when determining the configuration information, are to:
determine the configuration information based on the oper-
ating system or the application; and where the one or more
processors, when configuring the sandbox environment, are
to: configure the sandbox environment to include the oper-
ating system or the application.

4. The device of claim 1, where the one or more proces-
sors are further to: receive the client device information; and
where the one or more processors, when determining the
configuration information, are to: determine the configura-
tion information, using the client device information, based
on receiving the client device information.

5. The device of claim 1, where the client device infor-
mation 1dentifies at least one of: an operating system execut-
ing on the client device, or an application istalled on the
client device; where the one or more processors, when
determining the configuration information, are to: determine
the configuration information based on the operating system
or the application; and where the one or more processors,
when configuring the sandbox environment, are to: config-
ure the sandbox environment to include the operating system
or the application.

6. The device of claim 1, where the one or more proces-
sors, when determining the configuration information, are
to: determine the configuration information based on the file
information and the client device information.

7. The device of claim 1, where the one or more proces-
sors are further to: detect a conflict between first configu-
ration imformation identified based on the file information
and second configuration information 1dentified based on the
client device information; and select the first configuration
information or the second configuration information based
on detecting the contlict; and where the one or more pro-
cessors, when determining the configuration information,
are further to: determine the configuration information based
on selecting the first configuration information or the second
configuration mnformation.

8. A computer-readable medium storing instructions, the
instructions comprising: one or more nstructions that, when
executed by one or more processors, cause the one or more
processors to:

receive a file to be analyzed for malware using a sandbox

environment;

determine configuration information for configuring a

system configuration of the sandbox environment,

the configuration information being determined based
on at least one of: file information associated with
the file to be analyzed for malware, or client device
information associated with a client device for which
the file 1s intended, and

the configuration information indicating the system
configuration, the system configuration including
information identifying an operating system version;
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determine a first likelihood that the sandbox environment
will 1dentity the file as malware based on the sandbox
environment being configured using a first type of the
system configuration, the first likelihood being deter-
mined using a probabilistic model, the probabilistic
model being generated using a traiming set of files;

determine a second likelihood that the sandbox environ-
ment will identity the file as malware based on the
sandbox environment being configured using a second
type of the system configuration, the second likelithood
being determined by using the probabilistic model;

configure the system configuration using the first type of
the system configuration or the second type of the
system configuration; and

analyze the file for malware using the sandbox environ-

ment based on configuring the system configuration
using the first type of the system configuration or the
second type of the system configuration.

9. The computer-readable medium of claim 8, where the
one or more instructions, that cause the one or more pro-
cessors to determine the configuration information, cause
the one or more processors to: determine the configuration
information based on the file mnformation and not based on
the client device mformation.

10. The computer-readable medium of claim 8, where the
one or more instructions, that cause the one or more pro-
cessors to determine the configuration information, cause
the one or more processors to: determine the configuration
information based on the client device information and not
based on the file information.

11. The computer-readable medium of claim 8, where the
confliguration information i1dentifies at least one of:

an application to be used for the system configuration; or

a processor architecture to be used for the system con-

figuration.

12. The computer-readable medium of claim 8, where the
one or more instructions, when executed by one or more
processors, further cause the one or more processors to:
identify the system configuration from a plurality of system

configurations; and load the system configuration i the
sandbox environment.

13. The computer-readable medium of claim 8, where the
one or more nstructions, when executed by the one or more
processors, further cause the one or more processors to:
select the system configuration, from a plurality of system
configurations that include the first type of the system
configuration and the second type of the system configura-
tion, based on: the first likelihood, the second likelihood, or
a user preference.

14. The computer-readable medium of claim 8, where the
one or more structions, when executed by the one or more
processors, further cause the one or more processors to:
select the system configuration, from a plurality of system
configurations that include the first type of the system
configuration and the second type of the system configura-
tion, based on the first likelithood and the second likelihood,
cach of the plurality of system configurations being associ-
ated with a particular sandbox profile.

15. A method, comprising;

recerving, by a device, a {ile to be analyzed 1n a computing

environment;

determining, by the device, configuration information for

configuring the computing environment,

the configuration information being determined based
on at least one of: the file to be analyzed, or a client
device for which the file i1s intended, and
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the configuration information indicating a system con-
figuration, the system configuration including infor-
mation 1dentifying an operating system version;
determining, by the device, a first likelihood that the
computing environment will identify the file as mal-
ware based on the computing environment being con-
figured using a first type of the system configuration,
the first likelihood being determined using a probabi-
listic model, the probabilistic model being generated
using a training set of files;
determining, by the device, a second likelihood that the
computing environment will identify the file as mal-
ware based on the computing environment being con-
figured using a second type of the system configuration,
the second likelihood being determined by using the
probabilistic model;
configuring, by the device, the computing environment
using the first type of the system configuration or the
second type of the system configuration; and

analyzing, by the device, the file 1n the computing envi-
ronment based on configuring the computing environ-
ment using the first type of the system configuration or
the second type of the system configuration.

16. The method of claim 135, further comprising: deter-
mimng file information associated with the file to be ana-
lyzed; and where determining the configuration information
comprises: determining the configuration information based
on the file information.

17. The method of claim 16, where the file information
identifies at least one of: an operating system on which the
file 1s capable of being executed, a first application used to
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obtain the file, a second application used to execute the file,
or a processor architecture capable of executing the file; and
where determining the configuration information comprises:
determining the configuration information based on at least
one of: the operating system, the first application, the second
application, or the processor architecture.

18. The method of claim 135, further comprising: deter-
mining client device information associated with the client
device for which the file 1s intended; and where determining
the configuration information comprises: determining the
configuration mformation based on the client device infor-
mation.

19. The method of claim 18, where the client device
information identifies at least one of: an operating system
executing on the client device, a set of applications installed
on the client device, a set of default applications used to
execute particular types of files on the client device, or a
processor architecture of the client device; and where deter-
mining the configuration information comprises: determin-
ing the configuration information based on at least one of:
the operating system, the set of applications, the set of
default applications, or the processor architecture.

20. The method of claim 15, further comprising: perform-
ing a probabilistic analysis based on at least one of: file
information associated with the file, or client device infor-
mation associated with the client device; and where deter-
mining the configuration information comprises: determin-
ing the configuration information based on performing the
probabilistic analysis.
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