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MANAGING INTERCONNECT
ELECTROMIGRATION EFFECTS

GOVERNMENT RIGHTS

This imnvention was made with Government support under

DARPA, HRO011-13-C-0022. THE GOVERNMENT HAS
CERTAIN RIGHTS IN THIS INVENTION.

BACKGROUND

The present application relates generally to an improved
data processing apparatus and method and more specifically
to mechanisms for managing interconnect electromigration
cllects.

Electromigration (EM) 1s a transport of material caused
by a gradual movement of the 1ons in a conductor due to a
momentum transier between conducting electrons and dif-
fusing metal atoms. The eflect of EM 1s important in
applications where high direct current densities are used,
such as 1n microelectronics and related structures. As a
structure size 1n electronics decreases, such as integrated
circuits (ICs), the practical significance of the EM eflect
1ncreases.

SUMMARY

In one 1illustrative embodiment, a method, 1n a data
processing system, 1s provided for determining a modeled
age of a set of mterconnect groups 1n a set of cores 1n a set
of multi-core processors. For each mterconnect group 1n the
set of interconnect groups in the set of cores on the set of
multi-core processors, the illustrative embodiment deter-
mines a current modeled age of the interconnect group. The
illustrative embodiment determines whether at least one
current modeled age of the mterconnect group for the set of
interconnect groups 1s greater than an end-of-life value. The
illustrative embodiment sends an indication to take correc-
tive action with the at least one associated interconnect
group 1n response to at least one current modeled age of the
interconnect group being greater than the end-of-life value.

In other illustrative embodiments, a computer program
product comprising a computer useable or readable medium
having a computer readable program 1s provided. The com-
puter readable program, when executed on a computing
device, causes the computing device to perform various ones
of, and combinations of, the operations outlined above with
regard to the method illustrative embodiment.

In yet another illustrative embodiment, a system/appara-
tus 1s provided. The system/apparatus may comprise one or
more processors and a memory coupled to the one or more
processors. The memory may comprise mstructions which,
when executed by the one or more processors, cause the one
or more processors to perform various ones of, and combi-
nations of, the operations outlined above with regard to the
method 1llustrative embodiment.

These and other features and advantages of the present
invention will be described 1n, or will become apparent to
those of ordinary skill in the art in view of, the following
detailed description of the example embodiments of the
present mvention.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The mvention, as well as a preferred mode of use and
turther objectives and advantages thereof, will best be
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2

understood by reference to the following detailed descrip-
tion of illustrative embodiments when read 1n conjunction

with the accompanying drawings, wherein:

FIG. 1 1s an example diagram of a distributed data
processing system 1in which aspects of the illustrative
embodiments may be implemented;

FIG. 2 1s an example block diagram of a computing
device 1n which aspects of the i1llustrative embodiments may
be implemented;

FIG. 3 depicts a tunctional block diagram of a mechanism
for monitoring and managing run-time parameters of an
integrated circuit to account for iterconnect electromigra-
tion effects device 1n accordance with an illustrative embodi-
ment; and

FIG. 4 depicts the operation performed 1n determining a
modeled age of an interconnect group 1n a core on a
multi-core processor 1n accordance with an 1llustrative
embodiment.

DETAILED DESCRIPTION

In 1mtegrated circuits (ICs), typically, a small number of
interconnects drive greater than 90% of the electromigration
(EM) risk sites due to localized “hotspots” beneath process-
ing cores. Present EM testing assumes a “worst-case” sce-
nario, such that all interconnects, such as C4 solder ball
connections, are stressed at an average junction temperature
(T7) for the silicon where the connection 1s made. While
some portions of the silicon may be hotter than others, there
are likely some interconnects cooler than 17 and some
interconnects hotter than Tj. However, the most stressed
interconnects, 1.e. the “hotspots,” are likely to be 1n range of
the 17 setting in current EM testing. Further, present EM
testing assumes a single point of failure with no current
sharing. That 1s, 1n present EM testing, all interconnects are
assumed to use currents based on stressed worst case current
carrying assumptions. However in reality, not all intercon-
nects operate at the same temperature or use the same
amount of current at any given time. Thus, product condi-
tions at an individual interconnect level are not monitored
and/or known. Therefore, the present practice of EM moni-
toring for temperature while not monitoring current at
individual interconnects makes predicting a location of a

6]

hotspot™ early in the design phase diflicult. Not knowing
“hotspot” locations early in the design phase makes it
difficult to integrate required current and/or temperature
sensors needed to accurately measure EM eflects.

Thus, the 1llustrative embodiments provide for managing
interconnect electromigration eflects through real-time
monitoring of localized EM hotspot interconnects for tem-
perature and current. Using this information, the 1llustrative
embodiments estimate interconnect’s field life time usage
based on the measured EM eflects. This estimated field life
time usage 1s added to “call home™ data that may be exposed
to the user and/or administrator so that appropriate action
may be taken. That 1s, 1f the estimated field life time usage
indicates a local interconnect region that i1s close to an
end-of-life, the customer and/or administrator may imple-
ment one or more corrective actions to manage the aging of
the silicon 1n order to avoid early mortality of the silicon and
improve the eflective lifetime of the system. The one or
more actions may include possible FRU replacement, active
workload management to extend lifetimes of stressed out
EM hotspots, or the like.

Thus, the illustrative embodiments may be utilized 1n
many different types of data processing environments. In

order to provide a context for the description of the specific
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clements and functionality of the illustrative embodiments,
FIGS. 1 and 2 are provided hereafter as example environ-
ments 1n which aspects of the illustrative embodiments may
be implemented. It should be appreciated that FIGS. 1 and
2 are only examples and are not intended to assert or imply
any limitation with regard to the environments 1 which
aspects or embodiments of the present invention may be
implemented. Many modifications to the depicted environ-
ments may be made without departing from the spirit and
scope of the present mnvention.

FIG. 1 depicts a pictorial representation of an example
distributed data processing system in which aspects of the
illustrative embodiments may be implemented. Distributed
data processing system 100 may include a network of
computers in which aspects of the illustrative embodiments
may be implemented. The distributed data processing sys-
tem 100 contains at least one network 102, which 1s the
medium used to provide communication links between
various devices and computers connected together within
distributed data processing system 100. The network 102
may 1nclude connections, such as wire, wireless communi-
cation links, or fiber optic cables.

In the depicted example, server 104 and server 106 are
connected to network 102 along with storage unit 108. In
addition, clients 110, 112, and 114 are also connected to
network 102. These clients 110, 112, and 114 may be, for
example, personal computers, network computers, or the
like. In the depicted example, server 104 provides data, such
as boot files, operating system i1mages, and applications to
the clients 110, 112, and 114. Clients 110, 112, and 114 are
clients to server 104 in the depicted example. Distributed
data processing system 100 may include additional servers,
clients, and other devices not shown.

In the depicted example, distributed data processing sys-
tem 100 1s the Internet with network 102 representing a
worldwide collection of networks and gateways that use the
Transmission Control Protocol/Internet Protocol (TCP/IP)
suite of protocols to communicate with one another. At the
heart of the Internet 1s a backbone of high-speed data
communication lines between major nodes or host comput-
ers, consisting of thousands of commercial, governmental,
educational, and other computer systems that route data and
messages. Of course, the distributed data processing system
100 may also be implemented to include a number of
different types of networks, such as for example, an intranet,
a local area network (LAN), a wide area network (WAN), or
the like. As stated above, FIG. 1 1s intended as an example,
not as an architectural limitation for different embodiments
of the present mvention, and therefore, the particular ele-
ments shown 1 FIG. 1 should not be considered limiting
with regard to the environments 1 which the illustrative
embodiments of the present invention may be implemented.

FIG. 2 1s a block diagram of an example data processing
system 1n which aspects of the illustrative embodiments may
be implemented. Data processing system 200 1s an example
of a computer, such as client 110 i FIG. 1, in which
computer usable code or instructions implementing the
processes for 1llustrative embodiments of the present inven-
tion may be located.

In the depicted example, data processing system 200
employs a hub architecture including north bridge and

memory controller hub (NB/MCH) 202 and south bridge
and mput/output (I/0) controller hub (SB/ICH) 204. Pro-

cessing unit 206, main memory 208, and graphics processor

210 are connected to NB/MCH 202. Graphics processor 210
may be connected to NB/MCH 202 through an accelerated
graphics port (AGP).
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In the depicted example, local area network (LAN)
adapter 212 connects to SB/ICH 204. Audio adapter 216,

keyboard and mouse adapter 220, modem 222, read only

memory (ROM) 224, hard disk drive (HDD) 226, CD-ROM
drive 230, universal serial bus (USB) ports and other com-
munication ports 232, and PCI/PCle devices 234 connect to
SB/ICH 204 through bus 238 and bus 240. PCI/PCle devices
may include, for example, Ethernet adapters, add-in cards,
and PC cards for notebook computers. PCI uses a card bus

controller, while PCle does not. ROM 224 may be, for
example, a tlash basic mput/output system (BIOS).

HDD 226 and CD-ROM drive 230 connect to SB/ICH
204 through bus 240. HDD 226 and CD-ROM drive 230
may use, for example, an integrated drive electronics (IDE)

or serial advanced technology attachment (SATA) interface.
Super 1/0 (S10) device 236 may be connected to SB/ICH
204.

An operating system runs on processing unit 206. The
operating system coordinates and provides control of vari-
ous components within the data processing system 200 1n
FIG. 2. As a client, the operating system may be a commer-
cially available operating system such as Microsoft® Win-
dows 7®. An object-oriented programming system, such as
the Java™ programming system, may run in conjunction
with the operating system and provides calls to the operating
system from Java™ programs or applications executing on
data processing system 200.

As a server, data processing system 200 may be, for
example, an IBM® eServer™ System p® computer system,
running the Advanced Interactive Executive (AIX®) oper-
ating system or the LINUX® operating system. Data pro-
cessing system 200 may be a symmetric multiprocessor
(SMP) system including a plurality of processors in pro-
cessing unit 206. Alternatively, a single processor system
may be employed.

Instructions for the operating system, the object-oriented
programming system, and applications or programs are
located on storage devices, such as HDD 226, and may be
loaded 1nto main memory 208 for execution by processing
unmt 206. The processes for illustrative embodiments of the
present invention may be performed by processing unit 206
using computer usable program code, which may be located
in a memory such as, for example, main memory 208, ROM
224, or 1n one or more peripheral devices 226 and 230, for
example.

A bus system, such as bus 238 or bus 240 as shown 1n
FIG. 2, may be comprised of one or more buses. Of course,
the bus system may be implemented using any type of
communication fabric or architecture that provides for a
transier of data between different components or devices
attached to the fabric or architecture. A communication unit,
such as modem 222 or network adapter 212 of FIG. 2, may
include one or more devices used to transmit and receive

data. A memory may be, for example, main memory 208,
ROM 224, or a cache such as found in NB/MCH 202 1n FIG.

2.

Those of ordmary skill in the art will appreciate that the
hardware 1 FIGS. 1 and 2 may vary depending on the
implementation. Other internal hardware or peripheral
devices, such as flash memory, equivalent non-volatile
memory, or optical disk drives and the like, may be used in
addition to or 1n place of the hardware depicted 1n FIGS. 1
and 2. Also, the processes of the illustrative embodiments
may be applied to a multiprocessor data processing system,
other than the SMP system mentioned previously, without
departing from the spirit and scope of the present invention.
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Moreover, the data processing system 200 may take the
form of any of a number of different data processing systems
including client computing devices, server computing
devices, a tablet computer, laptop computer, telephone or
other commumication device, a personal digital assistant 5
(PDA), or the like. In some illustrative examples, data
processing system 200 may be a portable computing device
that 1s configured with flash memory to provide non-volatile
memory for storing operating system files and/or user-
generated data, for example. Essentially, data processing 10
system 200 may be any known or later developed data
processing system without architectural limitation.

Again, the illustrative embodiments utilize critical and
measurable run-time operational parameters as input, such
as total iput current to a voltage regulator, the voltage 15
regulator’s output voltage, frequency, temperature, work-
loads, or the like on a fine time scale, to adopt more
aggressive operational parameters for integrated circuit
devices through monitoring and managing interconnect
clectromigration effects. FIG. 3 depicts a functional block 20
diagram of a mechanism for monitoring and managing
run-time parameters of an integrated circuit to account for
interconnect electromigration effects device 1 accordance
with an illustrative embodiment. Data processing system
300 comprises one or more multi-core processors 302 with 25
cach processor being comprised of one or more cores 304
and with each core comprising one or more groups of
interconnects 305.

For each group of interconnects 305 1n each core 304 in
cach multi-core processor 302, monitoring and management 30
logic 306 measures run-time operational characteristics
experienced by the silicon of core 304 with high precision.
For example, the input current to the voltage regulator 1s
measured with high precision at the higher voltage, e.g. 12
volts, and the output current is estimated based on the output 35
voltage selection. For example, for each group of intercon-
nects 305 1 each core 304 1n each multi-core processor 302,
thermal momtoring logic 307 measures junction tempera-
tures (1) via a digital thermal sensor with a +/-1% mea-
surement error 1n degrees Kelvin at hot spots associated with 40
the groups of interconnects 305. While the present example
uses Kelvin as the basis for temperature measurement, the
illustrative embodiments are not limited to using only tem-
perature measurements i Kelvin. That 1s, any unmit of
measurement for temperature may be used, such as Fahren- 45
heit, Cels1ius, or the like.

For each group of interconnects 3035 1n each core 304 in
multi-core processor 302, frequency monitoring logic 308
measures operational frequencies (F) associated with the
group ol interconnects 305 via switching with a +/-0.05% 50
measurement error 1n megahertz (MHz) on an upper bound
even with active Dynamic Voltage and Frequency Scaling
(DVES). Furthermore, frequency monitoring logic 308 may
augment the operation frequencies (F) via switching moni-
toring logic 310 that utilizes digital power proxies to weight 55
the measured frequencies based on a predetermined 1mpor-
tance of various components within core 304, thereby avoid-
ing generic frequency values. Additionally, for each group of
interconnects 305 1n each core 304 1 each multi-core
processor 302, voltage monitoring logic 312 measures 60
operation voltages (Vds) associated with the group of inter-
connects 305 with a +/-1% measurement error 1n volts on an
upper bound (i.e., regulator setting) even with active
Dynamic Voltage and Frequency Scaling (DVES).

Current estimation logic 309 utilizes the measurements 65
obtained by thermal monitoring logic 307, frequency moni-
toring logic 308 with or without switching monitoring logic

6

310, and voltage monitoring logic 312 to determine the
present core current I associated with a particular core
304 utilizing the following equation:

core share ]

Leore = Navor (Viovor [ Vas) xregulator_etficiencyx ( -
input_power

where I,,, .. 1s a measured 12 volt current using a current
sensing device, V,,. ;15 a measured 12 volt voltage nto a
voltage regulator measured using a resistor, Vds 1s an
external voltage coming 1nto the IC chip at the output of the
voltage regulator, regulator efliciency 1s how much energy 1s
lost 1n down converting the voltage, e.g. 0.85, and has to be
characterized 1n the lab, core_share 1s a portion of the total
power attributed to an individual cores activity (AC power)
and thermally enhanced leakage power (DC power) which 1s
a Tunction of the temperature of the core, and mput_power
1s the total mnput power to the multi-core processor 302 as
determined by input power monitor 311.

Another common method for measuring the current con-
sumed by the microprocessor 1s to integrate the voltage
across the inductance at the output of the voltage regulator.
The 1ntegrated voltage across the inductance 1s divided by
the parasitic passive resistance of the inductor. The result of
the division 1s the current consumed by the microprocessor.

With the core current I determined, current estimation
logic 309 accesses a maximum percentage of power table
322 that identifies a maximum percentage ol power con-
sumed by individual units within the core 304 under various
workloads. For example, for six functional units within a
core, an 1nstruction sequencer unit (ISU) utilizes 27% of the
power during a mload workload, a deblocking filter umit
(DFU) utilizes 3% of the power during a mcopy workload,
a fixed point execution unit (FXU) uses 7% of the power
during a v107 workload, a floating point execution unit
(FPU) utilizes 19% of the power during a vddot_dual
workload, an mstruction fetch unit (IFU) utilizes 77% of the
power during a vddot_uni workload, and a load/store unit
(LSU) utilizes 66% of the power during a daxpy workload.

With these maximum percentage of power values for the
functional units within the core 304 determines a unit
current (I ) for the various functional units using the
following equation:

I

LIIE

=maximum_percentage, .. */

it ‘toore

While there are multiple ways to partition core logic into
units, i the above example, the partitioning of the core in
units follows the logic function. For example, ISU includes
all logic transistors, clocking elements, register files and
arrays that implement the logic function of the core respon-
sible for checking inter instruction dependency, renaming
registers, selecting instructions for 1ssue to functional units,
and computing logic conditions for completing 1nstructions.
Another way to partition the core into sub-components 1s to
use the physical placement as a basis for partitioning. In this
method, each unit may be defined by the X-Y coordinates of
the bounding box or using a plurality of bounding boxes.
The distribution of current by the umit depends on the
workload running on the processor core, the data patterns
processed by the workload, the core mode of execution,
voltage, frequency, and temperature. Moreover, the distri-
bution varies from chip to chip. In the preferred embodiment
the current distribution 1s computed for the dynamic power
(referred to as AC) and static power (referred to as DC)
separately. The dynamic power (AC) 1s modeled as two
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components: workload dependent AC and workload inde-
pendent AC. The accuracy of runtime AC current calcula-
tions may be significantly improved by separating the work-
load-independent AC components and computing the
current contribution matrix of the workload independent
components separately. Workload independent AC currents
include clock distribution, local clock buffers and free-
running latches and logic. Clock distribution currents are
typically localized to the clock sector buflers driving the
clock grid. The currents of the each clock sector bufler i1s
typically delivered through a small group of C4s surround-
ing that clock sector bufler. In the preferred embodiments
the power of clock sector butlers 1s treated as a separate unit.

Power proxies allow an accurate estimation of workload-
dependent AC components. Power proxies are a weighted

combination of AC events 1n a core where the weights are
determined to give the smallest error representation of AC
power 1n a core for a variety of representative workloads.
Power proxies are used to scale the total measured 1nput
power across all the cores 1nto individual weighted groups
for each core. The actual manner that the power proxies are
computed are not the subject of this invention disclosure
claims. However, the higher the accuracy of estimating the
power proxies for each core, the more accurate the C4
clectromigration aging characteristic that is tracked.

The scaling of AC current with the voltage and frequency
1s modeled using the following equation:

AC current=

voltage

] voltage _exponent

frequency# C_effectivex voltage * ( voltage,_base

where the voltage_base 1s a voltage at which the current
distribution 1s mitially computed, voltage _exponent i1s a
technology dependent constant, and C_eflective 1s a capaci-
tance switched during each operation or during each clock
cycle. The value of the technology-dependent voltage ex-
ponent can be 1n the range of between O and 1.4.

The static power 1 processors implemented i CMOS
technology 1s dominated by leakage currents. Leakage cur-
rents are typically measured as part of the standard manu-
facturing test called IDDQ test and saved in the EPROM
memory, IDDQ. Leakage current map 1s generated using the
leakage power modeling tools. Using the leakage current
contribution matrix the leakage current contribution of each
group of devices can be assigned to individual C4s. Leakage
current 1s a function of voltage and temperature. Leakage
currents during IDDQ) test are typically measured at a single
voltage and temperature point and the measurements con-
ditions are also saved in EPROM (T_IDDQ and V_IDDQ).
The preferred embodiment dynamically re-computes the
leakage current on a per-core bases at every interval of
operation, based on temperature and operating voltage at
cach interval (T(t) and V(1)) using the following equation:

Leakage current= IDDQ * (temperature_sensitivity

( T(r) = T_IDDQ

DOV ltage_exponent
T_base Q

]*(V(IJ—V_

where 1DDQ) 1s the leakage current, T_IDDQ) 1s a tempera-
ture at the time the leakage current was identified, V_IDDQ
1s a voltage at the time the leakage current was 1dentified,
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T(t) 1s a measured temperature at time t, V(t), 1s a measured
voltage at time t, and temperature_sensitivity, T_base, and

voltage_exponents are technology-dependent constants. In
the preferred embodiment, the same values for the technol-
ogy-dependent constants are used across all chips and are
hard-coded 1n the EPROM or 1n the firmware as constants.
Typical values are as follows: temperature_sensitivity=1.2,
T _base=10° C. and voltage_exponents=3.0.

In another embodiment, the values technology-dependent

constants are measured at the test time for each chip and
saved 1n EPROM along with IDDQ) values. In the preferred

embodiment, the leakage current 1s re-computed on a per-
core basis at every interval of operation. The leakage cal-
culation 1s done once per interval, and the corresponding
current contributions to individual C4s are computed once
per the monitoring time interval. In another embodiment, the
leakage currents are re-computed on a per-area basis. The
temperature reading for each individual area i1s used for
re-computing the leakage currents.

In yet another embodiment, the leakage currents are
re-computed on a device group bases. The technology-
dependent leakage sensitivity constants are stored individu-
ally for every group of devices. The contribution of leakage
currents of each device group to individual C4s 1s recom-
puted using a current contribution matrix derived for each of
the device groups. An example of device groups includes
SRAM cells, low-threshold logic devices, high threshold
logic devices, or the like. In a further embodiment, the
NFETs and PFETs comprise individual groups. In yet
another embodiment, the functional units comprise 1ndi-
vidual groups.

In order to obtain an estimate of the actual current
associated with the interconnect groups associated with the
functional units, current estimation logic 309 utilizes a
matrix representing power distribution networks for inter-
connect current and sensitivity:

- Ao Aol Aom—1 - wnit_( _ { interconnect_0
A 10 Al 1 A 1m—1 IHHIII‘_I Iinrfrmnﬂfcr_l
o =
| Ap-10 An-11 . An—lm-1 i IHH.E'I‘_FH—I ] I Iinrfrmnne-::r_n—l ]

In this matrix, the A values are pre-silicon analyzed values
where the columns represent where source current goes and
the rows represent where source current comes from. Age
determination logic 314 utilizes the estimated interconnect
current (I, ... ). which may also be referred to as J _,
since 1t 1s an estimated value, and the measured temperature
T . associated with each group of interconnects 303 to

AN =4

determine a real-time age of each group of interconnects
305.

Beginning at initialization of data processing system 300,
age determination logic 314 determines a number of pro-
cessors (X) 1n data processing system 300, a number of cores
(Y) within each processor, and a number of groups of
interconnects (M) within each core. Once age determination
logic 314 determines the number of processors (X), the
number of cores (Y), and the number of groups of intercon-
nects (M), age determination logic 314 sets incrementing
variables for interconnect groups (m), cores (y), and pro-
cessors (x) to 0. For each combination of interconnects
groups in the number of interconnect groups (M), cores 1n
the number of cores (Y), and processors 1n the number of
processors (X), age determination logic 314 also sets a set of
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modeled age variable AGEP, C G,, values 316 equal to O.
The modeled age variable AG! JP C.G, values 316 measures

Xy m
the modeled age of the actual silicon 1n microseconds, which
1s updated every interval (t). Thus, for example, 11 there are
three interconnect groups, two cores, and two processors,

— -

there would be 12 umique modeled age variable AGEP_-

C,G,, values 316 (AGEO0O, AGE100, AGE200, AGEO]
AGEI 10, AGE210, AGEOO1, AGE101, AGE201, AGEO11,

AGEI111, and AGE211). Therefore for eaeh combination ef
interconnect group, core, and processor, the corresponding
AGEP C G, value 316 1s maintained independently and
distinctly without ever being intermixed.

With these variables set, for each combination of inter-
connect group, core, and processor during every interval (t),
which 1s a predetermined time period, age determination
logic 314 receives measurements from thermal monitoring
logic 307 and current estimation logic 309, resulting 1n a
present temperature (TMEPICJ,G ) and a present estimated
current (I, P.C G,) for a given interconnect group m. In
accordance Wlth the illustrative embodiments, age determi-
nation logic 314 may utilize either a peak value during the
time 1nterval (t) or an average value during the time interval
(t) for each of temperature (TusePxCyGm) and estimated
current (J,,.P.C G,).

With the a present temperature (1, P C G, ) and the
present estimated current (J,, P .C G, ) Values for the given
interconnect group m, age determination logic 314 computes
an aging percentage or acceleration factor (AF) for inter-
connect group m for the last time interval t by first deter-

mimng a statistical population of parts that have failed:

where t., 15 50% of a statistical population of parts that have
failed, A 1s a constant based on the cross-sectional area of the
interconnect, J 1s either J _ (present estimated current) or
I..... (stress current), n 1s a current density exponent (typi-
cally, 1.5-2), Ah 1s an activation energy (typically, 0.7-1
¢V), k 1s Boltzman’s constant, and T 1s the current tempera-
ture value 1n degrees Kelvin. Age determination logic 314
then determines the aging percentage or acceleration factor
AF for interconnect group m using Black’s equation:

—n
( . ] T,
ISDH JESE

7
1505 ( 1 ]EkT

M
JSTFESS

Al =

AF = (J“""‘-*'” )”E[(g)*(r_:s—f—?;ﬁ:ﬂ—s )]

)*( TI:SE' - TSI‘.:-'E'SS )‘

where t.,, 1s 50% of a present statistical population of parts
that have failed, t.,. 1s 50% of a stressed statistical popula-
tion of parts that have failed J __ 1s a present estimated
current actually being drawn 1n practice, J_, ___1s an assumed
current at maximum stress determined during burn-in test-
ing, n 1s a current density exponent (typically, 1.5-2), h 1s an

activation energy (typically, 0.7-1 eV), k 1s Boltzmann’s

constant, T __ 1s a present temperature value in degrees
Kelvin, T .. 1s the stress temperature value i degrees
Kelvin determined during burn-in testing, and Ea 1s an
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activation energy (typically 0.7 to 1.0 e€V). Thus, age deter-
mination logic 314 determines the acceleration factor (AF)
by comparing the stress test conditions determined during
burn-in testing to present test conditions.

With the aging percentage or acceleration factor (AF)
determined, age determination logic 314 increases the cor-
responding modeled age variable AGEP, C G, value 316 1n
storage 320 for the group of interconnects by adding the
aging percentage or acceleration factor (AF) value to the
current modeled age variable AGEP _C G, value as follows:

X~y m

AGEP,C,G,=AGEP.C,G, +AF(2).

Age determination logic 314 then increases the iterconnect
group variable m by 1 as follows:

m=m+1,

to evaluate a next interconnect group m. Age determination
logic 314 then determines whether the current value of the
interconnect group variable m 1s greater than or equal to the
number of interconnect groups (M).

If age determination logic 314 determines that the current
value of the interconnect group variable m 1s less than the
number of iterconnect groups (M), then age determination
logic 314 computes a new aging percentage or acceleration
tactor (AF) for a next interconnect group m using a present
temperature (1, P .C G, ) and a present estimated current
(J 1,.J{_ﬁ_,g,PnyGm) for that interconnect group m. Age determi-
nation logic 314 then repeats the process for each of the
number of interconnect groups (M). If age determination
logic 314 determines that the current value of the intercon-
nect group variable m 1s greater than or equal to the number
ol 1nterconnect groups (M), then age determination logic

314 increases the core variable y by 1 as follows:

y=y+l,

which moves to evaluate all interconnect groups M associ-
ated with the next core y. Age determination logic 314 then
determines whether the current value of the core variable y
1s greater than or equal to the number of cores (Y) of the
current processor X. If age determination logic 314 deter-
mines that the current value of the core variable y 1s less than
the number of cores (Y) of the current processor X, then age
determination logic 314 sets the interconnect group variable
m equal to 0 and computes a new present temperature
(THSEPICme) and a new present estimated current (I, P -

G, ) for the present interconnect group m and present core
y. Age determination logic 314 then repeats the process for
cach of the cores (Y) and for each of the interconnect groups
(M) 1n the present processor X.

If age determination logic 314 determines that the current
value of the core vanable y 1s greater than or equal to the
number of cores (Y) for the current processor X, then age
determination logic 314 increases the processor variable x

by 1 as follows:

x=x+1,

which changes to the next processor x. Age determination
logic 314 then determines whether the current value of the
processor variable x 1s greater than or equal to the number
of processors (X). If age determination logic 314 determines
that the current value of the processor variable x 1s less than
the number of processors (X), then age determination logic
314 sets the core variable y equal to O, sets the interconnect
group variable m equal to 0, and computes a new present
temperature (1,,.P,C G,) and a new present estimated
current (I, P C.G, ) fer the present 1nterconnect group m

and present core vy, thereby repeating the process for the next
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processor 1n the number of processors (X), for each of the
number of cores (C) and for each of the number of inter-
connect groups (M).

If age determination logic 314 determines that the current
value of the processor variable x 1s greater than or equal to
the number of processors (X), then age determination logic
314 determines whether the maximum of the modeled age
variable AGEP C G, values for the interconnect groups 305
in cores 304 on processors 302 1s greater than an end-of-life
value for the interconnect groups 3035 in cores 304 on
multi-core processors 302 minus an epsilon value. That 1s,
the manufacturer of multi-core processors 302 provides an
end-of-life value for the interconnect groups 303 1n cores
304 on multi-core processor 302. Additionally, enterprises
provide a maintenance time frame (epsilon) for replacement
of components within a data processing system, such as data
processing system 300. Thus, age determination logic 314
determines whether the maximum of the modeled age vari-
able AGEP,C G, values 316 for the interconnect groups
305 1n cores 304 on multi-core processors 302 1s greater than
the end-of-life value for the interconnect groups 303 in cores
304 on multi-core processors 302 minus the epsilon value.

If age determination logic 314 determines that the maxi-
mum ot the modeled age variable AGEP C G, values 316
for the mterconnect groups 305 1n cores 304 on multi-core
processors 302 are less than or equal to the end-of-life value
for the mterconnect groups 305 1n cores 304 on multi-core
processors 302 minus the epsilon value, then age determi-
nation logic 314 waits one interval t and then sets the
interconnect variable m equal to O, sets the core variable y
equal to 0, and sets the processor variable x equal to 0. Age
determination logic 314 then starts the process over for each
interconnect group in the number of interconnect groups
(M), for each core 1n the number of cores (Y) and for each
processor 1n the number of processors (X) until the maxi-
mum of the modeled age variable AGEP C G, values 316
tor the mterconnect groups 305 1n cores 304 on multi-core
processors 302 1s greater than the end-of-life value for the
interconnect groups 305 i cores 304 on multi-core proces-
sors 302 minus the epsilon value. Once age determination
logic 314 determines that the maximum of the modeled age
variable AGEP,C G, values 316 for the interconnect groups
305 1n cores 304 on multi-core processors 302 1s greater than
the end-oi-life value for the interconnect groups 3035 in cores
304 on multi-core processors 302 minus the epsilon value,
age determination logic 314 sends an indication to an
administrator that the multi-core processor requires replac-
ng.

Thus, age determination logic 314 tracks each critical
interconnect group 305 or all interconnect groups 303 asso-
ciated with a core 304 independently over the life time of the
product and treats each critical interconnect group 305 or all
interconnect groups 305 associated with a core 304 inde-
pendently. At every time interval (t), age determination logic
314 chooses whichever interconnect group 303°s age 1is
currently showing the most aging for a corrective action to
be taken, such as possible FRU replacement, active work-
load management to extend lifetimes of stressed out EM
hotspots, or the like.

While the aged fraction or percent of lifetime metric 1s a
good representation of the state of the system, an additional
estimate may be made by calculating an equivalent failure 1n
test (FIT) rate from the aging data. The FIT rate calculation
involves analyzing the specifics of the log normal failure
distribution from accelerated stress testing, which would
complicate a direct calculation within the elements available
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in practice for real time monitoring. A good estimate,
however, would come from the following:

calculate offline the expected FIT rate using a full life-

time, the expected current and temperature distribu-
tions, and the normal EM methodology;

multiply that total FIT rate by the modeled age of the

interconnect group calculated by age determination
logic 314; and

establish a rationale upper bound to the FIT rate equiva-

lent of the EM age.

For example, an estimated FIT rate for a module 1s
determined to be 15 packages per 10,000 for 60,000 power-
on-hours. In the field, age determination logic 314 deter-
mines the current percent of age actually reached 4%, then

the eflective FIT rate 1s 0.04*15=0.6 failure per 10,000

packages for 60,000 power-on-hours, which 1s less that 1
module. The estimated FIT rate provides real-time wear-out
in terms of a failure in test, which 1s a parameter end-users
may be more familiar with. The estimated FIT rate allows a
user to determine whether the part has aged to the expected
wear-out level or exceeded the wear-out level. The estimated
FIT rate does not indicate whether this particular part will be
the one that fails, only that the particular part has hit an
expected lifetime that produces the estimated FIT rate.

The above aspects and advantages of the illustrative
embodiments of the present mvention will be described 1n
greater detail herealter with reference to the accompanying
figures. It should be appreciated that the figures are only
intended to be illustrative of exemplary embodiments of the
present invention. The present invention may encompass
aspects, embodiments, and modifications to the depicted
exemplary embodiments not explicitly shown 1n the figures
but would be readily apparent to those of ordinary skill in the
art 1n view of the present description of the illustrative
embodiments.

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method,
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an enftirely software embodiment (including

firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in
any one or more computer readable medium(s) having
computer usable program code embodied thereon.

Any combination of one or more computer readable
medium(s) may be utilized. The computer readable medium
may be a computer readable signal medium or a computer
readable storage medium. A computer readable storage
medium 1s a system, apparatus, or device of an electronic,
magnetic, optical, electromagnetic, or semiconductor nature,
any suitable combination of the foregoing, or equivalents
thereof. More specific examples (a non-exhaustive list) of
the computer readable storage medium would include the
following: an electrical device having a storage capability, a
portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber based device, a portable compact
disc read-only memory (CDROM), an optical storage
device, a magnetic storage device, or any suitable combi-
nation of the foregoing. In the context of this document, a
computer readable storage medium 1s any tangible medium
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that can contain or store a program for use by, or in
connection with, an instruction execution system, apparatus,
or device.

In some 1illustrative embodiments, the computer readable
medium 1s a non-transitory computer readable medium. A
non-transitory computer readable medium i1s any medium
that 1s not a disembodied signal or propagation wave, 1.¢.
pure signal or propagation wave per se. A non-transitory
computer readable medium may utilize signals and propa-
gation waves, but i1s not the signal or propagation wave
itself. Thus, for example, various forms of memory devices,
and other types of systems, devices, or apparatus, that utilize
signals 1n any way, such as, for example, to maintain their
state, may be considered to be non-transitory computer
readable media within the scope of the present description.

A computer readable signal medium, on the other hand,
may include a propagated data signal with computer read-
able program code embodied therein, for example, 1 a
baseband or as part of a carrier wave. Such a propagated
signal may take any of a variety of forms, including, but not
limited to, electro-magnetic, optical, or any suitable combi-
nation thereof. A computer readable signal medium may be
any computer readable medium that 1s not a computer
readable storage medium and that can communicate, propa-
gate, or transport a program for use by or in connection with
an instruction execution system, apparatus, or device. Simi-
larly, a computer readable storage medium 1s any computer
readable medium that 1s not a computer readable signal
medium.

Computer code embodied on a computer readable
medium may be transmitted using any appropriate medium,
including but not limited to wireless, wireline, optical fiber
cable, radio frequency (RF), etc., or any suitable combina-
tion thereof.

Computer program code for carrying out operations for
aspects of the present mmvention may be written 1n any
combination of one or more programming languages,
including an object oriented programming language such as
Java™, Smalltalk™, C++, or the like, and conventional
procedural programming languages, such as the “C” pro-
gramming language or stmilar programming languages. The
program code may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer, or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider).

Aspects of the present invention are described below with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to the 1llustrative embodiments of the inven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks 1n the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions/acts specified 1n the tlowchart and/or
block diagram block or blocks.
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These computer program instructions may also be stored
in a computer readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function 1n a particular manner, such that the
instructions stored 1n the computer readable medium pro-
duce an article of manufacture including instructions that
implement the function/act specified 1n the flowchart and/or
block diagram block or blocks.

The computer program nstructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps
to be performed on the computer, other programmable
apparatus, or other devices to produce a computer 1mple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide
processes for implementing the functions/acts specified in
the flowchart and/or block diagram block or blocks.

FIG. 4 depicts the operation performed 1n determining a
modeled age of an interconnect group 1n a core on a
multi-core processor 1n accordance with an 1llustrative
embodiment. As the operation begins, age determination
logic, executed by a processor, determines a number of
processors (X) in data processing system 300, a number of
cores (Y) within each processor, and a number of groups of
interconnects (M) within each core (step 402). The age
determination logic then sets incrementing variables for
interconnect groups (m), cores (v), and processors (X) to an
initial value (step 404). The age determination logic also sets
a set of modeled age variables AGEP,C G, equal to an
initial value (step 406). For each combination of intercon-
nect group, core, and processor, one AGEP,C G, value set
to 0.

For a first of an interconnect group m, core y, and
processor X during a first time interval (t), which 1s a
predetermined time period, the age determination logic
determines an estimated interconnect current (J ) and a
present temperature for the interconnect group (1, ..) (step
408). The age determination logic computes an aging per-
centage or acceleration factor (AF) for interconnect group m
(step 410). With the aging percentage or acceleration factor
(AF) determined, the age determination logic increases the
modeled age variable AGEP, C G, value for the intercon-
nect group by adding the determined aging percentage or

acceleration factor (AF) to the current modeled age varniable
AGEP,C,G,, value (step 412) as tollows:

AGEP,C,G,~AGEP,C,G, +AF(1).

The age determination logic then increases the interconnect
group variable m by 1 (step 414) as follows:

m=m+1,

to evaluate a model equation for the next interconnect group.
The age determination logic then determines whether the
current value of the interconnect group variable m 1s greater
than or equal to the number of interconnect groups (M) (step
416).

IT at step 416 the age determination logic determines that
the current value of the interconnect group variable m 1s less
than the number of interconnect groups (M), then the
operation returns to step 408. I at step 416 the age deter-
mination logic determines that the current value of the
interconnect group variable m 1s greater than or equal to the
number of interconnect groups (M), then the age determi-
nation logic increases the core variable y by 1 (step 418) as
follows:

y=y+l,
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which moves to evaluate all interconnect groups associated
with the next core. The age determination logic then deter-
mines whether the current value of the core variable y 1s
greater than or equal to the number of cores (Y) (step 420).
IT at step 420 the age determination logic determines that the
current value of the core vanable y 1s less than the number
of cores (Y), then the age determination logic sets the
interconnect group variable m equal to the nitial value (step
422), with the operation proceeding to step 408 thereatter.

IT at step 420 the age determination logic determines that
the current value of the core variable y 1s greater than or
equal to the number of cores (Y), then the age determination
logic increases the processor variable x by 1 (step 424) as
follows:

x=x+1,

which changes to the next processor’s cores and 1ntercon-
nect groups. The age determination logic then determines
whether the current value of the processor variable x 1s
greater than or equal to the number of processors (X) (step
426). If at step 426 the age determination logic determines
that the current value of the processor variable x 1s less than
the number of processors (X), then the age determination
logic sets the core variable y equal to the 1nitial value (step
428), with the operation proceeding to step 422 thereatter.

IT at step 426 the age determination logic determines that
the current value of the processor variable X 1s greater than
or equal to the number of processors (X), then the age
determination logic determines, for all the interconnect
groups, whether a maximum of the modeled age variable
AGEP,C,G,, values for the interconnect groups in the cores
on the multi-core processors 1s greater than an end-of-life
value for the interconnect groups 1n the cores on the multi-
core processors minus an epsilon value (step 430). That 1s,
the manufacturer of the multi-core processor provides an
end-of-life value for the interconnect groups 1n the cores on
the multi-core processors. Additionally, enterprises provide
a maintenance time frame (epsilon) for replacement of
components within a data processing system. Thus, the age
determination logic determines whether the modeled age
variable AGEP C G, value for the mterconnect groups in
the cores on the multi-core processors 1s greater than the
end-of-life value for the interconnect groups in the cores on
the multi-core processors minus the epsilon value.

If at step 430 the age determination logic determines that
the maximum of the modeled age variable AGEP C G,
values for the interconnect groups in the cores on the
multi-core processors 1s less than or equal to the end-of-life
value for the interconnect groups 1n the cores on the multi-
core processors minus the epsilon value, then the age
determination logic waits one time interval t (step 432) and
then sets the interconnect group variable m equal to the
initial value, sets the core variable y equal to the initial
value, and sets the processor variable x equal to the initial
value (step 434), with the operation proceeding to step 408
thereafter. If at step 430 age determination logic determines
that the maximum of the modeled age variable AGEP,C G,
values for the interconnect groups in the cores on the
multi-core processors 1s greater than the end-of-life value for
the interconnect groups in the cores on the multi-core
processors minus the epsilon value, the age determination
logic sends an indication to a consumer or an administrator
to implement a corrective action (step 436), with the opera-
tion terminating thereafter.

The flowchart and block diagrams 1n the figures illustrate
the architecture, functionality, and operation of possible

implementations of systems, methods, and computer pro-
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gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for 1mplementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted 1n the block may occur
out of the order noted 1n the figures. For example, two blocks
shown 1n succession may, 1n fact, be executed substantially
concurrently, or the blocks may sometimes be executed 1n
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks 1n the block diagrams and/or flowchart illustration,
can be mmplemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

Thus, the illustrative embodiments provide mechanisms
for managing interconnect electromigration effects through
real-time monitoring of localized EM hotspot interconnects
for temperature and current. Using this information, the
illustrative embodiments estimate interconnects” field life
time usage based on the measured EM eflects. This esti-
mated field life time usage 1s added to “call home” data that
may be exposed to the user and/or administrator so that
appropriate action may be taken. That i1s, 1f the estimated
field life time usage 1indicates a local interconnect region that
1s close to an end-of-life, the customer and/or administrator
may 1implement one or more actions to manage the aging of
the silicon 1n order to avoid early mortality of the silicon and
improve the eflective lifetime of the system. The one or
more actions may include, possible FRU replacement, active
workload management to extend lifetimes of stressed out
EM hotspots, or the like.

As noted above, 1t should be appreciated that the 1llus-
trative embodiments may take the form of an entirely
hardware embodiment, an entirely software embodiment or
an embodiment containing both hardware and software
clements. In one example embodiment, the mechanisms of
the 1llustrative embodiments are implemented 1n software or
program code, which includes but 1s not limited to firmware,
resident software, microcode, etc.

A data processing system suitable for storing and/or
executing program code will include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local
memory employed during actual execution of the program
code, bulk storage, and cache memories which provide
temporary storage of at least some program code 1n order to
reduce the number of times code must be retrieved from bulk
storage during execution.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled
to the system either directly or through intervening I/0O
controllers. Network adapters may also be coupled to the
system to enable the data processing system to become
coupled to other data processing systems or remote printers
or storage devices through intervening private or public
networks. Modems, cable modems, and Ethernet cards are
just a few of the currently available types of network
adapters.

The description of the present mvention has been pre-
sented for purposes of illustration and description, and 1s not
intended to be exhaustive or limited to the invention 1n the
form disclosed. Many modifications and variations will be
apparent to those of ordinary skill 1in the art. The embodi-
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ment was chosen and described 1n order to best explain the
principles of the invention, the practical application, and to
cnable others of ordinary skill in the art to understand the
invention for various embodiments with various modifica-
tions as are suited to the particular use contemplated.

What 1s claimed 1s:

1. A method, 1n a data processing system, for determining
a modeled age of a set of interconnect groups 1n a set of
cores 1n a set ol multi-core processors, the method compris-
ng:

for each interconnect group in the set of interconnect

groups 1n the set of cores on the set of multi-core
processors, determining a current modeled age of the
interconnect group, wherein determining the current
modeled age of the interconnect group comprises:
for each interconnect group in the set of interconnect
groups, each core in the set of cores, and each
processor 1n the set of multi-core processors, coms-
puting an aging percentage value utilizing a tem-
perature associated with the interconnect group and
a current associated with the interconnect group at
regular intervals, wherein the aging percentage value
1s computed for each interconnect group by numeri-
cally solving Black’s equation, wherein current in
Black’s equation 1s substituted with an estimated
current associated with the interconnect group,
wherein temperature 1 Black’s equation 1s substi-
tuted with a measured or an estimated temperature
for the interconnect group, and wherein the esti-
mated current associated with the interconnect i1s
computed by numerically multiplying a current con-
tribution matrix by a vector of numerical values of
currents ol core components; and
increasing the current value for the modeled age of
interconnect group by the aging percentage value;
determining whether at least one current modeled age of
the interconnect group for the set of interconnect
groups 1s greater than an end-of-life value; and
responsive to at least one current modeled age of the
interconnect group being greater than the end-of-life
value, sending an indication to take corrective action
with the at least one associated interconnect group such
that at least one of the multi-core processor associated
with the at least one interconnect group 1s replaced or
workload associated with the core or the multi-core
processor associated with the at least one interconnect
group 1s managed.
2. The method of claim 1, further comprising;:
responsive to none of the current modeled age of the
interconnect group for the set of interconnect groups
being greater than or equal to the end-of-life value,
repeating the process to calculate a new modeled age
for each of the set of interconnect groups;

determining whether at least one of the new modeled age
of the interconnect group for the set of interconnect
groups 1s greater than the end-of-life value; and

responsive to at least one new modeled age of the inter-
connect group being greater than the end-of-life value,
sending the indication to take corrective action with the
at least one associated interconnect group.

3. The method of claim 1, wherein the numerical values
of the currents of core components are computed by multi-
plying a total current consumption of processors measured at
a voltage regulator that are scaled by a ratio of total cores to
a number of the runming cores, by a numerically computed
contribution of each of the core components to a total current
consumed by each core.
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4. The method of claim 3, wherein the numerically
computed contribution of each of the core components to the
total current consumed by each core 1s computed using a
pre-silicon power analysis of the distribution of dynamic and
static currents, wherein the dynamic and static current
components are scaled to a voltage, frequency, and tempera-
ture of the running cores, and wherein the leakage current
component 1s further multiplied by the IDDQ current mea-
surements for each individual processor chip.

5. The method of claim 1, wherein the current contribu-
tion matrix 1s computed based on pre-silicon simulation of
a processor power grid with current sources at specified
locations, and wherein the current contribution matrix 1s
computed for both static currents and dynamic currents.

6. The method of claim 1, further comprising:

computing a failure in test (FIT) rate based upon the

current modeled age of the interconnect group.

7. A computer program product comprising a non-transi-
tory computer readable storage medium having a computer
readable program stored therein, wherein the computer
readable program, when executed on a computing device,
causes the computing device to:

for each 1interconnect group 1n a set of interconnect groups

in a set of cores on a set of multi-core processors,

determine a current modeled age of the interconnect

group, wherein the computer readable program to

determine the current modeled age of the interconnect

group further causes the computing device to:

for each interconnect group 1n the set of 1nterconnect
groups, €ach core 1n the set of cores, and each
processor 1n the set of processors, compute an aging
percentage value utilizing a temperature associated
with the interconnect group and a current associated
with the interconnect group at regular intervals,
wherein the aging percentage value 1s computed for
cach 1nterconnect group by numerically solving
Black’s equation, wherein current in Black’s equa-
tion 1s substituted with an estimated current associ-
ated with the interconnect group, wherein tempera-
ture 1 Black’s equation 1s substituted with a
measured or an estimated temperature for the inter-
connect group, and wherein the estimated current
associated with the interconnect group 1s computed
by numerically multiplying a current contribution
matrix by a vector of numerical values of currents of
core components; and

increase the current value for the modeled age of the
interconnect group by the aging percentage value;

determine whether at least one current modeled age of the

interconnect group for the set of interconnect groups 1s

greater than an end-of-life value; and

responsive to at least one current modeled age of the

interconnect group being greater than the end-of-life
value, send an indication to take corrective action with
the at least one associated interconnect group such that
at least one of the multi-core processor associated with
the at least one interconnect out 1s replaced or workload
associated with the core or the multi-core processor
associated with the at least one interconnect group 1s
managed.

8. The computer program product of claim 7, wherein the
computer readable program further causes the computing
device to:

responsive to none ol the current modeled age of the

interconnect group for the set of interconnect groups
being greater than or equal to the end-of-life value,
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repeat the process to calculate a new modeled age for
cach of the set of interconnect groups;
determine whether at least one of the new modeled age of
the interconnect group for the set of interconnect
groups 1s greater than the end-of-life value; and

responsive to at least one new modeled age of the inter-
connect group being greater than the end-of-life value,
send the indication to take corrective action with the at
least one associated interconnect group.

9. The computer program product of claim 7, wherein the
numerical values of the currents of core components are
computed by multiplying a total current consumption of
processors measured at a voltage regulator that are scaled by
a ratio of total cores to a number of the running cores, by a
numerically computed contribution of each of the core
components to a total current consumed by each core.

10. The computer program product of claam 9, wherein
the numerically computed contribution of each of the core
components to the total current consumed by each core 1s
computed using a pre-silicon power analysis of the distri-
bution of dynamic and static currents, wherein the dynamic
and static current components are scaled to a voltage,
frequency, and temperature of the running cores, and
wherein the leakage current component 1s further multiplied
by the IDDQ current measurements for each individual
processor chip.

11. The computer program product of claim 7, wherein the
current contribution matrix i1s computed based on pre-silicon
simulation of a processor power grid with current sources at
specified locations, and wherein the current contribution
matrix 1s computed for both static currents and dynamic
currents.

12. The computer program product of claim 7, wherein
the computer readable program further causes the computing
device to:

compute a failure 1n test (FIT) rate based upon the current

modeled age of the interconnect group.

13. An apparatus comprising:

a processor; and

a memory coupled to the processor, wherein the memory

comprises instructions which, when executed by the
processor, cause the processor to:

for each interconnect group 1n a set of interconnect groups

in a set of cores on a set of multi-core processors,

determine a current modeled age of the interconnect

group, wherein the mstructions to determine the current

modeled age of the interconnect group further cause the

processor to:

for each interconnect group in the set of interconnect
groups, each core in the set of cores, and each
processor 1n the set of processors, compute an aging
percentage value utilizing a temperature associated
with the interconnect group and a current associated
with the interconnect group at regular intervals,
wherein the aging percentage value 1s computed for
cach interconnect group by numerically solving
Black’s equation, wherein current in Black’s equa-
tion 1s substituted with an estimated current associ-
ated with the interconnect group, wherein tempera-
ture 1 Black’s equation 1s substituted with a
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measured or an estimated temperature for the inter-
connect group, and wherein the estimated current
associated with the iterconnect group 1s computed
by numerically multiplying a current contribution
matrix by a vector of numerical values of currents of
core components; and

increase the current value for the modeled age of the
interconnect group by the aging percentage value;

determine whether at least one current modeled age of the
interconnect group for the set of interconnect groups 1s
greater than an end-of-life value; and
responsive to at least one current modeled age of the
interconnect group being greater than the end-of-life
value, send an indication to take corrective action with
the at least one associated 1nterconnect group such that
at least one of the multi-core processor associated with
the at least one interconnect group 1s replaced or
workload associated with the core or the multi-core
processor associated with the at least one interconnect
group 1S managed.
14. The apparatus of claim 13, wherein the instructions
further causes the processor to:
responsive to none of the current modeled age of the
interconnect group for the set of interconnect groups
being greater than or equal to the end-of-life value,
repeat the process to calculate a new modeled age for
cach of the set of interconnect groups;
determine whether at least one of the new modeled age of
the interconnect group for the set of interconnect
groups 1s greater than the end-of-life value; and

responsive to at least one new modeled age of the inter-
connect group being greater than the end-of-life value,
send the mdication to take corrective action with the at
least one associated interconnect group.

15. The apparatus of claim 13, wherein the numerical
values of the currents of core components are computed by
multiplying a total current consumption of processors mea-
sured at a voltage regulator that are scaled by a ratio of total
cores to a number of the running cores, by a numerically
computed contribution of each of the core components to a
total current consumed by each core.

16. The apparatus of claim 15, wherein the numerically
computed contribution of each of the core components to the
total current consumed by each core 1s computed using a
pre-silicon power analysis of the distribution of dynamic and
static currents, wherein the dynamic and static current
components are scaled to a voltage, frequency, and tempera-
ture of the running cores, and wherein the leakage current
component 1s further multiplied by the IDDQ current mea-
surements for each individual processor chip.

17. The apparatus of claim 13, wherein the current con-
tribution matrix 1s computed based on pre-silicon simulation
ol a processor power grid with current sources at specified
locations, and wherein the current contribution matrix 1s
computed for both static currents and dynamic currents.

18. The apparatus of claim 13, wherein the instructions
further cause the processor to:

compute a failure in test (FIT) rate based upon the current

modeled age of the interconnect group.
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