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APPARATUS AND METHOD FOR
PROCESSING AN INTERRUPT

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the benefit under 35 U.S.C. §119
(a) of Korean Patent Application No. 10-2010-0098403,
filed on Oct. 8, 2010, 1n the Korean Intellectual Property
Ofhlice, the entire disclosure of which 1s incorporated herein
by reference for all purposes.

BACKGROUND

1. Field

The following description relates to interrupt processing,
and additionally, to mterrupt processing in a multiprocessor
that includes a plurality of CPUSs.

2. Description of the Related Art

Interrupt latency corresponds to a delay time that 1s spent
on interrupt processing, and 1s an important factor that
allects system performance. As an example, 1 nterrupt
latency 1s increased due to unexpected events 1n information
communication devices that are expected to implement
real-time properties, the response time may be proportion-
ally increased. As a result, a signal may be blocked or an
image may not be properly output on a display.

In addition, a multiprocessor that includes multiple cen-
tral processing units (CPUs) that are currently being used in
the information communication devices. Theretore, methods
for efliciently processing an interrupt 1n the multiprocessor
are actively being researched.

To process the interrupt more etfhiciently 1 a multipro-
cessor, an amount of mterrupts are measured for each CPU
at the time of processing interrupt. In doing so, a balance of
an iterrupt occurrence rate can be maintained. However, the
above method of measuring the amount of interrupts takes
into consideration only a system status before the interrupt
occurs not a system status at the time of the occurrence of
the mterrupt. Accordingly, this method 1s not etlicient for the
recent information communication devices 1n which various
types of interrupts take place due to interaction with a user
and internal operation of the device.

Moreover, 1f an interrupt occurs while another interrupt 1s
being processed by a particular CPU, the newly occurring,
interrupt may stop the previously executed interrupt.
Accordingly, latency of the stopped interrupt may be
delayed until the processing of the new interrupt 1s com-
pleted.

SUMMARY

In one general aspect, there 1s provided an apparatus for
processing an interrupt, the apparatus including a plurality
of processing cores each configured to process an interrupt,
an interrupt distributing unit configured to receive the inter-
rupt, determine whether or not execution mode of each
processing core 1s in interrupt request (IRQ)) mode for
interrupt processing, and provide the recerved mterrupt to a
processing core that 1s not in IRQ mode.

In response to a plurality of processing cores not being in
IRQ mode, the interrupt distributing unit may be further
configured to select a processing core from among the
plurality of processing cores not in IRQ mode, 1n consider-
ation of a performance of each processing core, and provide
the 1nterrupt to the selected processing core.
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The performance may comprise information about at least
one of the number of received interrupts of each processing
core, the usage of each processing core, the utilization of
cach processing core, and the workload of each processing
core.

In another aspect, there 1s provided an apparatus for
processing an interrupt, the apparatus including a plurality
of processing cores, a monitor unit configured to detect
status/performance mformation of each processing core, and
an 1nterrupt distributing unit configured to provide a
received interrupt to one of the processing cores based on the
detected status/performance information.

The monitor unit may comprise a first momtor unit
configured to detect an execution mode of each processing
core of the plurality of processing cores.

The interrupt distributing unit may be further configured
to provide the 1nterrupt to a processing core that 1s detected
as not being 1n mterrupt request (IRQ) mode.

The monitor unit may further comprise a second monitor
unit configured to detect an mterrupt masking status of each
processing core ol the plurality of processing cores.

The interrupt distributing unit may be further configured
to select a plurality of processing cores that are detected as
not being i IRQ mode, and provide the interrupt to a
processing core from among the plurality of selected pro-
cessing cores based on the interrupt masking status.

The monitor unit may further comprise a third monitor
umt configured to detect the number of interrupts receirved
by each processing core and utilization of the each process-
Ing core.

The interrupt distributing unit may be further configured
to primarily select processing cores which are detected as
not bemng mn IRQ mode, secondly select processing cores
from the primarily selected processing cores based on the
interrupt masking status, and finally select one processing
core Irom the secondly selected processing cores based on
the number of interrupts or the utilization of the secondly
selected processing cores, and provide the interrupt to the
finally selected processing core.

In another aspect, there 1s provided a method for process-
ing an interrupt 1in a device comprising multiple processing
cores, the method including detecting status/performance
information of each processing core of the plurality of
processing cores, and providing a received interrupt to one
of the processing cores based on the detected status/pertfor-
mance mnformation.

The detecting of the status/performance mformation may
comprise detecting an execution mode of each processing
core.

The providing of the received imterrupt may comprise
providing the interrupt to a processing core that 1s detected
as not being 1n IRQ mode.

The detecting of the status/performance mformation may
further comprise detecting an interrupt masking status of
cach processing core of the plurality of processing cores.

The providing of the received interrupt may comprise
selecting a plurality of processing cores that are detected as
not being in IRQ mode, and providing the interrupt to a
processing core from among the plurality of selected pro-
cessing cores based on the interrupt masking status.

The detecting of the status/performance mformation may
comprise detecting the number of interrupts received by
cach processing core and utilization of the each processing
core.

The providing of the received imterrupt may comprise
primarily selecting processing cores that are detected as not
being 1 IRQ mode, secondly selecting processing cores
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from the firstly selected processing cores based on the
interrupt masking status, finally selecting one processing
core Irom the secondly selected processing cores based on
the number of interrupts or the utilization, and providing the
interrupt to the finally selected processing core.

Other features and aspects may be apparent from the
tollowing detailed description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1llustrating an example of an appa-
ratus for processing an interrupt.

FIG. 2 1s a diagram illustrating another example of an
apparatus for processing an interrupt.

FIG. 3 15 a flowchart 1llustrating an example of a method
for processing an 1nterrupt.

FIGS. 4A and 4B are flowcharts illustrating additional
examples ol methods for processing an interrupt.

Throughout the drawings and the detailed description,
unless otherwise described, the same drawing reference
numerals should be understood to refer to the same ele-
ments, features, and structures. The relative size and depic-
tion of these elements may be exaggerated for clarity,
illustration, and convenience.

DETAILED DESCRIPTION

The following description 1s provided to assist the reader
in gaining a comprehensive understanding of the methods,
apparatuses, and/or systems described herein. Accordingly,
various changes, modifications, and equivalents of the meth-
ods, apparatuses, and/or systems described herein may be
suggested to those of ordinary skill 1n the art. Also, descrip-
tions of well-known functions and constructions may be
omitted for increased clarity and conciseness.

FI1G. 1 1llustrates an example of an apparatus for process-
ing an interrupt.

Referring to the example illustrated 1n FIG. 1, interrupt
processing apparatus 100 includes a plurality of processing,
cores 101 (cores #0 . . . # n) and an interrupt distributing unit
102. For example, the interrupt processing apparatus may be
included 1n a device that includes multiple cores such as a
multi-core processor. The device that includes multiple
cores may be included in various devices, for example, a
mobile terminal, a computer, a personal digital assistant
(PDA), an MP3 player, and the like.

As an example, each of the processing cores 101 may
execute a program code 1in predefined execution mode. A
program code executed in the processing core 101 may be,
for example, a user application program, a kernel service, a
handler for processing an exception or an iterrupt, and the
like. A program code may be executed 1n particular execu-
tion mode of each processing core 101. For example, a
service code of a kernel may be executed in supervisor
mode. As another example, a code for exception processing
or iterrupt processing may be executed 1n interrupt request
(IRQ) mode (or exception mode). For example, when an
interrupt occurs while the processing core 101 1s executing
a user application program 1n user mode, the processing core
101 may change its mode from the user mode to the IRQ
mode and process the mterrupt 1n the IRQ mode.

The mterrupt distributing unit 102 may receive an inter-
rupt from an interrupt source. The interrupt distributing unit
102 that has received the interrupt may determine whether
the execution mode of each of the processing cores 101 1s in
IRQ mode. As an example, the execution mode may be
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identified by detecting a pin signal of each processing core
101 or a signal of a mode bus connected to the pin.

In response to determining whether each processing core
101 1s in IRQ mode, the interrupt distributing unit 102 may
transmit the received interrupt to one of processing cores
(for example, core #0 or core #1) which 1n this example are

not 1n IRQ mode.

For example, 1f the processing core (for example, core #2)
1s 1 IRQ) mode and 1s processing an interrupt, when the
interrupt 1s transmitted to the processing core (core #2) 1n
IRQ mode, this may cause the processing of the previous
interrupt to be stopped. This may cause a delay of the
processing of the previous mterrupt. As described 1n various
examples herein, based on the execution mode of each
processing core 101, the interrupt distributing unit 102 may
transmit the received interrupt to a processing core (such as
core #1) which 1s optimal to process the interrupt.

For example, the optimal processing core may be a
processing core that has the best performance out of the
plurality of processing cores. As another example, the opti-
mal processing core may be a processing core that does not
have the best performance, but that has a performance that
satisfies a threshold value for performance.

As another example, if a plurality of processing cores
(such as core #0 and core #1) are not 1n IRQ mode, one of
the processing cores (core #0 and core #1) may be selected
to process the interrupt. For example, a processing core may
be selected by taking into consideration the performance of
the processing cores (core #0 and core #1), and the 1interrupt
may be transmitted to the selected processing core (for
example, core #0). As an example, performance taken into
consideration may be the number of interrupts that have
been received previously by each processing core 101,
and/or utilization and workload of each processing core 101.

FIG. 2 1llustrates another example of an apparatus for
processing an interrupt.

Referring to the example illustrated in FIG. 2, interrupt
processing apparatus 200 includes a plurality of processing
cores 201 (cores #0 . . . # n), an interrupt receiving unit 202,
a monitor unit 203, and an interrupt distributing unit 204.

As an example, each of the processing cores 201 may
execute a program code 1n particular execution mode. The
program code executed on each processing core 201 may be,
for example, a user application program, a kernel service, a
handler for processing an exception or an interrupt, and the
like. A program code may be executed 1n particular mode of
cach processing core 201. For example, the user application
program may be executed in user mode of the processing
core. As another example, a service code of a kernel may be
executed 1n supervisor mode of the processing core. A code
for processing exception processing or mterrupt processing
may be executed 1 IRQ) mode (or exception mode). For
example, when an interrupt occurs while the processing core
201 1s processing a user application program, the execution
mode of the processing core 201 may be changed from the
user mode 1nto IRQ mode, and the processing core 201 may
process the interrupt in the IRQ mode.

The terrupt recerving umt 202 may receive an interrupt
from an interrupt source.

The monitor unmit 203 may detect status/performance
information of each processing core 201. For example, the
status/performance 1nformation may include execution
mode information, interrupt masking information, utiliza-
tion, workload of each processing core 201, and the like. The
monitor unit 203 may collect status/performance informa-
tion 1n response to the interrupt recerving unit 202 receiving
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the interrupt. As another example, the monitor unit 203 may
collect status/performance information regardless of the
interrupt receiving unit 202.

The monitor unit 203 may include a plurality of monitor
units. In the example 1llustrated 1n FIG. 2, the monitor unit
203 includes a first monitor unit 205, a second monitor unit

206, and a third monitor unit 207.

For example, the first monitor unit 205 may detect an
execution mode of each processing core 201. For example,
the first monitor unit 205 may 1dentily whether the execution
mode of each processing core 201 1s in a user mode, a
supervisor mode, an IRQ mode, and the like. The first

monitor unit 205 may detect a pin signal of each processing,
core 201 or a signal of a mode bus connected to the pin to
identily the execution mode.

The second monitor unit 206 may detect an interrupt
masking status of each processing core 201. The interrupt
masking status refers to a status of a processing core (for
example, core #n) that indicates whether the processing core
can receive the interrupt. For example, a register value of a
grven processing core (core #n) may be masked to 0 or 1 to
prevent the processing core (core #n) from receiving an
external interrupt signal. The mterrupt masking status of
cach processing core 201 may be changed while executing
a program code. The second monitor unit 206 may read out
a register value that stores the interrupt masking status to
determine the interrupt masking status.

The third monitor umit 207 may detect performance
information of each processing core 201. For example, the
performance information may include the number of inter-
rupts that have been received previously by each processing
core 201, and/or utilization or workload of each processing
core 201. For example, the third monitor unit 207 may
collect a workload of each processing core 201 for runtime
to update usage or utilization of each processing core 201.

The interrupt distributing unit 204 may transmit the
plurality of received interrupts to one or more of the pro-
cessing cores 201 (for example, core #0) based on the
status/performance information detected and collected by
the monitor unit 203.

As an example, the interrupt distributing unit 204 may
transmit the interrupt based on the execution mode detected
by the first monitor unit 205. For example, the interrupt
distributing unit 204 may provide the interrupt to one of
processing cores (for example, cores #0, #1, and 2) which
are detected as not being 1n the IRQ) mode.

As another example, the interrupt distributing unit 204
may transmit the interrupt based on the execution mode
detected by the first monitor unit 205 and the interrupt
masking status detected by the second monitor unit 206. For
example, the interrupt distributing unit 204 may select
processing cores (for example, cores #0, #1, and #2) which
are detected as not being 1n the IRQ mode, and provide the
interrupt to one of the selected processing cores (cores #0,
#1, and #2) which can receive the interrupt according to the
interrupt masking status.

As another example, the interrupt distributing unit 204
may transmit the interrupt based on the execution mode
detected by the first monitor unit 205, the interrupt masking
status detected by the second monitor unit 206, and/or the
performance information detected by the third monitor unit
207. For example, the interrupt distributing unit 204 may
primarily select the processing cores (for example, cores #0,
#1, and #2) which are detected as not being 1n the IRQ) mode.
As another example, the mterrupt distributing umt 204 may
secondly select processing cores (for example, cores #0 and
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#1) which can receive the interrupt, from the primarily
selected processing cores (cores #0, #1, and #2) based on the
interrupt masking status.

The mterrupt distributing unit 204 may provide the inter-
rupt to one of the secondly selected processing cores (for
example, cores #0 and #1) which has received the smallest
number of mterrupts. In addition, one processing core (for
example, core #1) which has larger utilization or smaller
workload may be selected from the secondly selected pro-
cessing cores (cores #0 and #1) and may be provided with
the 1nterrupt.

As an example, the interrupt distributing unit 204 may
preliminarily select a candidate group of processing cores to
process the terrupt based on the execution mode detected
by the first monitor unit 205, and may determine a process-
ing core out of the selected candidate group of processing
cores to process the mterrupt based on the detection result of
the second monitor unit 206 and/or the detection result of the
third monitor unit 207.

As another example, the interrupt distributing unit 204
may preliminarily select a candidate group of processing
cores to recerve the interrupt based on the detection result of
the second monitor unit 206, and may determine a process-
ing core out of the selected candidate group of processing
cores to process the mterrupt based on the detection result of
the first monitor unit 205 and/or the detection result of the
third monitor unit 207.

FIG. 3 illustrates an example of a method for processing
an interrupt.

Referring to the examples 1llustrated in FIGS. 1 and 3, an
interrupt 1s received, mn 301. For example the interrupt
distributing unit 102 may receive various interrupts to be
processed by the processing cores 101 from an interrupt
source.

In response to the reception of the interrupt, execution
mode of each processing core 101 1s determined, in 302. For
example, the interrupt distributing unit 102 may detect a
processing core that 1s not in an IRQ mode.

In response to the determination of execution mode, the
interrupt 1s transmitted based on the determined execution
mode, 1n 303. For example, the mterrupt distributing unit
102 may provide the interrupt to a processing core that 1s not
in IRQ mode. For example, 11 a plurality of processing cores
are detected that are not 1n IR(Q) mode, the interrupt may be
provided to a processing core with the smallest workload 1n
consideration of performance of each processing core.

The method of FIG. 3 has been described with examples
of performing the method by the apparatus of FIG. 1,
however, other apparatus may perform the method of FIG.
3, for example, the apparatus of FIG. 2.

FIGS. 4A and 4B illustrate additional examples of a
method for processing an interrupt.

Referring to the examples illustrated 1n FIGS. 2, 4A, and
4B, an mterrupt 1s received, mn 401. For example, the
interrupt recerving unit 202 may receive various interrupts to
be processed by the processing cores 201 from an interrupt
source.

In response to the reception of the interrupt, the execution
mode of each processing core 1s determined and processing
cores to process the iterrupt are primarily selected based on
the determined execution mode, 1n 402. For example, the
first monitor unit 205 may detect execution mode of each
processing core 201, and the interrupt distributing unit 204
may select processing cores which are not in IRQ mode
based on the detected execution mode.

In 403, it 1s determined whether there 1s only one primar-
1ly selected processing core. If only one processing core 1s
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primarily selected, the interrupt 1s transmitted to the selected
processing core, in 404. However, 1f a plurality of processing
cores are primarily selected, an mterrupt masking status of
cach of the selected processing cores 1s 1dentified, and
processing cores to process the interrupt are secondly
selected based on the 1dentified interrupt masking status, 1n
405. For example, the second monitor unit 206 may detect
whether each processing core 201 may recerve the interrupt,
and the interrupt distributing unit 204 may secondly select
processing cores that may receive the interrupt ifrom the
primarily selected processing cores.

In 406, 1t 1s determined whether there 1s only one secondly
selected processing core. If there 1s only one secondly
selected processing core, the interrupt 1s transmitted to the
processing core, in 404. However, if there are a plurality of
secondly selected processing cores, the performance of each
processing core 1s determined, and the processing cores to
process the interrupt are thirdly selected based on the
determined performance, in 407. For example, the third
monitor unit 207 may detect the number of recerved inter-
rupts, usage, and workload of each processing core 201, and
the interrupt distributing unit 204 may thirdly select pro-
cessing cores with the smallest workload from the secondly
selected processing cores.

in 408, 1t 1s determined whether there 1s only one thirdly
selected processing core, in 408. If there 1s only one thirdly
selected processing core, the interrupt 1s transmitted to the
processing core, in 404. However, if there are a plurality of
thirdly selected processing cores, any one of the processing
cores may be selected, 1n 409.

As described 1n various examples herein, an interrupt may
be transmitted to a processing core that may be optimal to
process the mterrupt, and when a given processing core 1s
processing an interrupt, another mnterrupt 1s not transmitted
to this processing core. As a result, reduction 1n latency and
overhead due to interrupt processing may occur.

The processes, functions, methods, and/or software
described herein may be recorded, stored, or fixed 1n one or
more computer-readable storage media that includes pro-
gram 1nstructions to be implemented by a computer to cause
a processor to execute or perform the program instructions.
The media may also include, alone or 1n combination with
the program 1instructions, data files, data structures, and the
like. The media and program instructions may be those
specially designed and constructed, or they may be of the
kind well-known and available to those having skill in the
computer software arts. Examples of computer-readable
storage media include magnetic media, such as hard disks,
floppy disks, and magnetic tape; optical media such as CD
ROM disks and DVDs; magneto-optical media, such as
optical disks; and hardware devices that are specially con-
figured to store and perform program instructions, such as
read-only memory (ROM), random access memory (RAM),
flash memory, and the like. Examples of program instruc-
tions include machine code, such as produced by a compiler,
and files containing higher level code that may be executed
by the computer using an interpreter. The described hard-
ware devices may be configured to act as one or more
solftware modules 1n order to perform the operations and
methods described above, or vice versa. In addition, a
computer-readable storage medium may be distributed
among computer systems connected through a network and
computer-readable codes or program instructions may be
stored and executed in a decentralized manner.

As a non-exhaustive 1llustration only, the terminal device
described herein may refer to mobile devices such as a
cellular phone, a personal digital assistant (PDA), a digital
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camera, a portable game console, an MP3 player, a portable/
personal multimedia player (PMP), a handheld e-book, a
portable lab-top personal computer (PC), a global position-
ing system (GPS) navigation, and devices such as a desktop
PC, a high definition television (HDTV), an optical disc

player, a setup box, and the like, capable of wireless com-
munication or network communication consistent with that
disclosed herein.

A computing system or a computer may include a micro-
processor that 1s electrically connected with a bus, a user
interface, and a memory controller. It may further include a
flash memory device. The flash memory device may store
N-bit data via the memory controller. The N-bit data 1s
processed or will be processed by the microprocessor and N
may be 1 or an integer greater than 1. Where the computing
system or computer 1s a mobile apparatus, a battery may be
additionally provided to supply operation voltage of the
computing system or computer.

It should be apparent to those of ordinary skill in the art
that the computing system or computer may further include
an application chipset, a camera image processor (CIS), a
mobile Dynamic Random Access Memory (DRAM), and
the like. The memory controller and the flash memory
device may constitute a solid state drive/disk (SSD) that uses
a non-volatile memory to store data.

A number of examples have been described above. Nev-
ertheless, 1t should be understood that various modifications
may be made. For example, suitable results may be achieved
if the described techniques are performed 1n a different order
and/or 1 components 1n a described system, architecture,
device, or circuit are combined 1n a different manner and/or
1s replaced or supplemented by other components or their
equivalents. Accordingly, other implementations are within
the scope of the following claims.

What 1s claimed 1s:

1. An apparatus for processing an interrupt, the apparatus
comprising;

a plurality of processing cores, each configured to process

an interrupt;

a monitor unit configured to

receive the interrupt,

identily a processing mode of each processing core,
from among an interrupt request (IRQ) mode in
which another interrupt 1s currently being processed,

and at least one other processing mode in which a

program other than an interrupt 1s currently being

processed, by detecting, in response to receiving the

interrupt, a pin signal of each processing core or a

signal of a mode bus connected to the pin,

wherein the monitor unit comprises

a first monitor unit configured to detect an execution
mode of each processing core of the plurality of
processing cores,

a second monitor unit configured to detect an inter-
rupt masking status of each processing core of the
plurality of processing cores, and

a third monitor unit configured to detect the number
of interrupts received by each processing core, and
utilization of each processing core; and

an interrupt distributing unit configured to

prevent the received interrupt from being provided to a
processing core that 1s i the IRQ mode,

select candidate processing cores to receive the inter-
rupt, based on a processing mode of each processing
core, where each respective processing mode 1s one
of: an execution mode, a user mode, an interrupt
request (IRQ)) mode, and a supervisor mode,
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select a processing core from among the candidate
processing cores to process the interrupt, based on a
detected interrupt status and performance informa-
tion of each candidate processing core, and
provide the received interrupt to the selected processing
core.
2. The apparatus of claim 1, wherein, 1n response to a
plurality of processing cores not being 1n IRQ mode, the
interrupt distributing unit 1s further configured to
select a processing core, from among the plurality of
processing cores not i IRQ mode, in consideration of
a performance of each processing core, and

provide the interrupt to the selected processing core.

3. The apparatus of claim 2, wherein the performance

COmprises

information about at least one of the number of received

interrupts of each processing core,
the usage of each processing core,
the utilization of each processing core, and
the workload of each processing core.

4. The apparatus of claim 1, wherein the interrupt dis-
tributing unit identifies whether the execution mode of each
processing core 1s 1n a mode from among a group of modes
including at least

a user mode 1 which a user application program 1s
currently being processed,

a supervisor mode in which a service code of a kernel 1s
currently being processed, and

the IRQ mode in which an interrupt 1s currently being
processed.

5. The apparatus of claim 4, wherein the interrupt dis-
tributing unit provides the iterrupt to a processing core that
1s 1n the user mode.

6. An apparatus for processing an interrupt, the apparatus
comprising;

a plurality of processing cores;

a monitor unit configured to 1dentity a processing mode of
cach processing core, from among an interrupt request
(IRQ) mode 1n which an interrupt 1s currently being
processed, and at least one other processing mode 1n
which a program other than an interrupt 1s currently
being processed, by detecting, in response to receiving
the mterrupt, a pin signal of each processing core or a
signal of a mode bus connected to the pin, wherein the
monitor unit comprises
a first monitor unit configured to detect an execution

mode of each processing core of the plurality of
processing cores,

a second monitor unit configured to detect an interrupt
masking status of each processing core of the plu-
rality of processing cores, and

a third monitor unit configured to detect the number of
interrupts received by each processing core, and
utilization of each processing core; and

an 1nterrupt distributing unit configured to
prevent a received interrupt from being provided to a

processing core that 1s 1 the IR(Q) mode,
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select first processing cores which are detected as not
being 1 IRQ mode,

select second processing cores from the first processing,
cores, based on 1nterrupt masking status,

select one processing core, from the secondly process-
ing cores, based on a number of interrupts or a
utilization of the secondly processing cores, and

provide the received interrupt to the selected one pro-
cessing core.

7. The apparatus of claim 6, wherein the interrupt dis-
tributing unit 1s further configured to

select a plurality of processing cores that are detected as

not being 1 IRQ mode, and

provide the interrupt to a processing core, ifrom among the

plurality of selected processing cores, based on the
interrupt masking status.

8. A method for processing an interrupt in a device
comprising multiple processing cores, the method compris-
ng:

identifying a processing mode of each processing core,

from among the plurality of processing cores, the
identified processing mode being determined from
among an 1nterrupt request (IRQ) mode 1 which an
interrupt 1s currently being processed;

identifying at least one other processing mode 1 which a

program other than an interrupt 1s currently being

processed, by

detecting, 1n response to recerving the interrupt, a pin
signal of each processing core or a signal of a mode
bus connected to the pin,

detecting an interrupt masking status of each process-
ing core of the plurality of processing cores, and

detecting the number of interrupts received by each
processing core, and utilization of each processing
core;

preventing the received interrupt from being provided to

a processing core that 1s in the IRQ mode, and

providing a received interrupt to one of the processing

cores that 1s 1n one of the at least one other processing

modes, comprising

primarily selecting processing cores that are detected as
not being 1n IRQ mode,

secondly selecting processing cores from the firstly
selected processing cores, based on the interrupt
masking status,

finally selecting one processing core, from the secondly
selected processing cores, based on the number of
interrupts or the utilization, and

providing the iterrupt to the finally selected processing
core.

9. The method of claim 8, wherein the providing of the
received 1nterrupt comprises

selecting a plurality of processing cores that are detected

as not being 1n IRQ mode, and

providing the interrupt to a processing core, from among

the plurality of selected processing cores, based on the
interrupt masking status.
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