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SCALABLE FEDERATED POLICY FOR
NETWORK-PROVIDED FLOW-BASED
PERFORMANCE METRICS

TECHNICAL FIELD

This disclosure relates in general to the field of commu-
nications and, more particularly, to providing scalable fed-
erated policy for network-provided tlow-based performance
metrics.

BACKGROUND

Modern communication networks provide the backbone
of a variety of applications. These applications often involve
one or more traflic flows for delivering content such as
audio, video, data, etc. Network operators are tasked with
providing a foundation network that can deliver a variety of
applications to their users at any time. One example 1s
Integrated Services Digital Network (ISDN), which 1s a set
ol simultaneous digital transmission of voice, video, data,
and other network services over the traditional circuits of the
public circuit switched telephone network. Another example
1s a packet switched network; yet another example 1s a
hybrid of packet switched and circuit switched networks.
For the most part, the network 1s 1n the background, hum-
ming away while users enjoy the applications. However,
once 1n a while, the application will slow down, or hiccup,
and the first suspect 1s usually the network.

For this reason, 1t 1s important for network operators to
have a performance monitor which can collect and analyze
the different performance metrics on a flow-by-tflow basis.
The performance monitor can be a single entity, or it can be
a plurality of entities capable of collecting and monitoring
performance metrics. In some solutions, the performance
monitor can provide greater confidence within the network
by its ability to analyze voice, video and data traflic and
report on loss, latency and jitter. The performance monitor
operates at the protocol level (e.g., at the Real-time Trans-
port Protocol (RTP) and Transmission Control Protocol
(TCP) level) by analyzing timestamps and sequence num-
bers to determine the health of the flows traversing the
switch or router. The information gathered can be used to
produce performance metrics on a flow-by-tflow basis. The
reports can guide the operator towards the location of the
problem, problem ownership i1dentification, and an acceler-
ated resolution. In some implementations, the performance
monitor can even prescribe per-application thresholds and
actions, such that the performance monitor may even alert
the network operator to an 1ssue. Thus, network operators
would often deploy performance monitors to increase their
intelligence of the network and improve quality of various
applications provided on the network.

BRIEF DESCRIPTION OF THE DRAWINGS

To provide a more complete understanding of the present
disclosure and features and advantages thereot, reference 1s
made to the following description, taken 1n conjunction with
the accompanying figures, wherein like reference numerals
represent like parts, 1n which:

FIG. 1 shows a network having a plurality of domains,
cach reporting to a performance monitor, according to some
embodiments of the disclosure:

FIG. 2 shows a system for establishing security associa-
tions among senders and receivers of performance metrics
and an exemplary sending/receiving node implementing an
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2

enhanced method for transmitting flow-based performance
metrics based on a group policy, according to some embodi-

ments of the disclosure;

FIG. 3 shows a messaging diagram 1llustrating an exem-
plary process for a node to pull a key for a group policy,
according to some embodiments of the disclosure;

FIG. 4 shows a messaging diagram 1llustrating an exem-
plary process for pushing a key for a group policy to a node,
according to some embodiments of the disclosure;

FIG. SA shows a messaging diagram illustrating an exem-
plary process for processing a request for performance
metrics, according to some embodiments of the disclosure;
and

FIG. 5B shows a messaging diagram 1llustrating another
exemplary process for processing a request for performance
metrics, according to some embodiments of the disclosure.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

Overview

The present disclosure describes a scalable solution for
allowing nodes to receive or send performance metrics
securely by authenticating requests for performance metrics,
checking the requests’ respective authorization levels, and
responding to the requests based on the corresponding
authorization level. The authorization levels advantageously
implements certain policies to ensure that different domains
of the network 1s only sharing the type of performance
metrics the domain 1s allowed to share.

The solution 1nvolves a method for providing flow-based
performance metrics according to a group policy. A first
sending node receives a request for performance metrics.
The first sending node verifies the request using a {first
cryptographic key associated with the group policy. In
response to verifying that the request 1s associated with the
group policy, the first sending node can determining one or
more {irst performance metrics based on group policy, and
transmit the one or more first performance metrics according,
to the group policy. As described herein a group policy
specifles one or more types ol performance metrics to be
shared among a group of nodes. Generally speaking, the
group policy 1s among a plurality of group policies speci-
tying different levels of authorizations to send or receive
performance metrics.

The use of cryptographic keys enables sending nodes and
receiver nodes to check whether the receiver node (request-
ing performance metrics) 1s allowed to receive performance
metrics according to a certain group policy. Verilying the
request using the first cryptographic key can ivolve
decrypting the request using the first cryptographic key (or
any suitable key associated with the group policy).

Several steps can be performed to obtain the appropriate
cryptographic key. The first sending node can transmit an
adding request from the first sending node to a group
controller requesting to be added to the group policy. The
group controller 1s preferably part of a scalable group key
management nfrastructure, and the first cryptographic key
1s distributed to the first sending node and other nodes
associated with the group policy through a group key
management protocol. In response to the first sending node
being added to the group policy, the first sending node can
receive the first cryptographic key associated with the group
policy. The scalable group key management infrastructure
preferably supports changes to the group and pushing of new
keys accordingly. Accordingly, 1n response to membership
to the group policy being updated (e.g., if another node 1s
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removed from the group), the first sending node can receive
a second cryptographic key associated with the group policy.
This second key 1s different from the first cryptographic key,
and 1s usable for veritying a further request associated with
the group policy (where said further request 1s not verifiable
using the first cryptographic key).

The solution may provide a scalable feature where the
need for other nodes to obtain the first cryptographic key 1s
obviated. Instead, the first sending node can generate a
group policy token in response to verifying that the request
1s associated with the group policy. Then, the first sending
node can forward the group policy token and the request to
a second node 1n the same domain as the first sending node.
The second node 1s configured to transmit one or more
second performance metrics towards the first sending node
(acting as a collector of performance metrics) based on the
group policy 1n response to veritying the forwarded request
using the group policy token.

Example Embodiments

Basics of Collecting Performance Metrics

Network operators deploy performance monitors which
can collect performance metrics from various nodes 1n a
network. The performance metrics can include raw data
associated with the performance of a node (e.g., memory and
CPU utilization), a communication link (e.g., quality char-
acteristics of a communication link), a network path of a
trailic flow, and any derived information from such raw data.
For instance, the performance monitor can monitor RTP,
TCP, and Internet Protocol (IP) Constant Bit Rate (CBR)
traflic throughout a network, thus collecting performance
metrics on a tlow-by-tlow basis. Specifically, a performance
monitor can analyze RTP-based audio and video flows and
reports on service-allecting metrics, like packet loss and
network jitter. For TCP flows, a performance monitor can
report on round-trip time and packet loss occurrences. By
measuring network performance on a hop-by-hop basis, the
performance metrics collected along the network path
allows granular fault 1solation and simplifies troubleshoot-
ing of user trailic flows. In some cases, a performance
monitor can measure trailic flow performance and can
generate alerts based on thresholds, and reports the collected
data through a command line interface or a network man-
agement system.

A performance monitor can maintain historical data about
analyzed flows traversing various network nodes. The met-
rics collected by a performance monitor can be exported to
a network management tool. The network management tool
can further analyze, summarize, and correlate this informa-
tion to provide traflic profiling, baselining, and troubleshoot-
ing services for the application and network operator of the
user network.

Issue With Performance Metric Collection From Multiple
Domains

FIG. 1 shows a network having a plurality of domains,
cach reporting to a performance monitor 110, according to
some embodiments of the disclosure. Within the present
disclosure, a domain 1s defined as a group of network nodes
to which one or more group policies are enforced. A domain
and a group (or a group of nodes) are used 1nterchangeably
herein. Phrased differently, a domain can encompass any
nodes 1n the network (physical or virtual) belonging to a
group, having one or more group policies that govern all the
nodes. While typically the logical grouping of a domain 1s
limited to a particular location or geographical area, it 1s not
a necessary limitation. In other words, one or more group
policies are enforced for every one of the network nodes in
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4

the domain. A domain can be managed by a particular entity
or authonty; different domains can be managed by difierent
entities or authorities.

Referring back to FIG. 1, many of the traflic flows for
applications being transported in the network can often
traverse many domains, €.g., Domain A 102, Domain B 104,
Domain C 106, and Domain D 108. For end to end perfor-
mance momtoring (performance tracing), a periformance
monitor 110 can collect performance metrics (or data usable
for determinming performance metrics) from nodes belonging
to different domains. Performance metrics include counters,
hop-by-hop information, aggregated counters, aggregated
quality metrics, etc. However, more often than not, difierent
domains have the different group policies, which may dictate
what type of performance metrics to share, and/or how much
detail about the domain to share. For example, a domain may
not want to share a particular type of performance metric. In
another example, a domain may not want to share perfor-
mance metrics which would expose details of the topology
of the domain.

As more network nodes are equipped with functions for
collecting data associated with various performance metrics,
the 1ssue of authorization and selective levels of access to the
data 1s non-trivial when these nodes are governed by dii-
ferent group policies or managed by diflerent authorities.

An Enhanced Performance Metric Collection Scheme

Generally speaking, a performance metric collection
scheme 1nvolves senders and receivers of performance met-
rics. Senders (“sending nodes”) are network nodes/elements
that collect data related to performance metrics and are
configured to share performance metrics. Examples of send-
ers include network infrastructure components and sources
of data. Receivers (“receiving nodes™) are network nodes/
clements supporting a collection scheme for performance
metrics. Examples of receivers include domain managers,
performance metric monitors, performance metric collec-
tors, etc. Some network nodes can be a sender and a receiver.
For mstance, a receiver can collect performance metrics and
transmit the collected metrics to another receiver.

In one example of performance tracing, a traflic flow can
traverse a path through multiple network nodes, e.g., Router
1, Router 2, Router 3, and Switch 1 (in this order). Router
1 can recerve a request for performance metrics for the flow.
Acting as an “imtiator” or “requestor”, Router 1 forwards
the request to Switch 1 (acting as a “destination” of the
flow). Switch 1 forwards the request to Router 3 (acting as
a responder). Router 3 forwards the request to Router 2
(acting as a responder). Router 2 forwards the request to
Router 1 (back to the “initiator” or “requestor”. The request
being forwarded from hop to hop triggers a process to allow
Router 1 to collect the performance metrics from Router 2,
Router 3, and Switch 1. Once the performance metrics are
collected, Router 1 may act as a sender to transmit the
collected performance metrics to a performance monitor
acting as a receiver.

Data related to performance metrics, data to which per-
formance metrics can be determined, and performance met-
rics are used synonymously in the present disclosure. Per-
formance metrics, 1ncluding flow-based performance
metrics, can include, e.g., information related to hop-by-hop
analysis of traflic flows, system utilization statistics (e.g.,
memory and CPU utilization), network statistics, etc. The
following list shows exemplary types of performance met-
rics, mcluding flow-based performance metrics, which can
be collected through performance tracing. Domains may
select to only share certain types of performance metrics,
and not other types of performance metrics.
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Common metrics for each responder: metrics collection
status, reachability address, ingress interface, egress
interface, Internet Protocol (IP) Time to Live (TTL),
hostname, hop count;

TCP Profile: flow sampling start timestamp, loss of mea-
surement confidence, media stop event occurred, IP
packet drop count, IP byte count, IP packet count, IP
byte rate, IP diflerentiated services code point (DSCP),
IP TTL, IP protocol, media byte count, TCP connect
round trip delay, TCP lost event count;

RTP Profile: flow sampling start timestamp, loss of mea-
surement confidence, media stop event occurred, IP
packet drop count, IP byte count, IP packet count, IP
byte rate, packet drop reason, IP DSCP, IP TTL, IP
protocol, media byte rate average, media byte count,
media packet count, RTP interarrival jitter average,
RTP packets lost, RTP packets expected (pkts), RTP
packet lost event count, RTP loss percent;

Central Processing Unit (CPU) profile: CPU utilization (1
min), CPU utilization (5 min), collection timestamp;

Memory profile: Processor memory utilization %, collec-
tion timestamp;

Application health metrics: health profile: requests
received, time last request received, initiator of last
request, requests dropped, max concurrent sessions
supported, sessions currently active, sessions teared
down, sessions timed out, hop info requests received,
performance monitor requests received, performance
monitor requests failed, static policy requests received,
static policy requests failed, system data requests
received, system data requests failed, application health
requests received, local route change events, time of
last route change event, number of unknown requests
recetved; and

Metrics for the request summary from imtiator: request
timestamp, request status, number of hops responded,
number of hops with valid data, number of hops with
error, number of hops with no data record, last route
change timestamp, route index.

An enhanced performance metric collection scheme can
advantageously address the 1ssue of security with respect to
various group policies, and furthermore, address the 1ssue of
scalability. Security of the enhanced performance metric
collection scheme ensures the performance metrics are
shared without violating group policies. To provide security,
a node can implement an enhanced flow-based performance
metrics sharing scheme. According to one aspect, nodes can
authenticate a request to ensure the requestor 1s authentic

“1s the requester part of the same group that the node 1s
in?”’). According to another aspect, nodes can verily the
authorization level associated with a group policy and
respond according to the authorization level. Scalability of
the scheme relates to the 1ssue that a network can have a
large number of nodes, and as the number of nodes grow, the
scheme should scale properly or reasonably. In other words,
the scheme 1s preferably easy to manage for a large number
of nodes sharing and receiving performance metrics. Scal-
ability can be addressed through an eflicient group key
management and distribution, and the use of a group policy
token.

In some embodiments, the enhanced scheme for provid-
ing flow-based performance metrics according to a group
policy can include recerving a request for flow-based per-
formance metrics at a sending node. The sending node, 1n
the context of performance tracing, 1s usually the “initiator”
or “requestor”’. The scheme further includes veritying, at the
sending node, the request using a cryptographic key asso-
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ciated with the group policy (and thus the corresponding
group policies). In response to veritying that the request 1s
associated with the group policy, the sending node can
determine one or more performance metrics based on the
group policy, and transmit the one or more performance
metrics according to the group policy. The determination can
involve computing performance metrics from collected per-
formance metrics. In some cases, the request 1s a probe, e.g.,
part of synthetic traflic, transmitted to sending node request-
ing performance metric(s). In some cases, the request 1s
piggybacked with user traflic where certain fields of the
tratlic indicate a request for performance metric(s).

Preferably, when a node 1s equipped with the proper
cryptographic key for a group, the key enables the node to
verily the request. When a request 1s verified, the node
assumes the request can be trusted for the particular group
or domain and transmits a response to the request with
performance metrics according to the group policy. Herein,
a cryptographic key 1s used broadly to encompass one or
more cryptographic keys usable for ensuring secured com-
munications among senders and receivers having a security
association among each other in the group. For simplicity,
many examples herein describe a group that has a corre-
sponding group policy and thus 1n some cases a group and
a group policy are used interchangeably. However, it 1s
envisioned that a group can have multiple group policies.

The present disclosure describes methods and systems for
providing and enforcing scalable federated policies for net-
work-provided flow-based performance metrics. Due to
different security concerns related to different domains,
varying group policies can be applied to respective domains
to ensure proper sharing and receipt of flow-based perfor-
mance metrics. Some policies can limit the type of perfor-
mance metric being shared among the nodes 1n the domain.
Some policies allow less mformation to be exposed by
specilying aggregated performance metrics to be shared
among the nodes 1n the domain. The use of cryptographic
keys provides a security mechanism for ensuring senders
and receivers are only sharing performance metrics pre-
scribed by the group policy. In other words, the crypto-
graphic keys used ensure that applicable group policies are
followed. Furthermore, the enhanced scheme can be 1imple-
mented using group key management infrastructure to dis-
tribute the cryptographic keys and enforce these group
policies 1n the network 1n a scalable manner.

Exemplary Group Policies with Diflerent Levels of
Authorization

In the context of performance monitoring, the security
concern lies with certain types of performance metrics
revealing sensitive mformation about the domain that the
domain may not want to share with other domains or nodes
that the domain does not trust. For instance, a domain may
not want to expose topology information associated with the
domain. In another instance, a domain may not want to
provide types ol performance metrics which exposes infor-
mation about the domain at a fine granularity (as opposed to
types ol performance metrics which aggregate information
about the domain, area, or some other grouping of nodes). A
group policy can specily one or more types ol performance
metrics to be shared among a group of nodes, thus defiming
a certain level of authorization to send and/or receive
performance metrics. In some cases, the authorizations can
specily whether to share performance metrics based on
highly aggregated data or to share performance metrics
based on fine-granularity data. Different group policies can
accordingly define different levels of authorizations. In some
cases, the group policies may also define how to process
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requests for performance metrics. Examples of different
group policies can specily any one of the following exem-
plary levels of authorizations:

Return all per-hop counters and performance metrics;

Return aggregated counters and performance metrics,

either per area, or per domain;

Return only hop information but no counters or perfor-

mance metrics; and

Do not return any information but transit the request to the

next domain.

Various Schemes for Establishing Security

Security can be established between sending nodes and
receiving nodes using different cryptography schemes.

In one example, the sending nodes and receiving nodes of
a zone can all have a shared secret cryptographic key to
encrypt and decrypt requests and responses. In some
embodiments, these keys can be pre-distributed 1n the send-
ers and receivers before deployment. In some other embodi-
ments, these keys can be distributed to the senders and
receivers using a trusted third-party. In some cases, keys can
be distributed to senders and receivers through a public key
infrastructure. In yet some other embodiments, the keys are
distributed using the senders and receivers themselves to
establish group security.

In another example, for a more scalable and manageable
approach, cryptographic keys can be distributed to senders
and recervers associated with different groups (1.e., group
policies) through a group key management protocol. An
example of such a protocol 1s Group Domain of Interpreta-
tion (GDOI). Such a protocol can distribute keys to many
groups in a scalable manner. Furthermore, such a protocol
can manage changes to the group membership or changes to
the groups themselves.

Exemplary Implementation of a Sender or Recerver

FIG. 2 shows a system for establishing security associa-
tions among senders and receivers of performance metrics
and an exemplary sending/receiving node implementing an
enhanced method for transmitting tlow-based performance
metrics based on a group policy, according to some embodi-
ments of the disclosure. The system 200 shows a node 202
(which can be a sender and/or a receiver) and a group key
management infrastructure having group controller 212,
group membership management and policy (GMMP) mod-
ule 214, authentication/authorization/accounting module
(AAA) 216, and credential key infrastructure 218. The node
202 1s communicably connected to the group key manage-
ment inirastructure via group controller 212.

The node 202 comprises processor 204, memory element
206, enhanced performance metric (PM) module 208, and
security module 210. The memory element 206 can include
data, and/or instructions and 1s coupled to processor 204.
Exemplary data can include cryptographic keys, group poli-
cies, and performance metrics for node 202. The mstructions
on the memory 206, when executed by the processor 204
can, implement the functions of the enhanced PM module
208 and security module 210. The security module 210 1s
generally used for obtaining or receiving one or more
cryptographic keys for the node 202. In some cases, the
security module 210 can obtain, store, and/or maintain one
or more group policies to be enforced (e.g., filters for
performance metrics or rules for performance metrics). The
enhanced PM module 208 can be configured to receive a
request for performance metrics. Upon receiving the request,
the security module 210 can verily the request using one or
more of the cryptographic keys. For instance, the security
module 210 can attempt to decrypt the request using the one
or more cryptographic keys (or any suitable cryptographic
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key obtained using cryptographic key(s) received from the
group key management infrastructure).

Details of the group key management infrastructure and
respective processes are described 1n relation to FIGS. 3 and
4. The enhanced PM module 208 and security module 210
can perform other functions related to the processing of the
request, which are described 1n detail 1 relation to FIGS.
5A-B.

Exemplary Group Key Management Infrastructure

The group key management inirastructure would gener-
ally include AAA module 216, which can perform authen-
tication (1.e., verily whether a node’s 1dentity 1s authentic),
authorization (1.e., verily whether the node 1s authorized to
use the group key management infrastructure), and account-
ing (1.e., verily whether the node 1s subscribed to the group
key management infrastructure/service, or adjust fees
according to the usage of the group key management infra-
structure). AAA module 216 may be communicably con-
nected to GMMP module 214 and credential key infrastruc-
ture 218. Credential key infrastructure 218 can generate
cryptographic keys (or tokens) for nodes such as node 202.
GMMP module 214 may maintain groups and respective
memberships to the group. For imnstance, GMMP module 214
may maintain rosters for each group. Furthermore, GMMP
module 214 may provide group policy information/filters/
functions or identification thereof to node 202 such that node
202 can properly enforce group policies according to a
group. In some cases, GMMP module 214 can implement
network-wide policies by means of group membership
assignments. Group controller 212 can serve to coordinate
cryptographic keys to be pulled or pushed to nodes such as
node 202.

In some embodiments, the group key management inira-
structure of FIG. 2 can implement GDOI (IETF Standard,
RFC 6407). GDOI 1s based on Internet Security Association
and Key Management Protocol (ISAKMP), RFC 2408, and
Internet Key Exchange version 1 (IKE). Whereas IKE 1s run
between two peers to establish a “pair-wise security asso-
ciation”, GDOI protocol 1s run between a group member
such as node 202 (e.g., between an “initiator’” or “requestor’”
in the context of performance tracing, and a performance
monitor) and group controller 212. Specifically, GDOI
establishes a security association among two or more group
members (e.g., senders and receivers of performance met-
rics). For instance, a performance momtor and “imtiator” or
“requestor” 1n the context of performance tracing would use
the group key management infrastructure to establish secu-
rity association with each other according to a group policy.
While the following figures are described in relation to
GDOI, ISAKMP, and IKE, it 1s envisioned by the disclosure
that other protocols can also be used for implementing group
security associations for senders and receivers belonging to
the same domain (e.g., for instance, Public Key Infrastruc-
ture).

To logically associate senders and receivers to a group,
the group key management infrastructure distributes and
updates a cryptographic key (e.g., a key encrypting key) that
1s common to the group. Such a process establishes security
associations among senders and receivers of a particular
group (having one or more respective group policies). The
cryptographic key 1s an important state for security modules
of senders and receivers (e.g., security module 210 of FIG.
2), as a cryptographic key can encrypt keys that can decrypt
application data. There are two mechanisms for node 202 to
obtain the cryptographic key which ensures secured sharing
and receipt of performance metrics according to a group
policy. A first mechanism, 1llustrated by FIG. 3, 1s a “pull”
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mechanism, where node 202 1nitiates a request to obtain the
cryptographic key. A second mechanism, illustrated by FIG.
4, 1s a “push” mechanism, where a cryptographic key 1s sent
to the node without the node requesting the cryptographic
key.

In some cases, the cryptographic key obtained directly
from the group key management infrastructure 1s not used
for encrypting requests for performance metrics or responses
for performance metrics. However, that key can enable other
cryptographic keys to be obtained (e.g., through public key
inirastructure or some other suitable protocol) which would
be used for encrypting requests and responses.

Pull Mechanism

FIG. 3 shows a messaging diagram 1llustrating an exem-
plary process for a node to pull a key for a group policy,
according to some embodiments of the disclosure. In this
example, node A 302 transmits an explicit request to group
controller 212 to register node A to a group, group_1 (by
message 304). In other words, node A 302 transmits an
adding request to the group controller 212 requesting to be
added to group_1. Group controller 212 can forward or relay
the request to GMMP module 214 (message 306). Before the
GMMP module 214 can add node A 302 to group_1, the
GMMP module 214 transmits a request to AAA module 216
requesting to verily authenticity, authorization and/or
accounting for node A 302 (message 308). It AAA module
216 determines authenticity, authorization and/or account-
ing 1s verified for node A, AAA module 216 can transmit a
response indicating to the GMMP module 214 that authen-
ticity, authorization, and/or accounting is verified for node A
(message 310). In response to recerving message 310,
GMMP module 214 can associate node A with group_1 (box
312).

In the event that AAA module 216 does not determine that
authenticity, authorization and/or accounting 1s verified for
node A 302, the AAA 216 can transmit a response to the
GMMP module 214 to indicate that node A 302 cannot be
verified. The GMMP 214 would not add the node A 302 to
group_1 1f such as response 1s recerved from AAA module
216, and may instruct the group controller 212 to inform
node A 302 of the failure to add node A 302 to group_1.

GMMP 214 can transmit a response to group controller
212 to indicate that node A has been successiully registered
with group_1 (message 314). In response to receiving such
confirmation, the group controller 212 can transmit a request
to credential key infrastructure 218 to request a crypto-
graphic key for group_1 for node A (message 316). In some
alternative embodiments, AAA module 216 can communi-
cate with credential key infrastructure 218 to request key_1
to be transmitted from credential key infrastructure 218 to
group controller 212 (and subsequently from group control-
ler 212 to node A 302).

Credential key infrastructure 218 can transmit the cryp-
tographic key key_1 for group_1 to group controller 212
(message 318). Group controller 212 can push key 1 for
group_1 to node A (message 320). Phrased differently, 1n
response to node A being added to group_1 or group policy
caused by node A's request, node A receives the crypto-
graphic key key_1 associated with group_1 (and any one or
more group policies associated with group_1) 1n the pull
mechanism.

Push Mechanism

Instead of a node transmitting an explicit request for a
cryptographic key, changes at the GMMP module 214 such
as changes 1n group membership and/or policy can initiate a
“push” mechanism to push a cryptographic key to nodes.
These changes can include, e.g., adding a node to a group
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(and respective group policies), removing a node from a
group (and respective group policies), creating a new group
with associated a set of nodes, and deleting a group, etc. All
of these changes can aflect the group membership relation-
ship between a node and a group.

When group memberships are updated, the group con-
troller 212 can send (“push”) unsolicited updates to mem-
bers (i.e., nodes that are still members to the group) over
multicast, broadcast or unicast channels. Advantageously,
group key updates are pushed and can reach any number of
group members with a single eflicient transmission from the
controller. Accordingly, the group key management infra-
structure can provide a scalable way for distributing keys to
senders and receivers because the infrastructure uses and
supports multicast messaging for very large groups. Group
membership updates can include removal of nodes from a
group as well, where the group key management infrastruc-
ture would push cryptographic keys to only a subset of the
group (1.e., the remaining nodes not removed from the
group) to implement selective key updates. Furthermore, the
push mechanism 1s triggered when cryptographic keys
expire and are renewed.

FIG. 4 shows a messaging diagram 1llustrating an exem-
plary process for pushing a key for a group policy to a node,
according to some embodiments of the disclosure. In this
example, a group, group_1, originally has at least node A
and node B. Due to a change 1n membership, node A 1s to be
removed from group_1. The change 1n membership can be
initiated in different parts of the group key management
inirastructure. In one example, AAA module 216 can deter-
mine that node A’s authenticity, authorization, and/or
accounting can no longer be verified (box 404), and accord-
ingly transmits to GMMP module 214 to indicate that node
A1s no longer, e.g., authenticated, authorized, or have proper
accounting/subscription (message 406). Alternatively, the
GMMP module 214 mitiates the removal of node A from
group_1, e.g., due to policy changes, expiration of member-
ship, etc. (box 408).

In response to node A being removed from group_l1,
GMMP module 214 determines one or more nodes remain-
ing in group_1 needs a new key. GMMP module 214
transmits a message to group controller 410 to indicate that
group_1 has been updated, and a new key 1s needed for the
remaining nodes, e.g., node B (message 410). The group
controller 212 can transmit a request for a new key for
group_1 (message 412) to credential key infrastructure 218.
The credential key infrastructure 218 can then transmit a
new key, key_1_new for group_1 to group controller 212
(message 414). The group controller 212 then pushes
key_1_new to the remaining nodes of group_1, 1n this case,
to node B (message 416). 11 there are a plurality of remaining
nodes, the group controller 212 can transmit key_1_new to
those remaining nodes via multicast.

Through the push mechanism shown in FIG. 4, node A
having an old key 1s effectively removed from group_1 due
to node A not having the new/updated key to verily further
requests for group_1. The new key can be used for those
turther requests, which the remaining nodes having the new
key can verily. Phrased diflerently, 1n response to member-
ship to the group policy being updated, node B 402 can
receive a new/diflerent cryptographic key key_1_new asso-
ciated with the group policy. This new/different key
key_1_new 1s usable for verilying a further request associ-
ated with the group policy. However, the further request 1s
not verifiable using the old cryptographic key key_1.

Similarly, new/different cryptographic keys can be pushed
via messages such as messages 410, 412, 414, and 416
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through the same mechanism when old keys are expired, or
when old keys are to be updated with updated keys.

Security FEnhanced Performance Metrics Collection
Scheme

Performance metrics collected through performance trac-
ing ol a path of a traflic flow can be performed using
different modes, e.g., “individual response mode™ and ““con-
catenated response mode”.

In mndividual response mode, a node (a “responder” or a
“destination”) that 1s to service a request 1s required to send
performance metrics (“a response”) for a particular request
back to the “mitiator” or “requestor” using a direct reply
message. The message that contains the request can be
independently forwarded further along the path, without
needing to await processing by the node. Within the context
ol performance tracing, an initiator can transmit the request
to the destination, and the destination would transmit the
request back towards the imtiator through one or more
responders 1n the path of the flow. The destination and
responder(s) would individually transmit a response with
performance metrics to the initiator 1in response to receiving,
the request as the request traverses through the path of the
flow.

In concatenated response mode, a node (a “responder’™)
that 1s to service a request does not need to send 1ts response
individually. Instead, the node has the option to piggyback
its response onto the message that carried the request and
forward 1t along with the request. Nodes keep adding their
responses onto the message until the message reaches the
iitiator, or i1f a node further along the path (e.g. the
destination node) sends a reply message that combines this
response with responses from other hops. Within the context
of performance tracing, an initiator or requestor would
transmit the request to the destination, and the destination
would transmit the request back towards the nitiator
through one or more responders in the path of the flow. The
destination and responder(s) can piggyback performance
metrics (adding onto the request being forwarded along the
path) 1n response to receiving the request as the request
traverses through the path of the flow. In the case that a
message cannot carry more performance metrics because it
would exceed length limitations (e.g., imposed by the under-
lying transport), a node may send piggybacked responses, as
well as 1ts own response, back to the imitiator using a direct
reply message, eflectively reverting to individual response
mode.

In both of these modes, a node would forward the request
to the next hop, with or without the node’s own performance
metrics. When a security scheme i1s provided with the
performance metrics collection scheme, i1t 1s possible to
leverage the existing requests being forwarded from hop to
hop (e.g., node to node) within a domain to also carry a
group policy token summarizing the verification of the
request (and the group policy associated with the request).

The group policy token can be generated by a security
module of a node which has already verified the request
being associated with a particular group (e.g., at the “ini-
tiator” or “requestor” of the performance tracing scheme) to
reduce the need to verily the request again at the next hop
(1.e., determine again whether the request 1s associated with
the particular group). The group policy token preferably has
a limited time to live, or 1s usable only once, and/or usable
tor the lifetime of the request as 1t traverses from hop to hop
within the domain. Effectively, when a node (e.g., at the
boundary of a domain, or an “initiator” or “requestor”) has
verified the request, a security module can generate a group
policy token (which summarizes the verification of the
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request for the group policy at the “initiator” or “requestor’™)
that can be passed to the next hop. The next hop can continue
to enforce the group policy, e.g., using the information
provided 1n the token. The token can include secret infor-
mation, such as a cryptographic key, used to prove the
verification of the request. In some embodiments, the token
includes the group policy to be enforced. Broadly speaking,
the token may provide security to the next hop such that the
next hop can trust the request and enforce the group policy
when the next hop responds to the request (without having
obtained a cryptographic key from the group key manage-
ment inirastructure).

FIG. SA shows a messaging diagram illustrating an exem-
plary process for processing a request for performance
metrics, according to some embodiments of the disclosure.
The messaging shown corresponds to a security enhanced
scheme being used with individual response mode as a
request 1s being passed from node to node (hop to hop)
within a domain. In this simplified example, Node P 502 can
be an “initiator” or “requestor”’. Node R 506 1s the destina-
tion, and node Q 504 1s a responder (the example can extend
to the case with more responders).

Node P 502 receives and verifies a request for perfor-
mance metrics successtully using a cryptographic key_1
corresponding to group policy group_1 (box 3510). The
cryptographic key_1 can be obtained via the group key
management infrastructure (or using a key obtained from the
group key management inirastructure). Node P 502 can
generate a group policy token token_1 (box 512), and
transmit or forward the (already-verified) request with
token_1 to node R 506 (message 514). Node R 506 receives
and processes the request with token_1 (box 516). Node R
506 transmits performance metrics ol node R 506 according
to group_1 to node P 502 (message 518). Node R 506
transmits or forwards the (already-verified) request with
token_1 to Node QQ 504 (message 520). Node ) 504 receives
and processes the request with token_1 (box 522). Node
504 transmits performance metrics of node Q 504 according
to group_1 to node P 502 (message 524).

FIG. 5B shows a messaging diagram illustrating another
exemplary process for processing a request for performance
metrics, according to some embodiments of the disclosure.
The messaging shown corresponds to a security enhanced
scheme being used with concatenated response mode as a
request 1s being passed from node to node (hop to hop)
within a domain. In this simplified example, node P 502 can
be an “initiator” or “requestor”’. Node R 506 15 the destina-
tion, and node QQ 504 1s a responder (the example can extend
to the case with more responders).

Node P 502 receives and verifies a request for perfor-
mance metrics successiully using a cryptographic key_1
corresponding to group policy group_1 (box 3526). The
cryptographic key_1 can be obtaimned via the group key
management infrastructure (or using a key obtained from the
group key management infrastructure). Node P 502 can
generate a group policy token token_1 (box 528), and
transmit or forward the (already-verified) request with
token_1 to node R 506 (message 5330). Node R 506 receives
and processes the request with token_1 (box 532). Node R
506 forwards request with performance metrics of node R
506 according to group_1 with token_1 to node Q 504
(message 534). The performance metrics of node R 506
according to group_1 1s piggybacked with the request. Node
Q 504 recerves and processes the request with token_1 (box
536). Node QQ 504 forwards request with performance met-
rics of node Q 504 according to group_1 and performance
metrics of node R 506 according to group_1 with token_1 to
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node P 502 (message 538). Both the performance metrics of
node Q 504 and node R 506 according to group_1 are
piggybacked with the request.

Variations and Implementations

Within the context of the disclosure, a network used
herein represents a series of points, nodes, or network
nodes/elements ol interconnected communication paths for
receiving and transmitting packets of information that
propagate through a communication system. A network
offers communicative interface between sources and/or
hosts, and may be any local area network (LAN), wireless
local area network (WLAN), metropolitan area network
(MAN), Intranet, Extranet, Internet, WAN, virtual private
network (VPN), or any other appropriate architecture or
system that facilitates communications 1n a network envi-
ronment depending on the network topology. A network can
comprise any number ol hardware or software elements
coupled to (and 1n communication with) each other through
a communications medium.

In one particular mstance, the architecture of the present
disclosure can be associated with a service provider deploy-
ment. In other examples, the architecture of the present

disclosure would be equally applicable to other communi-
cation environments, such as an enterprise wide area net-
work (WAN) deployment. The architecture of the present
disclosure may include a configuration capable of transmis-
sion control protocol/internet protocol (TCP/IP) communi-
cations for the transmission and/or reception of packets 1n a
network.

As used herein in this Specification, the term ‘network
clement’ or ‘network node’ 1s meant to encompass any of the
alorementioned elements, as well as servers (physical or
virtually implemented on physical hardware), machines
(physical or virtually implemented on physical hardware),
end user devices, routers, switches, cable boxes, gateways,
bridges, load balancers, firewalls, 1nline service nodes, prox-
1es, processors, modules, or any other suitable device, com-
ponent, element, proprietary appliance, or object operable to
exchange, receive, and transmit information 1n a network
environment. These network elements/nodes may include
any suitable hardware, software, components, modules,
interfaces, or objects that facilitate the policy operations
thereot. This may be inclusive of appropriate algorithms and
communication protocols that allow {for the eflective
exchange of data or information.

In one implementation, sending nodes and receiving
nodes described herein may include software to achieve (or
to foster) the functions discussed herein for providing the
scalable federated policy functions where the software 1s
executed on one or more processors to carry out the func-
tions. This could include the implementation of 1nstances of
enhanced performance metrics modules, security modules,
and/or any other suitable element that would foster the
activities discussed herein. Additionally, each of these ele-
ments can have an internal structure (e.g., a processor, a
memory element, etc.) to facilitate some of the operations
described herein. In other embodiments, these functions for
scalable federated policy for network-provided tlow-based
performance metrics may be executed externally to these
elements, or included in some other network element to
achieve the intended functionality. Alternatively, sending
and recerving nodes may include software (or reciprocating
software) that can coordinate with other network elements/
nodes in order to achieve the scalable federated policy
functions described herein. In still other embodiments, one
or several devices may include any suitable algorithms,
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hardware, software, components, modules, interfaces, or
objects that facilitate the operations thereof.

In certain example implementations, the scalable feder-
ated policy functions outlined herein may be implemented
by logic encoded 1n one or more non-transitory, tangible
media (e.g., embedded logic provided in an application
specific 1mtegrated circuit [ASIC], digital signal processor
|[DSP] instructions, soitware [potentially inclusive of object
code and source code] to be executed by one or more
processors, or other similar machine, etc.). In some of these
instances, one or more memory elements can store data used
for the operations described herein. This includes the
memory element being able to store instructions (e.g., soft-
ware, code, etc.) that are executed to carry out the activities
described in this Specification. The memory element 1is
further configured to store cryptographic keys, group poli-
cies, or any suitable data for implementing a scalable
tederated policy for network-provided flow-based perfor-
mance metrics. The processor can execute any type of
instructions associated with the data to achieve the opera-
tions detailed herein 1 this Specification. In one example,
the processor could transform an element or an article (e.g.,
data) from one state or thing to another state or thing. In
another example, the activities outlined herein may be
implemented with fixed logic or programmable logic (e.g.,
soltware/computer instructions executed by the processor)
and the elements 1dentified herein could be some type of a
programmable processor, programmable digital logic (e.g., a
field programmable gate array [FPGA], an erasable pro-
grammable read only memory (EPROM), an electrically
erasable programmable ROM (EEPROM)) or an ASIC that
includes digital logic, software, code, electronic nstruc-
tions, or any suitable combination thereof.

Any of these elements (e.g., the network elements/nodes,
etc.) can nclude memory elements for storing information
to be used 1 achieving scalable federated policy for net-
work-provided flow-based performance metrics, as outlined
herein. Additionally, each of these devices may include a
processor that can execute software or an algorithm to
enforce the scalable federated policy for network-provided
flow-based performance metrics as discussed 1n this Speci-
fication. These devices may further keep information in any
suitable memory element [random access memory (RAM),
ROM, FPROM, EEPROM, ASIC, etc.], software, hardware,
or 1n any other suitable component, device, element, or
object where appropriate and based on particular needs. Any
of the memory 1tems discussed herein should be construed
as being encompassed within the broad term ‘memory
clement.” Similarly, any of the potential processing ele-
ments, modules, and machines described 1n this Specifica-
tion should be construed as being encompassed within the
broad term ‘processor.” Each of the network elements/nodes
can also include suitable interfaces for receiving, transmit-
ting, and/or otherwise communicating data or information in
a network environment.

Additionally, 1t should be noted that with the examples
provided above, interaction may be described 1n terms of
two, three, or four network elements/nodes. However, this
has been done for purposes of clarity and example only. In
certain cases, 1t may be easier to describe one or more of the
functionalities of a given set of flows by only referencing a
limited number of network elements/nodes. It should be
appreciated that the systems described herein are readily
scalable and, further, can accommodate a large number of
components, as well as more complicated/sophisticated
arrangements and configurations. Accordingly, the examples
provided should not limit the scope or inhibit the broad
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techniques of scalable federated policy for network-pro-
vided flow-based performance metrics, as potentially

applied to a myriad of other architectures.

It 1s also important to note that the steps and messages in
FIGS. 3, 4, SA and 3B illustrate only some of the possible

scenarios that may be executed by, or within, the compo-
nents shown 1n FIG. 2. Some of these steps may be deleted
or removed where appropriate, or these steps may be modi-
fied or changed considerably without departing from the
scope ol the present disclosure. In addition, a number of
these operations have been described as being executed
concurrently with, or 1n parallel to, one or more additional
operations. However, the timing of these operations may be
altered considerably. The preceding operational flows have
been offered for purposes of example and discussion. Sub-
stantial flexibility 1s provided by the system of FIG. 2 1n that
any suitable arrangements, chronologies, configurations,
and timing mechanisms may be provided without departing
from the teachings of the present disclosure.

Numerous other changes, substitutions, variations, altera-
tions, and modifications may be ascertained to one skilled in
the art and it 1s intended that the present disclosure encom-
pass all such changes, substitutions, variations, alterations,
and modifications as falling within the scope of the
appended claims. In order to assist the United States Patent
and Trademark Office (USPTO) and, additionally, any read-
ers of any patent 1ssued on this application in interpreting the
claims appended hereto, Applicant wishes to note that the
Applicant: (a) does not 111tend any of the appended claims to
invoke paragraph six (6) of 35 U.S.C. section 112 as 1t exists
on the date of the filing hereof unless the words “means for”

r “step for” are specifically used in the particular claims;
and (b) does not intend, by any statement 1n the specifica-
tion, to limit this disclosure 1n any way that 1s not otherwise
reflected 1n the appended claims.

What 1s claimed 1s:
1. A method for providing flow-based performance met-
rics according to a group policy, the method comprising:

receiving, at a first sending node, a request for perfor-
mance metrics;

veritying, at the first sending node, the request using a first
cryptographic key associated with the group policy;
and

in response to veritying that the request 1s associated with
the group policy:
determining one or more first performance metrics

based on the group policy; and
transmitting the one or more first performance metrics
according to the group policy.

2. The method of claim 1, turther comprising;:

transmitting an adding request from the first sending node
to a group controller requesting to be added to the
group policy.

3. The method of claim 1, further comprising:

in response to the first sending node being added to the
group policy, receiving the first cryptographic key
associated with the group policy.

4. The method of claim 1, further comprising;:

in response to membership to the group policy being
updated, receiving a second cryptographic key associ-
ated with the group policy, said second cryptographic
key different from the first cryptographic key usable for
verilying a further request associated with the group
policy, said further request not verifiable using the first

cryptographic key.
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5. The method of claim 1, wherein:

verifying the request using the first cryptographic key
comprises decrypting the request using the first cryp-
tographic key.

6. The method of claim 1, wherein the first cryptographic
key 1s distributed to the first sending node and other nodes
associated with the group policy through a group key
management protocol.

7. The method of claim 1, wherein further comprising:

generating a group policy token 1n response to verilying

that the request 1s associated with the group policy; and

forwarding the group policy token and the request to a

second node 1n the same domain as the first sending
node, said second node configured to transmit one or
more second performance metrics towards the first
sending node based on the group policy in response to
verilying the request forwarded to the second node
using the group policy token.

8. The method of claim 1, wherein the group policy
specifies one or more types of performance metrics to be
shared among a group of nodes.

9. The method of claam 1, wherein the group policy 1s
among a plurality of group policies specifying different
levels of authorizations to send or receive performance
metrics.

10. A first sending node for providing tlow-based perior-
mance metrics according to a group policy comprising:

at least one memory element storing instructions for a

performance metrics module and instructions for a
security module; and

at least one processor coupled to the at least one memory

clement for executing the instructions;

wherein the performance metrics module, when the

instructions for the performance metrics module are
executed by the at least one processor, receives a
request for performance metrics;

wherein the security module, when the instructions for the

security module are executed by the at least one pro-
cessor, verifies the request using a first cryptographic
key associated with the group policy; and
wherein the performance metrics module, when the
instructions for the performance metrics module are
executed by the at least one processor, determines one
or more first performance metrics based on the group
policy, and transmits the one or more {irst performance
metrics according to the group policy.
11. The first sending node of claim 10, wherein the at least
one memory element stores the first cryptographlc key and
the security module recerves the first cryptographic key
through a group key management protocol.
12. The first sending node of claim 10, wherein:
the security module, when the instructions for the security
module are executed by the at least one processor,
generates a group policy token 1n response to verifying,
that the request 1s associated with the group policy; and

the performance metrics module, when the instructions
for the performance metrics module are executed by the
at least one processor, forwards the group policy token
and the request to a second node 1n the same domain as
the first sending node, said second node transmits one
or more second performance metrics towards the first
sending node based on the group policy in response to
verilying the request forwarded to the second node
using the group policy token.

13. A computer-readable non-transitory medium compris-
ing one or more instructions providing tlow-based perfor-
mance metrics according to a group policy, when the one or
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more instructions are executed by one or more processors,
the following operations are performed:

receiving, at a first sending node, a request for perfor-

mance metrics;

verilying, at the first sending node, the request using a first

cryptographic key associated with the group policy;
and

in response to veritying that the request 1s associated with

the group policy:

determining one or more first performance metrics
based on group policy; and

transmitting the one or more first performance metrics
according to the group policy.

14. The computer-readable non-transitory medium of
claim 13, wherein the operations being performed when the
one or more instructions in the computer-readable non-
transitory medium are executed by the one or more proces-
sors further comprises:

transmitting an adding request from the first sending node

to a group controller requesting to be added to the
group policy.

15. The computer-readable non-transitory medium of
claim 13, wherein the operations being performed when the
one or more 1nstructions in the computer-readable non-
transitory medium are executed by the one or more proces-
sors further comprises:

in response to the first sending node being added to the

group policy, receiving the first cryptographic key
associated with the group policy.

16. The computer-readable non-transitory medium of
claim 13, wherein the operations being performed when the
one or more 1nstructions in the computer-readable non-
transitory medium are executed by the one or more proces-
sors further comprises:

in response to membership to the group policy being

updated, receiving a second cryptographic key associ-
ated with the group policy, said second cryptographic
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key different from the first cryptographic key usable for
veritying a further request associated with the group
policy, said further request not verifiable using the first
cryptographic key.

17. The computer-readable non-transitory medium of
claim 13, wherein the operations being performed when the
one or more 1nstructions in the computer-readable non-
transitory medium are executed by the one or more proces-
sors further comprises receiving, by the first sending node,
through a group key management protocol.

18. The computer-readable non-transitory medium of
claim 13, wherein the operations being performed when the
one or more 1nstructions in the computer-readable non-
transitory medium are executed by the one or more proces-
sors further comprises:

generating a group policy token 1n response to verifying

that the request 1s associated with the group policy; and

forwarding the group policy token and the request to a

second node 1n the same domain as the first sending
node, said second node configured to transmit one or
more second performance metrics towards the first
sending node based on the group policy in response to
verilying the request forwarded to the second node
using the group policy token.

19. The computer-readable non-transitory medium of
claiam 13, wherein the computer-readable non-transitory
medium further stores the group policy, and the group policy
specifles one or more types ol performance metrics to be
shared among a group of nodes.

20. The computer-readable non-transitory medium of
claam 13, wherein the computer-readable non-transitory
medium further stores the group policy, and the group policy
1s among a plurality of group policies specilying different
levels of authorizations to send or receive performance
metrics.
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