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User Okay Google. | want to order pizza
102 from John's Pizza Joint

Google Agent identifies another agent
for John's Pizza Joint

Let me connect you with the agent for

John’'s Pizza Joint

User

Google Agent provides data to the
other agent

Hi User. What type of pizza would you
like? |
User | want a twelve inch pizza with
Canadian bacon and pineapple

R

Do | have your permission to get your

phone number and address from the
Google Agent?

User Yes. Get payment information from
102 the Google Agent as well.

The other agent requests and receives

the user’'s phone number and address

from the Google Agent and completes
the order

Okay, you're all set. The pizza will be

delivered in thirty-five minutes.

FIG. 1
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300 Recelve data representing
Z properties of another computer-
implemented agent 397

Receive, by a computer-
implemented agent specific to a
user device, a digital
representation of speech

encoding an utterance 304

Determine, by the computer-
Implemented agent, that the
utterance specifies a
requirement to establish a
communication with the other
computer-implemented agent

306

Establish, by the computer-
implemented agent, a
communication between the
other computer-implemented

agent and the user device
308

Provide a representation of the
utterance to the other computer-
implemented agent 310

Receive, by the computer-
Implemented agent, another
representation of a response to

the utterance 312

Generate, using the other
representation, data to cause a
presentation of the respon§?4

FIG. 3
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CONVERSATIONAL AGENT WITH A
PARTICULAR SPOKEN STYLE OF SPEECH

BACKGROUND

This specification relates to computer-implemented con-
versational agents.

A computer-implemented agent may interact with a user to
provide the user with an interface for features of a device on
which the computer-implemented agent executes or with
which the computer-implemented agent 1s associated. For
example, a computer implemented agent may execute on a
mobile device, receive voice input from a user, and execute
one or more actions in response to the voice mput, such as
retrieving search results responsive to the voice mput and
providing the search results to the user.

SUMMARY

In general, one mnovative aspect of the subject matter
described 1n this specification can be embodied 1n methods
that include the actions of recerving, by a computer-imple-
mented agent specific to a user device, a digital representation
of speech encoding an utterance, determining, by the com-
puter-implemented agent, that the utterance specifies a
requirement to establish a communication with another com-
puter-implemented agent, and establishing, by the computer-
implemented agent, a commumnication between the other
computer-implemented agent and the user device. Other
embodiments of this aspect include corresponding computer
systems, apparatus, and computer programs recorded on one
or more computer storage devices, each configured to per-
form the actions of the methods. A system of one or more
computers can be configured to perform particular operations
or actions by virtue of having software, firmware, hardware,
or a combination of them installed on the system that 1n
operation causes or cause the system to perform the actions.
One or more computer programs can be configured to per-
form particular operations or actions by virtue of including
instructions that, when executed by data processing appara-
tus, cause the apparatus to perform the actions.

The foregoing and other embodiments can each optionally
include one or more of the following features, alone or 1n
combination. The other computer-implemented agent might
not be specific to the user device. The other computer-imple-
mented agent may be different from the computer-imple-
mented agent. Establishing the communication with the other
computer-implemented agent and the user device may
include establishing the communication with the other com-
puter-implemented agent executing on another device and the
user device. Establishing the commumication with the other
computer-implemented agent and the user device may
include establishing the communication with the other com-
puter-implemented agent and the computer-implemented
agent. The computer-implemented agent may be for a first
application on a user device and the other computer-imple-
mented agent may be for a second, different application on the
user device.

In some implementations, the method includes providing a
representation of the utterance to the other computer-imple-
mented agent. The representation may include a text repre-
sentation of the utterance. The method may include recerving,
by the computer-implemented agent from the other com-
puter-implemented agent, another representation of a
response to the utterance, and generating, using the other
representation, data to cause a presentation of the response.
The method may include determining, by the computer-
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2

implemented agent, settings, associated with the other com-
puter-implemented agent, for the presentation of the
response. The representation may include the digital repre-
sentation of speech. Providing the representation of the utter-
ance to the other computer-implemented agent may include
providing data for a user who spoke the utterance to the other
computer-implemented agent. Providing data for the user
who spoke the utterance to the other computer-implemented
agent may include determining privacy settings for the user,
and providing the data for the user to the other computer-
implemented agent according to the privacy settings.

In some 1implementations, the method may include recerv-

ing data representing properties of the other computer-imple-
mented agent prior to recerving the digital representation of
speech encoding the utterance. Receiving the data represent-
ing the properties of the other computer-implemented agent
may iclude recerving a definition of a data tflow for the other
computer-implemented agent that identifies a response for

the other computer-implemented agent given a particular type
ol input. Receiving the data representing the properties of the
other computer-implemented agent may include receiving an
identification of a particular style of speech for the other
computer-implemented agent. Receiving the data represent-
ing the properties of the other computer-implemented agent
may 1nclude recerving text-to-speech parameters for
responses provided by the other computer-implemented
agent. Receiving the data representing the properties of the
other computer-implemented agent may include receiving a
selection of a template that identifies a data flow for com-
puter-implemented agents that 1dentifies a type of response
for the other computer-implemented agent given a particular
type ol mput. The template may be for computer-imple-
mented agents that provide online ordering services. The
online ordering services may include online pizza delivery
SErvices.

The subject matter described in this specification can be
implemented in particular embodiments so as to realize one
or more of the following advantages. In some implementa-
tions, a system enables third parties to build voice mput and
output 1interfaces, e.g., computer-implemented conversa-
tional agents, for user devices, e.g., using an application pro-
gramming 1interface. In some implementations, a system
enables a computer-implemented agent to automatically 1ni-
tiate conversation between another computer-implemented
agent and a user, e.g., to hand ofl a conversation, based on
input recerved from the user, e.g., specific to the other com-
puter-implemented agent. In some 1implementations, a hand
ofl of a conversation between agents enables users who can-
not, or do not wish to, physically interact with a device to
interact with or recerve mformation from different entities
while using the device. For instance, a user may be disabled or
a device may notinclude a touch interface, e.g., a touch screen
or a keyboard.

The details of one or more embodiments of the subject
matter of this specification are set forth 1n the accompanying
drawings and the description below. Other features, aspects,
and advantages of the subject matter will become apparent
from the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an example environment of a hand off between
computer-implemented conversational agents.

FIG. 2 1s an example system in which an entity creates an
agent that may receive a conversation hand off from a device
agent.
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FIG. 3 1s a flow diagram of a process for establishing
communication between a user device and a computer-imple-

mented conversational agent.

FI1G. 41s a block diagram of a computing system that can be
used 1n connection with computer-implemented methods
described in this document.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

Overview

A system may provide an extensible, feature rich, com-
puter-implemented conversational agent platform that
cnables entities to quickly build conversational agents that
can interact with users via a voice-in/voice-out interface.
Each entity may use common features to create a custom
conversational agent that helps users accomplish various
tasks and achieve various objectives, e.g., associated with the
entity.

The system may provide a user interface that enables third
parties to author conversational agents, e.g., a set of conver-
sation dialogs the conversational agent will use when inter-
acting with a user. The third parties may create a conversa-
tional agent to describe a business of the third party, to interact
with the users or customers of the third party, or both. The
conversational dialogs may specity particular responses or
questions for the conversational agent based on input recerved
from the user.

Each of the third parties may specity a purpose for their
conversational agent, e.g., to make airline reservations, tell
jokes, allow a user to purchase movie tickets, etc. A third party
may select a template, e.g., a default conversational tlow, for
a conversational agent that corresponds with the purpose of
the conversational agent. For instance, a company that pro-
vides airline reservations may select a template for reserva-
tion conversational agents or airline reservation conversa-
tional agents and customize the template for their specific use
or company, €.g., by customizing prompts and responses
provided to a user.

Some of the customizations may include changing settings
of the conversational agent, such as a particular style of
speech, e.g., a particular language use or ways the agent
responds to particular situations with the user, a particular
voice, e€.g., whether the agent has a male or female voice or a
sound of speech, a particular language, e.g., as text-to-speech
parameters, certain 1dioms and vocabulary, and/or custom
commands for the agent, e.g., voice commands. In some
examples, settings for an airline agent may indicate that the
airline agent 1s very professional and business oriented and
settings for a comedy club’s agent may indicate that the
comedy club agent 1s bubbly, edgy, and funny.

The system may include a platform that converts an
authored conversational flow for a third party agent into a
natural conversational user interface with a user. For instance,
the platform may use the text-to-speech parameters for the
agent and the agent’s voice settings to convert a text response
specified by the agent’s conversational flow to an audio
stream and audibly present the audio stream to a user.

The system may include automated error correction tech-
niques that enable the system to interact with a user to deter-
mine an appropriate action in response to mput that may not
be clear. Some error correction techmques may prompt the
user with yes-or-no questions or by offering a set of options
from which the user can select. The questions and multiple
choice queries may enable the system to resolve ambiguous
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references, e.g., “what does ‘that’ refer to?”, assess the user’s
sentiment, e.g., “does that mean you like the last song?”, and

otherwise clarity the user’s intent, e.g., “what did you mean
by IOU”.

For example, one potential source of error may include
unintelligible speech from a user, e.g., when the system’s
speech recognition system 1s unable to determine what the
user said. In this example, one error correction technique may
be to prompt the user to repeat what he said. Another potential
source of error may include receipt of a command by the
system with which the system cannot determine an appropri-
ateresponse. In this example, the system may provide the user
with some options from which he can select, e.g., options
commonly selected by other users.

The system may provide error correction techniques to
third parties so that each third party does not have to create
error correct techniques themselves. For instance, a third
party may select one or more error correction techniques
specific to their industry, specific to a particular conversation
flow template, or from a list.

The platform may allow a conversational agent for a user
device to “hand off” a user conversation to another conversa-
tional agent, e.g., a specific third party conversational agent.
For instance, the user may ask the conversational agent for the
user device to recommend a restaurant and walk the user
through the process of selecting a restaurant. Once the con-
versational agent for the user device recetves a restaurant
selection from the user, the conversational agent for the user
device may ask the user whether the user would like to con-
nect with a conversational agent for the selected restaurant or
with a restaurant reservation conversational agent.

The third parties may make third party data available to the
platform to allow the platform to use the data during a con-
versation flow. For example, a pizza delivery third party may
provide the platform with access to the types of pizzas cur-
rently available to ensure that the platform does not allow a
user to order a pizza that 1s not currently available, e.g., when
some mgredients for specific types of pi1zzas are not available.

The system may also allow third party agents to hand off
conversations to other third party agents. In some examples,
the conversational agent for a user device may receive a
request for a restaurant recommendation and may hand oif the
conversation to a restaurant’s agent that provides the user
with menu information. The restaurant’s agent may then
receive a request to make a reservation and hand off the
conversation to a restaurant reservation agent, created by the
same third party restaurant or by another third party, e.g., that
manages restaurant reservations.

Example Operating Environment

FIG. 1 1s an example environment 100 of a hand off
between computer-implemented conversational agents. For
example, a user 102 may initiate a conversation with a com-
puter-implemented conversational agent 104 by saying “okay
Google. I want to order pizza from John’s Pizza Joint.” The
agent 104 receives the iput, analyzes the input, and deter-
mines that another computer-implemented conversational
agent 106 for John’s Pi1zza Joint 1s available to assist the user
in ordering a pizza ifrom John’s Pizza Joint. The agent 104
responds to the user 102 stating “let me connect you with the
agent for John’s Pizza Joint.”

The agent 104 receives mput from the user 102 saying
“okay” and provides data to the other agent 106 about the
conversation, €.g., that the user 102 wants to order a p1zza, as
part of a process to hand off the conversation to the other agent
106. The data does not include any information that identifies
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the user 102 unless the user 102 previously gave the agent 104
permission to release the user’s identity to any other agents or

to the specific other agent 106 for John’s Pizza Joint, e.g.,
explicitly or 1n a setting.

The other agent 106 then communicates with the user 102,
¢.g., by asking the user 102 “what type of pizza would you
like?”” The other agent 106, and the agent 104, may interact
with the user 102 through a platform, executing on a user
device operated by the user 102 or on a server, that provides
a text-to-speech interface for the agents, as described 1n more
detail below.

The other agent 106 may receive a response from the user
102 indicating that the user 102 “wants a twelve inch pizza
with Canadian bacon and pineapple” and prompt the user 102
whether the other agent 106 “has your permission to get your
phone number and address from the Google Agent.” When the
other agent 106 receives a response “ves. Get payment infor-
mation from the Google Agent as well” from the user 102, the
other agent 106 retrieves the phone number, address, and
payment information from the agent 104 and completes the
order for the user 102. The other agent 106 may then inform
the user 102 “okay, you’re all set. The p1zza will be delivered
in thirty-five minutes.”

When the other agent 106 does notrecerve permission from
the user 102 to retrieve the user’s phone number and address
from the agent 104, the other agent 106 prompts the user 102
for his address, and phone number. The other agent 106 may
prompt the user 102 for payment information. The other agent
106 may then provide the user 102 with delivery information,
such as when the pizza 1s expected to be delivered.

Example System

FI1G. 2 15 an example system 200 in which an entity creates
an agent that may receive a conversation hand off from a
device agent. For instance, an administrator for John’s Pizza
Joint may access a conversation server 202, and a conversa-
tional agent plattorm 203 on the conversation server 202, to
create a computer-implemented conversational agent 208.
The administrator may access a conversational agent appli-
cation programming intertace (API) 204 that includes tem-
plates 206 for different types of conversational agents. The
administrator may use the agent API 204 to create the con-
versational agent 208 using a template or without using a
template. Some templates may include conversation data
flows for online ordering, for any type of food service or
particular types of food services, e.g., p1zza delivery, ordering,
tickets, €.g., to a game or show or for an airline, getting movie
recommendations or watching movies or television shows,
e¢.g., online, etc.

The admimistrator may define a conversation data flow 210
and agent settings 212 for the conversational agent 208. The
conversation data flow may 1nclude a series of questions and
responses for the conversational agent 208 to use during a
conversation with a user, e.g., based on expected prompt
types or expected response types from the user. The conver-
sation data flow 210 may include multiple different conver-
sation data tlows, e.g., for different interactions with a user. A
first conversation data flow may allow the conversational
agent 208 to provide a user with amenu for John’s Pizza Joint,
a second conversation data flow may provide a user with an
interface to order a pizza from John’s Pizza Joint, and a third
conversation data flow may include multiple different flows
depending on different types of input from the user, e.g.,
whether or not the user would like to order a side.

The agent settings 212 may include a particular style of
speech, a particular voice, a particular language, custom com-
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mands, or a combination of any two or more of these. For
example, the administrator may select a deep male voice with
a certain accent as the particular voice. Some examples of
styles of speech include serious, formal, bubbly, funny, and
casual.

Data representing the conversational agent 208 may be
stored on the conversation server 202, ¢.g., one or more com-
puters that include data for multiple conversational agents, a
server 214 for John’s Pizza Joint, or both. The server 214 may
be administered by the John’s Pizza Joint entity, or may be
managed on behalf of the entity by a third party.

When a user device 226 accesses a web page or an appli-
cation 216 for John’s Pizza Joint, a device agent 222, associ-
ated with the user device 226, may ask a user of the user
device 226 11 they would like to speak with the conversational
agent 208, e.g., mnstead of using a visual user interface. When
the user device 226 accesses an application 216 for John’s
Pizza Joint, the user device 226 may communicate with the
application 216 executing on John’s Pizza Joint’s server 214
or may 1nstall the application, e.g., as John’s Pizza Joint
application 232 on the user device 226. The installation of the
application 232 on the user device 226 may include data for
the conversational agent 208 and when the user launches the
application 232, e.g., by mstructing the device agent 222 to
launch the application 232, the conversational agent 208 may
initiate a conversation with the user, e.g., the device agent 222
may hand off the user conversation to the conversational
agent 208.

When the conversational agent 208 1nteracts with the user
device 226, the conversational agent 208 may access user
accounts 218 and order history data 220 for John’s Pizza
Joint. For example, the conversational agent 208 may ask a
user of the user device 226 for account information, access
that user’s account using the account information, and deter-
mine recent orders for that user which are listed in the order
history data 220. The conversational agent 208 may use the
order history data 220 and the user accounts 218 to provide a
recommendation on which pizza to order, to facilitate the
order process, e€.g., by determining the user’s address rather
than prompting the user for his address, or both.

The conversational agent 208 may gain access to the user’s
account or the order history data 220 by communicating with
a computer-implemented device conversational agent 222
specific to the user device 226. The device agent 222 may
execute on the conversation server 202, and be associated
with the user device 226 by a device identifier 224 for the user
device 226, or may execute on the user device 226. When the
device agent 222 receives a request for data, e.g., user profile
data 228, from the conversational agent 208, the device agent
222 may access privacy settings 230 for the user device 226,
which are stored on the user device 226, the conversation
server 202, or both, to determine what information may be
shared with the conversational agent 208.

In some examples, the privacy settings 230 may indicate
that the device agent 222 may provide the conversational
agent 208 with the user’s name, address, and phone number.
The conversational agent 208 may use the user’s name,
address, and phone number to determine an account for the
user and the user’s order history.

The privacy settings 230 may indicate that particular data
may be shared with some conversational agents and not
shared with other conversational agents. In some examples,
one ol the conversational agents may prompt the user to
determine what information may be shared between the con-
versational agents. The privacy settings 230, or other settings,
may be updated using the response from the user.
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The device agent 222 may initiate communications
between the user device 226, ¢.g., the device agent 222, and
the conversational agent 208. For instance, the device agent
222 may receive a request from a user of the user device 226
asking for a restaurant recommendation and 1dentity John’s
Pizza Joint 1n response, or receive a request specifically ask-
ing to order a pizza from or view the menu of John’s Pizza
Joint. The device agent 222 connects the user device 226 with
the conversational agent 208 for John’s Pizza Joint to facili-
tate communication between the user and the conversational
agent 208. For example, the communication may be between
the user device 226 and the conversation server 202, or
between the user device 226 and John’s Pizza Joint’s server
214.

Separate soiftware, e.g., on the conversation server 202,
may be used for the device agent 222 and the conversational
agent 208 or the same soitware may be used for both agents.
For instance, the server may have a single application, e.g.,
which 1s part of the conversational agent platform 203, that
accesses different data, e.g., settings, for each of the agents
and that provides an interface for communication with the
user device 226 and the conversational agents. The single
application may access the conversation data flow 210 to
determine an appropriate response to a question or statement
from the user and the agent settings 212 to determine how that
response should be presented. The single application then
generates data representing the response and provides that
data to the user device 226 which uses the data to provide an
audible response to the user.

In some examples, the device agent 222 may provide rep-
resentations of 1input, e.g., text representations of utterances,
to the conversational agent 208 to facilitate communication
between the user and the conversational agent. The device
agent 222 receives responses from the conversational agent
208, ¢.g., etther text or audible responses, and provides the
responses to the user. When the device agent 222 recerves text
responses from the conversational agent 208, the device agent
222 may use settings for the conversational agent 208 to
generate and provide audible responses to the user.

In some implementations, an application for the third party,
¢.g., John’s Pizza Joint, does not have to be mstalled on the
user device 226 for the user to interact with a service provided
by the third party. For example, the device agent 222 may
determine that there 1s an agent for the third party service,
¢.g., the conversational agent 208. The device agent 222 may
then communicate with the conversational agent 208, or the
user device 226 may communicate with the conversational
agent 208, to provide an audible interface to the user.

In these implementations data for the conversational agent
208 may be stored on John’s Pizza Joint’s server 214, the
conversation server 202, or a combination of the two. For
instance, the conversational agent 208 may execute on the
conversation server 202 or data for the conversational agent
208 may reside on the conversation server 202, e¢.g., and be
used by another application to generate response that will be
presented to a user. The conversational agent 208 on the
conversation server 202 may include information about data
stored on John’s Pizza Joint’s server 214, such as how to
access the user accounts 218, the order history data 220, or
both. The executing conversational agent 208, or an applica-
tion using data representing the conversational agent 208,
may use this information stored on John’s Pizza Joint’s server
214 when communicating with the user device 226 and a
respective user.

The user device 226 may include personal computers,
mobile communication devices, and other devices that can
send and receive data over a network 234. The network 234,
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such as a local area network (LAN), wide area network
(WAN), the Internet, or a combination thereof, connects the

conversation server 202, John’s Pizza Joint’s server 214, and
the user device 226.

Example Process Flow

FIG. 3 1s a flow diagram of a process 300 for establishing
communication between a user device and a computer-imple-
mented conversational agent. For example, the process 300
can be used by the conversation server 202 or the user device
226 from the system 200.

The process receives data representing properties of
another computer-implemented agent (302). For example, a
server recerves a conversation data flow and other settings for
the other agent from an administrator. In some examples, the
server recerves the settings for the other agent from another
computer.

The process receives, by a computer-implemented agent
specific to a user device, a digital representation of speech
encoding an utterance (304). For instance, the agent receives
a request from a user for a restaurant recommendation, asks
the user 1f they would like to make a reservation at John’s
Pizza Joint, and receives a digital representation of the utter-
ance “‘'yes.”

The process determines, by the computer-implemented
agent, that the utterance specifies a requirement to establish a
communication with the other computer-implemented agent
(306). The agent determines that the other agent, specific to
John’s Pizza Joint or a restaurant reservation system, can
assist the user 1n making a reservation at John’s Pizza Joint.

The process establishes, by the computer-implemented
agent, a communication between the other computer-imple-
mented agent and the user device (308). For example, the
agent hands oiff communication with the user to the other
agent and creates a connection between the other agent and
the user device. When the other agent executes on a server, the
connection may be between the user device and the server.
When the agent executes on a server and the other agent
executes on another server, the connection may include mul-
tiple points, e.g., the user device, the server, and the other
server. In some examples, both the agent and the other agent
may execute on the same server and the agent establishes a
connection between the user device and the server, e.g., the
application that represents the other agent.

The process provides a representation of the utterance to
the other computer-implemented agent (310). For example,
the agent or the user device may provide the other agent with
t
t

e digital representation of speech or a text representation of
ne utterance. The representation may include the specific
utterance or may include content, e.g., words, related to the
utterance. For instance, 1n this example the representation
may indicate that the user 1s looking to make a reservation at
John’s Pizza Joint and may include a day, e.g., today, and/or
a time, e.g., 6 PM, for the reservation, ¢.g., when the repre-
sentation 1s provided to another agent for a restaurant reser-
vation system.

The process recerves, by the computer-implemented agent,
another representation of a response to the utterance (312).
For instance, the other agent determines a conversation data
flow that corresponds with the representation of the utterance,
identifies an action to perform, 1f any, {rom the conversation
data tlow, e.g., to determine whether or not the user can make
a reservation at John’s Pizza Joint, and generates an appro-
priate response to the utterance using the conversation data
flow and data from the action. The other agent may determine
that the user cannot make a reservation at 6 PM, e.g., because
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there 1s no availability at John’s Pizza Joint at that time, but
can make a reservation for 7 PM and provide a text represen-

tation of ““‘we don’t have any openings at 6 PM tonight, would
7 PM work for you?” to a server, e.g., executing the agent, or
the user device.

In some 1implementations, an application uses a conversa-
tional data tlow for the other agent to determine the response
to the utterance. For example, the application uses data about
the utterance, e.g., that the user 1s looking to make a reserva-
tion, to select the conversational data flow from multiple
conversational data tlows, e.g., a reservation conversational
data flow, and generates a response to the user’s utterance.

The process generates, using the other representation, data
to cause a presentation of the response (314). For example,
when the server receives the text representation, the server
may generate an audio signal of the statement “we don’t have
any openings at 6 PM tonight, would 7 PM work for you?”
using the settings for the other agent. In some examples, the
user device receives the text representation, or an audible
representation, from the other agent and audibly presents the
response to the user.

One or more steps of the process 300 may repeat as the user
requests additional information from the other agent and the
other agent responds to the user’s requests. For instance, the
process may repeat steps 304, and 310-314 until the other
agent completes a transaction with the user, e.g., finishes
providing the user with information required by the user, or
until the other agent determines that the conversation with the
user should be passed to a different agent, ¢.g., and the other
agent repeats steps 306-308 to hand off the conversation to the
different agent.

The order of steps 1n the process 300 described above 1s
illustrative only, and establishing communication between
the user device and the computer-implemented conversa-
tional agent can be performed in different orders. For
example, the process 300 may establish communication
between the other agent and the user device and receive a
representation of a response from the other agent and then
receive a digital representation of speech encoding another
utterance and provide a representation of the other utterance
to the other agent.

In some 1mmplementations, the process 300 can include
additional steps, fewer steps, or some of the steps can be
divided into multiple steps. For example, the process 300 may
include steps 304-308 and might not include one or more of

the steps 302 and 310-314.

Optional Implementation Details

In some implementations, the other agent accesses one or
more systems of a third party to provide responses or other
information to a user. For instance, the other agent may
receive a reservation request from a user or from an agent
assoclated with the user’s device, access a database, stored on
the same server executing the other agent or a different server,
to determine whether the user may make the requested reser-
vation or 1f a different time 1s available, and generates a
response based on the determination.

In some implementations, different agents, e€.g., associated
with the same entity or third party, may be used for different
conversation data flows or different types of interactions with
a user. For mstance, a hotel may have a reservation agent, a
concierge agent, and a room service agent. When a user
requests information from the hotel, an agent on his device
may determine a type of interaction for which the user 1s
looking and the hotel agent that 1s most likely to assist the user
with that interaction. In one example, when the device agent
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receives a request stating that “I'm thinking of stating at Hotel
Fancy, but I want to know what’s around Hotel Fancy. Let me

talk to an agent at Hotel Fancy that can tell me what restau-
rants and activities are nearby.” The device agent may then
use keywords in the request to determine that the concierge
agent 1s the agent most likely to have the information the user
requested and create communication between the user device
and the concierge agent to enable the concierge agent to
communicate with the user.

In some implementations, a third party may have multiple
agents for the same type of conversation data flow but differ-
ent types of users. For example, a first agent may be used to
interact with users that have a first type of demographic and a
second agent, e.g., with a different voice or style of speech,
may be used to interact with users that have a second type of
demographic, different from the first type of demographic.

Additional Implementation Details

In situations 1n which the systems or agents discussed here
collect personal information about users, or may make use of
personal information, the users may be provided with an
opportunity to control whether programs or features collect
user information (e.g., mformation about a user’s social net-
work, social actions or activities, profession, a user’s prefer-
ences, or a user’s current location), or to control whether
and/or how to recetve content from the agents that may be
more relevant to the user. In addition, certain data may be
treated 1n one or more ways before 1t 1s stored or used, so that
personally identifiable information 1s removed. For example,
a user’s 1dentity may be treated so that no personally 1denti-
fiable information can be determined for the user, or a user’s
geographic location may be generalized where location infor-
mation 1s obtained (such as to a city, ZIP code, or state level),
so that a particular location of a user cannot be determined.
Thus, the user may have control over how information 1is
collected about the user and used by an agent.

Embodiments of the subject matter and the functional
operations described in this specification can be implemented
in digital electronic circuitry, in tangibly-embodied computer
soltware or firmware, 1n computer hardware, including the
structures disclosed 1n this specification and their structural
equivalents, or 1n combinations of one or more of them.
Embodiments of the subject matter described 1n this specifi-
cation can be implemented as one or more computer pro-
grams, 1.€., one or more modules of computer program
istructions encoded on a tangible non-transitory program
carrier for execution by, or to control the operation of, data
processing apparatus. Alternatively or in addition, the pro-
gram 1nstructions can be encoded on an artificially-generated
propagated signal, e.g., a machine-generated electrical, opti-
cal, or electromagnetic signal, that 1s generated to encode
information for transmission to suitable receiver apparatus
for execution by a data processing apparatus. The computer
storage medium can be a machine-readable storage device, a
machine-readable storage substrate, a random or serial access
memory device, or a combination of one or more of them.

The term ““‘data processing apparatus” refers to data pro-
cessing hardware and encompasses all kinds of apparatus,
devices, and machines for processing data, including by way
of example a programmable processor, a computer, or mul-
tiple processors or computers. The apparatus can also be or
turther include special purpose logic circuitry, e.g., an FPGA
(field programmable gate array) or an ASIC (application-
specific integrated circuit). The apparatus can optionally
include, 1n addition to hardware, code that creates an execu-
tion environment for computer programs, €.g., code that con-
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stitutes processor firmware, a protocol stack, a database man-
agement system, an operating system, or a combination of
one or more of them.

A computer program, which may also be referred to or
described as a program, software, a soltware application, a
module, a software module, a script, or code, can be written in
any form of programming language, including compiled or
interpreted languages, or declarative or procedural lan-
guages, and 1t can be deployed 1n any form, imncluding as a
stand-alone program or as a module, component, subroutine,
or other unmit suitable for use 1n a computing environment. A
computer program may, but need not, correspond to afilen a
file system. A program can be stored in a portion of a file that
holds other programs or data, ¢.g., one or more scripts stored
in a markup language document, 1n a single file dedicated to
the program 1n question, or in multiple coordinated files, e.g.,
files that store one or more modules, sub-programs, or por-
tions of code. A computer program can be deployed to be
executed on one computer or on multiple computers that are
located at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described 1n this specifica-
tion can be performed by one or more programmable com-
puters executing one or more computer programs to perform
functions by operating on input data and generating output.
The processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, €.g., an FPGA (field programmable gate array) or an
ASIC (application-specific integrated circuit).

Computers suitable for the execution of a computer pro-
gram include, by way of example, general or special purpose
microprocessors or both, or any other kind of central process-
ing unit. Generally, a central processing unit will receive
instructions and data from a read-only memory or a random
access memory or both. The essential elements of a computer
are a central processing unit for performing or executing
instructions and one or more memory devices for storing
instructions and data. Generally, a computer will also include,
or be operatively coupled to receive data from or transier data
to, or both, one or more mass storage devices for storing data,
¢.g., magnetic, magneto-optical disks, or optical disks. How-
ever, a computer need not have such devices. Moreover, a
computer can be embedded 1n another device, e.g., a mobile
telephone, a personal digital assistant (PDA), a mobile audio
or video player, a game console, a Global Positioning System
(GPS) recerver, or a portable storage device, e.g., a universal
serial bus (USB) flash drive, to name just a few.

Computer-readable media suitable for storing computer
program 1nstructions and data include all forms of non-vola-
tile memory, media and memory devices, including by way of
example semiconductor memory devices, e.g., EPROM,
EEPROM, and flash memory devices; magnetic disks, e.g.,
internal hard disks or removable disks; magneto-optical
disks; and CD-ROM and DVD-ROM disks. The processor
and the memory can be supplemented by, or incorporated 1n,
special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described 1n this specification can be 1mple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liguid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., amouse or a trackball, by which the user
can provide mput to the computer. Other kinds of devices can
be used to provide for interaction with a user as well; for
example, feedback provided to the user can be any form of
sensory feedback, e.g., visual feedback, auditory feedback, or
tactile feedback; and input from the user can be recetved in
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any form, including acoustic, speech, or tactile input. In addi-
tion, a computer can interact with a user by sending docu-
ments to and recerving documents from a device that 1s used
by the user; for example, by sending web pages to a web
browser on a user’s device 1n response to requests recerved
from the web browser.

Embodiments of the subject matter described 1n this speci-
fication can be mmplemented 1n a computing system that
includes a back-end component, e.g., as a data server, or that
includes a middleware component, €.g., an application server,
or that includes a front-end component, e.g., a client com-
puter having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any com-
bination of one or more such back-end, middleware, or front-
end components. The components of the system can be inter-
connected by any form or medium of digital data
communication, €.g., a communication network. Examples
of communication networks include a local area network
(LAN) and a wide area network (WAN), e.g., the Internet.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other. In some embodi-
ments, a server transmits data, e.g., an HIML page, to a user
device, e.g., for purposes of displaying data to and receiving
user input from a user interacting with the user device, which
acts as a client. Data generated at the user device, e.g., aresult
of the user interaction, can be recerved from the user device at
the server.

An example of one such type of computer 1s shown in FIG.
4, which shows a schematic diagram of a generic computer
system 400. The system 400 can be used for the operations
described in association with any of the computer-implement
methods described previously, according to one implementa-
tion. The system 400 includes a processor 410, a memory
420, a storage device 430, and an input/output device 440.
Each of the components 410, 420, 430, and 440 are intercon-
nected using a system bus 450. The processor 410 1s capable
ol processing instructions for execution within the system
400. In one implementation, the processor 410 1s a single-
threaded processor. In another implementation, the processor
410 1s a multi-threaded processor. The processor 410 1s
capable of processing instructions stored in the memory 420
or on the storage device 430 to display graphical information
for a user mterface on the mput/output device 440.

The memory 420 stores information within the system 400.
In one implementation, the memory 420 1s a computer-read-
able medium. In one implementation, the memory 420 1s a
volatile memory umit. In another implementation, the
memory 420 1s a non-volatile memory unait.

The storage device 430 1s capable of providing mass stor-
age for the system 400. In one implementation, the storage
device 430 1s a computer-readable medium. In various differ-
ent implementations, the storage device 430 may be a floppy
disk device, a hard disk device, an optical disk device, or a
tape device.

The mput/output device 440 provides iput/output opera-
tions for the system 400. In one implementation, the input/
output device 440 includes a keyboard and/or pointing
device. In another implementation, the mput/output device
440 includes a display unit for displaying graphical user
interfaces.

While this specification contains many specific implemen-
tation details, these should not be construed as limitations on




US 9,418,663 B2

13

the scope of what may be claimed, but rather as descriptions
of features that may be specific to particular embodiments.
Certain features that are described 1n this specification 1n the
context of separate embodiments can also be implemented 1n
combination 1n a single embodiment. Conversely, various
teatures that are described in the context of a single embodi-
ment can also be implemented 1n multiple embodiments sepa-
rately or 1in any suitable subcombination. Moreover, although
features may be described above as acting in certain combi-
nations and even 1mitially claimed as such, one or more fea-
tures from a claimed combination can 1n some cases be
excised from the combination, and the claimed combination
may be directed to a subcombination or variation of a sub-
combination.

Similarly, while operations are depicted 1n the drawings 1n
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system modules
and components 1n the embodiments described above should
not be understood as requiring such separation in all embodi-
ments, and 1t should be understood that the described program
components and systems can generally be integrated together
in a single software product or packaged into multiple sofit-
ware products.

Particular embodiments of the subject matter have been
described. Other embodiments are within the scope of the
following claims. For example, the actions recited in the
claims can be performed 1n a different order and still achieve
desirable results. As one example, the processes depicted 1n
the accompanying figures do not necessarily require the par-
ticular order shown, or sequential order, to achieve desirable
results. In some cases, multitasking and parallel processing,
may be advantageous.

What is claimed 1s:

1. A computer-implemented method comprising:

receiving, by a computer-implemented agent specific to a

user device, data representing properties of another
computer-implemented agent including receiving an
identification of a selection of a particular spoken style
of speech for the other computer-implemented agent

from among two or more different spoken styles of

speech for a particular language;

receiving, by the computer-implemented agent, a digital
representation of speech encoding an utterance after
receiving the data representing the properties of the
other computer-implemented agent;

determining, by the computer-implemented agent, that the
utterance specifies a requirement to establish a commu-
nication with the other computer-implemented agent;

establishing, by the computer-implemented agent, a com-
munication between the other computer-implemented
agent and the user device;

receiving, by the user device, 1dentification of a response to
the utterance from the other computer-implemented
agent;

determining, by the computer-implemented agent, the par-
ticular spoken style of speech for the other computer-
implemented agent, for the presentation of the response;
and

presenting, by the user device, the response to the utterance
received from the other computer-implemented agent
according to the particular spoken style of speech.

2. The method of claim 1 wherein the other computer-

implemented agent 1s not specific to the user device.

10

15

20

25

30

35

40

45

50

55

60

65

14

3. The method of claim 1 wherein establishing the com-
munication with the other computer-implemented agent and
the user device comprises establishing the commumnication
with the other computer-implemented agent executing on
another device and the user device.

4. The method of claim 1 wherein establishing the com-
munication with the other computer-implemented agent and
the user device comprises establishing the communication
with the other computer-implemented agent and the com-
puter-implemented agent.

5. The method of claim 1 wherein the computer-imple-
mented agent 1s for a first application on a user device and the
other computer-implemented agent 1s for a second, different
application on the user device.

6. The method of claim 1 comprising;:

providing a representation of the utterance to the other

computer-implemented agent.

7. The method of claim 6 wherein the representation com-
prises a text representation of the utterance.

8. The method of claim 7 comprising:

receving, by the computer-implemented agent from the

other computer-implemented agent, another representa-
tion of a response to the utterance; and

generating, using the other representation, data to cause a

presentation of the response to the utterance.
9. The method of claim 6 wherein the representation com-
prises the digital representation of speech.
10. The method of claim 6 wherein providing the represen-
tation ol the utterance to the other computer-implemented
agent comprises providing data for a user who spoke the
utterance to the other computer-implemented agent.
11. The method of claim 10 wherein providing data for the
user who spoke the utterance to the other computer-imple-
mented agent comprises:
determining privacy settings for the user that define types
of data for the user that the computer-implemented agent
may provide to the other computer-implemented agent;

determining data for the user who spoke the utterance that
may be shared with the other computer-implemented
agent based on the privacy settings for the user; and

providing the data for the user who spoke the utterance to
the other computer-implemented agent according to the
privacy settings.

12. The method of claim 1 wherein recerving the data
representing the properties of the other computer-imple-
mented agent comprises recerving a definition of a data flow
for the other computer-implemented agent that 1dentifies a
response for the other computer-implemented agent given a
particular type of mput.

13. The method of claim 1 wherein recerving the data
representing the properties of the other computer-imple-
mented agent comprises recerving text-to-speech parameters
for responses provided by the other computer-implemented
agent.

14. The method of claim 1 wherein receiving the data
representing the properties of the other computer-imple-
mented agent comprises:

providing an entity access to an application programming

interface that includes a plurality of templates for differ-
ent types of computer-implemented agents, each of the
templates 1n the plurality of templates identifying a data
flow for computer-implemented agents that indicates a
type of response for the other computer-implemented
agent given a particular type of input;

receving, for the entity, a selection of a template from the

plurality of templates; and
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receiving, for the entity, a modification to the template that
identifies a customization to the data tlow of the selected
template for the other computer-implemented agent.

15. The method of claim 14 wherein receiving the selection
of the template from the plurality of templates comprises
receiving a selection of a template for computer-implemented
agents that provide online ordering services.

16. The method of claim 1, comprising:

receiving, by the computer-implemented agent, a descrip-

tion of an entity that created the other computer-imple-
mented agent; and

providing, by the computer-implemented agent, a repre-

sentation of the description of the entity that created the
other computer-implemented agent for presentation.
17. The method of claim 1, wherein receiving the 1dentifi-
cation of the selection of the particular spoken style of speech
for the other computer-implemented agent from among two
or more different spoken styles of speech for a particular
language comprises receiving an identification of particular
idioms and a particular vocabulary for the other computer-
implemented agent.
18. The method of claim 1, wherein determining, by the
computer-implemented agent, that the utterance specifies a
requirement to establish a communication with the other
computer-implemented agent comprises:
determining, by the computer-implemented agent using
the utterance, that the utterance 1s not specific to a par-
ticular second computer-implemented agent;

determining, by the computer-implemented agent using
the utterance, two or more second computer-imple-
mented agents each of which can respond to the utter-
ance;

providing a prompt that requests selection of one of the

second computer-implemented agents;

receiving 1ndication of a selected one of the second com-

puter-implemented agents; and

determining, by the computer-implemented agent, that the

utterance specifies a requirement to establish a commu-
nication with the selected one of the second computer-
implemented agents.

19. A system, comprising:

a data processing apparatus; and

a non-transitory computer readable storage medium in data

communication with the data processing apparatus and

storing 1nstructions executable by the data processing

apparatus and upon such execution cause the data pro-

cessing to perform operations comprising;

receiving, by a computer-implemented agent speciiic to
a user device, data representing properties ol another
computer-implemented agent including recerving an
identification of a selection of a particular spoken
style of speech for the other computer-implemented
agent from among two or more different spoken styles
of speech for a particular language;
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receiving, by the computer-implemented agent, a digital
representation of speech encoding an utterance after
receiving the data representing the properties of the
other computer-implemented agent;

determining, by the computer-implemented agent, that
the utterance specifies a requirement to establish a
communication with the other computer-imple-
mented agent;

establishing, by the computer-implemented agent, a
communication between the other computer-imple-
mented agent and the user device;

receiving, by the user device, identification of aresponse

to the utterance from the other computer-imple-
mented agent;
determiming, by the computer-implemented agent, the par-
ticular spoken style of speech for the other computer-
implemented agent, for the presentation of the response;
and
presenting, by the user device, the response to the utterance
from the other computer-implemented agent according,
to the particular spoken style of speech.
20. A non-transitory computer readable storage medium

storing istructions executable by a data processing apparatus
and upon such execution cause the data processing to perform
operations comprising;:

receving, by a computer-implemented agent specific to a
user device, data representing properties of another
computer-implemented agent including receiving an
identification of a selection of a particular spoken style
of speech for the other computer-implemented agent
from among two or more different spoken styles of
speech for a particular language;

receving, by the computer-implemented agent, a digital
representation of speech encoding an utterance after
receiving the data representing the properties of the
other computer-implemented agent;

determining, by the computer-implemented agent, that the
utterance specifies a requirement to establish a commu-
nication with the other computer-implemented agent;

establishing, by the computer-implemented agent, a com-
munication between the other computer-implemented
agent and the user device;

recerving, by the user device, identification of a response to
the utterance from the other computer-implemented
agent;

determinming, by the computer-implemented agent, the par-
ticular spoken style of speech for the other computer-
implemented agent, for the presentation of the response;
and

presenting, by the user device, the response to the utterance
from the other computer-implemented agent according
to the particular spoken style of speech.
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