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DYNAMIC END-TO-END NETWORK PATH
SETUP ACROSS MULTIPLE NETWORK

LAYERS WITH NETWORK SERVICE
CHAINING

TECHNICAL FIELD

The disclosure relates to computer networks and, more
particularly, to forwarding network traific within computer
networks.

BACKGROUND

A computer network 1s composed of a set of nodes and a set
of links that connect one node to another. For instance, a
computer network may be composed of a set of routers while
the set of links may be cables between the routers. When a
first node 1n the network sends a message to a second node 1n
the network, the message may pass through many links and
many nodes. The set of links and nodes that the message
passes through while traveling from the first node to the
second node 1s referred to as a path through the network.

Networks contain physical transport elements that are
managed and arranged as needed to provide paths for trans-
porting network data. For example, a network may utilize
various optical switching components so as to provide an
underlying, optical network for transporting network traffic.
Once configured, various higher-level network services are
transported over the optical paths, such as Internet Protocol
(IP), Virtual Private Network (VPN), pseudowires, and oth-
ers.

As one example, many networks use label switching pro-
tocols for traffic engineering the network services provided
via the underlying transport elements. In a label switching
network, label switching routers (LSRs) use Multi-Protocol
Label Switching (MPLS) signaling protocols to establish
label switched paths (LSPs), which refer to defined packet
flows carried on the underlying physical network elements
and the physical paths provided by those elements. The LSRs
receive MPLS label mappings from downstream LSRs and
advertise MPLS label mappings to upstream LSRs. When an
LSRR receives trailic 1n the form of an MPLS packet from an
upstream router, 1t switches the MPLS label according to the
information in 1ts forwarding table and forwards the MPLS
packet to the appropriate downstream LSR.

Today, the management and arrangement of the physical
transport paths (e.g., the optical paths) of a computer network
and the traific engineered flows (e.g., MPLS paths) of the
network traffic traversing those physical paths are typically
set up and controlled by different network administrative
entities using different admimistrative systems. As a result, 1n
order to set up an MPLS path or other traflic-engineering tflow
through a network, the IP/MPLS network administrative
entity may {irst need to request the optical transport network
administrative entity to provide and allocate network
resources for an underlying optical path, which may mvolve
some delay and require additional coordination and
resources.

A network operator may deploy one or more network
devices to implement service points that apply network ser-
vices such as firewall, carrier grade network address transla-
tion (CG-NAT), performance enhancement proxies for video,
transport control protocol (TCP) optimization and header
enrichment, caching, and load balancing. In addition, the
network operator may configure service chains that each
identify a set of the network services to be applied to packet
flows mapped to the respective service chains. A service
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2

chain, in other words, defines one or more network services to
be applied 1n a particular order to provide a composite service
for application to packet flows bound to the service chain.

SUMMARY

In general, techniques are described for improving network
path computation for requested paths that include a chain of
service points (or “service chain”) that provide network ser-
vices (or network functions) to traffic flows traversing the
requested path through a network at least 1n part along the
service chain. For example, a controller that performs path
computation may use active topology information for sub-
networks that connect pairs of service points in the service
chain to compute, according to one or more constraints for the
computations, locally optimal paths through the sub-net-
works connecting the pairs of service points. In some
instances, the controller may compute multiple parallel paths
connecting any one or more pairs of the service points.

For a given requested path, which may be a virtual flow
path and the computation of which may result 1n mstallation
by the controller to the network of forwarding information to
one or more layers of a multi-layer topology, the reservation
of the path may be part of a nested set of reservations in which
controller first selects and orders the services resources (e.g.,
the service points)—in some mstances by managing non-
network constraints on service point device-specific
attributes such as device throughput, available/reserved utili-
zation, and provided services and services capability.
Requested paths may be responsive to reservations from a
customer of the network provider. The techniques may 1n
some 1nstances include combining the reservation and locally
optimal service inter-service point path computation to make
global network bandwidth reservations to the service way-
points part of the path computation constraints. In some
instances, the techniques may include performing inter-ser-
vice point path computation for a requested path using the
global network topology and the bandwidth reservation data-
base iteratively after deriving the set of service points from
application-specific constraints and/or external policies.

In one example, a method includes receiving, by a control-
ler network device of a network, a request for network con-
nectivity between a service entry point and a service exit point
for a service chain that defines one or more service points to
be applied 1n a particular order to provide a composite service
for application to packet tlows associated to the service chain.
The method also 1includes recerving and storing, by the con-
troller network device, active topology mformation for the
network. The method also includes, for each pair of the ser-
vice points in the particular order and by the controller using
the active topology information, computing at least one end-
to-end sub-path through the sub-network connecting the pair
of the service points according to a constraint. The method
also includes computing, by the controller network device
and using the at least one end-to-end sub-path for each pair of
the service points, a service path between the service entry
point and the service exit point for the service chain.

In another example, a controller network device includes a
control unit comprising a processor and configured to recerve
a request for network connectivity between a service entry
point and a service exit point for a service chain that defines
one or more service points to be applied 1n a particular order
to provide a composite service for application to packet flows
associated to the service chain. The control unit 1s further
configured to recerve and store active topology information
tor the network. The control unit i1s further configured to, for
cach pair of the service points in the particular order and using
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the active topology information, compute at least one end-to-
end sub-path through the sub-network connecting the pair of
the service points according to a constraint. The control unit
1s further configured to compute, using the at least one end-
to-end sub-path for each pair of the service points, a service
path between the service entry point and the service exit point
for the service chain. In another example, a non-transitory
computer-readable medium stores instructions for causing
one or more programmable processors of a controller net-
work device of a network to receive a request for network
connectivity between a service entry point and a service exit
point for a service chain that defines one or more service
points to be applied 1n a particular order to provide a com-
posite service for application to packet tlows associated to the
service chain. The instructions further cause the processors to
receive and store active topology information for the network.
The mstructions further cause the processors to, for each pair
of the service points in the particular order and using the
active topology information, compute at least one end-to-end
sub-path through the sub-network connecting the pair of the
service points according to a constraint. The instructions fur-
ther cause the processors to compute, using the at least one
end-to-end sub-path for each pair of the service points, a
service path between the service entry point and the service
ex1t point for the service chain.

The details of one or more examples are set forth 1n the
accompanying drawings and the description below. Other
features, objects, and advantages will be apparent from the
description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram 1llustrating an example network
in which one or more network devices employ the techniques
of this disclosure.

FIG. 2 1s a block diagram 1illustrating an example central-
1zed controller network device that operates in accordance
with the techniques of this disclosure.

FIG. 3 1s a block diagram 1llustrating an example imple-
mentation of optical layer element of a controller.

FIG. 4 1s a block diagram 1llustrating an example 1mple-
mentation of IP/MPLS layer element of a controller.

FIG. 5 1s a block diagram 1llustrating an example system
having a controller and a separate optical system that operate
in accordance with the techniques of this disclosure.

FIG. 6 1s a flowchart 1llustrating exemplary operation of
one or more network devices 1 accordance with the tech-
niques of this disclosure.

FI1G. 7 1s a block diagram 1llustrating an example system in
which a network includes one or more network devices that
employ techmques described herein.

FIG. 8 1s a flowchart 1llustrating an example operation 300
ol a controller to compute an end-to-end network path that
includes service points of a service chain, 1n accordance with
techniques described herein.

FI1G. 9 1s a flowchart illustrating an example operation of a
controller to determine a satisfactory end-to-end network
path that includes service points of a service chain, 1n accor-
dance with techniques described herein.

FIG. 10 1s a block diagram illustrating example service
point paths connecting service points for a service chain,
according to techniques described 1n this disclosure.

DETAILED DESCRIPTION

In general, techniques are described for dynamic end-to-
end network path setup across multiple network layers 1n a
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4

network function virtualization context. For example, a single
network element, such as a centralized controller, manages
end-to-end network path setup by provisioning a path at both
the transport network layer (e.g., optical) and the service
network layer (e.g., IP/MPLS) to traverse a service chain of
one or more service points that apply network services. The
centralized controller performs path computation for a path at
both the transport network layer and the service network
layer, based on information obtained from the underlying
network components at both layers. Moreover, based on the
computed path, the controller may automatically initiate allo-
cation of a new physical path, when necessary. Once connec-
tivity 1s established, the centralized controller further provi-
s10ns the necessary network elements (e.g., LSRs) to provide
the required traific engineered services, e.g., MPLS.

The techniques of this disclosure may provide one or more
advantages. For example, the techniques of this disclosure
may provide more eflicient use of network and administrative
resources. Rather than optical paths being pre-established
and potentially only being used much later in time, the tech-
niques of this disclosure allow for dynamic setup of network
paths on an as-needed basis. Moreover, the centralized con-
troller can tear down optical paths when not needed, thereby
saving energy on lighting the optical path. This may allow for
actual optical path usage that more accurately reflects the
needs of customer devices.

In this way, the central control may, in some 1mplementa-
tions, provide complete control of all aspects of network
paths provisioning from a single network element. In addi-
tion, a centralized controller that manages multi-layer path
construction may oifer optimization improvements, such as
in terms of path resiliency, resource utilization and fault tol-
erance (path diversity). The centralized controller described
herein automates end-to-end path setup, without necessarily
requiring coordination between network administrative enti-
ties from two different network domains. The techniques may
also allow for a closer binding and association of multi-layer
events and failure correlations (e.g., alarms). By using infor-
mation from multiple layers, it 1s possible to determine that a
failure observed 1n a higher layer 1s caused by a failure 1n the
lower layer, and then a service call can be directed to the
correct team (e.g., optical vs. MPLS).

FIG. 11s ablock diagram illustrating an example system 12
in which a network 8 includes one or more network devices
that employ the techniques of this disclosure. In this example,
network 8 includes network devices 4A-4E (“network
devices 4”°). Network devices 4 are network devices such as
routers, switches, for example. Network 8 also includes opti-
cal network components, which in some examples may be
part of network devices 4.

Network devices 4 are coupled by a number of physical and
logical communication links that interconnect network
devices 4 to {facilitate control and data communication
between network devices 4. Physical links 10A-10E of net-
work 8 may include, for example, optical fibers, Ethernet
PHY, Synchronous Optical Networking (SONET)/Synchro-
nous Digital Hierarchy (SDH), Lambda, or other Layer 2 data
links that include packet transport capability. The remainder
of this description assumes that physical links 10A-10E are
optical fibers (“‘optical fibers 10”). Network 8 also includes
one or more logical links 14A-14B such as, for example,
pseudowires, an Ethernet Virtual local area network (VL AN),
a Multi-Protocol Label Switching (MPLS) Label Switched
Path (LSP), or an MPLS ftraffic-engineered (TE) LSP. The

remainder of this description assumes that logical links 14 A-
14B are MPLS LSPs, and these will be referred to as LSPs
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14A-14B (“LSPs 14”"). Network system 12 may also include
additional components, optical fibers, and communication
links that are not shown.

Each of network devices 4 may represent devices, such as
routers, switches, repeaters, optical cross-connects (OXCs), 3
optical add-drop multiplexers (OADMs), multiplexing
device, or other types of devices, within network 8 that for-
ward network traffic, e.g., optical data. For example, network
devices 4 may be layer three (IL.3) routers optically connected
by an intermediate OXC. 10

In the example of FIG. 1, system 12 may include one or
more source devices (not shown) that send network tratffic
into network 8, e.g., through an access network (not shown),
and one or more recerver devices (not shown) that receive the
network traffic from network devices 4, e.g., through an 15
access network (not shown). The network tratfic may be, for
example, video or multimedia traffic. Network 8 may be a
service provider network that operates as a private network
that provides packet-based network services to receiver
devices (not shown), which may be subscriber devices, for 20
example. Recerver devices may be, for example, any of per-
sonal computers, laptop computers or other types of comput-
ing device associated with subscribers. Subscriber devices
may comprise, for example, mobile telephones, laptop or
desktop computers having, e.g., a 3G wireless card, wireless- 25
capable netbooks, video game devices, pagers, smart phones,
personal data assistants (PDAs) or the like. Subscriber
devices may run a variety of soltware applications, such as
word processing and other oifice support software, web
browsing software, software to support voice calls, video 30
games, videoconierencing, and email, among others.

Network management system (NMS) devices 16 and 16'
may be computing devices that provides a platform for net-
work management software for managing the devices within
network 8. For example, NMS devices 16 and 16' may each 35
comprise a server, a workstation, a personal computer, a
laptop computer, a tablet computer, a smartphone, or another
type of computing device. Network orchestration device 17
(1llustrated as “Network orchestration 17”) 1s a computing
device that may participate 1n establishing a service chain/ 40
virtual topology by controlling the various control planes of
other devices NMS 16, NMS 16', EMS 15, and controller
network device 20, for instance. For example, network
orchestration device 17 may facilitate application awareness
for application- and/or user-demand responsive path compu- 45
tation and service chain establishment. Network orchestra-
tion device 17 may include an Application Programming,
Interface (API) for policy and network topology/location ser-
vices, such as Application-Layer Trailic Optimization
(ALTO), BGP, and Domain Network Service (DNS), for 50
instance. Network orchestration device 17 may include a
Northbound API for applications.

Element management system (EMS) 15 manages network
clements of network 8, including network devices 4A-4E and
components thereof. The EMS 135 may apply fault, configu- 55
ration, accounting, performance and security (FCAPS) tech-
niques to monitor and facilitate network element uptime and
to coordinate with at least one of NMS 16 and controller 20 to
provide network element operations data for use in network
path computation and establishing service chains according 60
to techniques herein. The EMS 15 may execute a Northbound
interface to NMS 16' and/or network orchestration device 17
and may execute a Southbound interface to network devices
4, for instance. Any of NMS 16, NMS 16', EMS 135, controller
20, network orchestration device 17, and network devices 4 65
may be executed by a virtual machine executing on a real
server or other physical computing device.

6

Each of network devices 4 may comprise multiple line
cards (not shown), also referred to as interface *“cards,”
“boards,” or “shelves.” The term “line card” may refer to a
modular electronic circuit board that provides one or more
physical interfaces between a network device and a commu-
nications link, such as an optical fiber. Each line card of
network devices 4 1s associated with one or more ports. Each
of the ports provides a physical connection between a net-
work device and an optical fiber. NMS 16 may also include
multiple line cards. Each line card of NMS 16 may be asso-
ciated with one or more ports.

In the simplified example of FIG. 1, optical fiber 10A
connects one of the ports of one of the line cards of network
device 4A to one of the ports of one of the line cards of
network device 4C, for example. Similarly, other optical
fibers 10 connect one of the ports of one of the line cards of
other network devices 4 to one of the ports of one of the line
cards of another one of network devices 4. Thus, network
devices 4 and optical fibers 10 form at least part of network 8.

Network devices 4 are configured to output optical signals
onto optical fibers 10. In some examples, the optical signals
output by network devices 4 have different carrier wave-
lengths. Network devices 4 may modulate the carrier wave-
lengths of the optical signals 1n order to convey data. In some
examples, the optical signals may conform to a Synchronous
Optical Networking (SONET) protocol or a Synchronous
Digital Hierarchy (SDH) protocol.

When network devices 4A and 4B output wavelength-
modulated optical signals on optical fibers 10A and 10B, for
example, a recerving one of network devices 4 (for example,
network device 4C) receives the optical signals. In some
aspects, the recerving network device 4C provides a cross-
connect that multiplexes optical signals recerved on optical
fibers 10A and 10B into a single multiplexed optical signal
that network device 4C outputs on optical fiber 10C, for
example. The multiplexed optical signal may include mul-
tiple optical signals having different carrier wavelengths. In
some examples, network device 4C may recetve an optical
signal from network device 4A on optical fiber 10A, and
network device 4C demultiplexes the optical signal and out-
puts separate optical signals on optical fibers 10C and 10D.

To provide centralized control of the optical transport net-
work and the IP/MPLS network, controller 20 obtains data
indicating an accurate topology of the optical network of
service provider network 8, including the particular ports that
are used to mterconnect the infrastructure devices within the
optical network, and controller 20 also obtains data indicating
an accurate topology of the IP/MPLS network of service
provider network 8, including links, nodes, and LSPs within
the IP/MPLS network. In general, controller 20 1n conjunc-
tion with network orchestration 17 orchestrates various end-
to-end solutions across various network devices of FIG. 1.
Controller 20 may deliver a feedback loop mechanism
between the network and client applications 1n both direc-
tions. Via controller 20, applications can inform devices in
network 8 of certain requested aspects such as service-level
agreements (SLAs) or guarantees. The controller 20 brings
the application and network 8 together so that devices of
network 8 can adapt to the needs of the applications, and so
that the applications can adapt to the changing network 8. In
this manner, controller 20 may provide a mechanism for
real-time application-to-network collaboration.

For example, the data indicating the topology of the optical
network of service provider network 8 may include data that
indicate that network device 4A 1s physically connected to
network device 4C. In another example, the data indicating
the topology of optical network may include data that indicate
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that optical fiber 10E connects a given line card and port of
network device 4D to a given line card and port of network
device 4E.

Controller 20 can use knowledge of the topology of the
optical network when establishing routes through the optical
network, diagnosing and remedying problems in the optical
network, and for performing other network management
tasks. Controller 20 may determine the topology of the optical
network 1n various ways. In some examples, controller 20
may obtain the data indicating topology of the optical net-
work by network devices 4 sending wavelength-modulated
optical signals on various ports of the network devices 4. The
wavelength-modulated optical signal sent on a given port of
the sending device 4 encodes information that identifies the
sending device and the given port. If a device recerves the
modulated optical signal on a given port, the recerving device
demodulates the optical signal and outputs a report message
to anetwork management system (NMS). The report message
indicates that an optical fiber connects the given port of the
receiving device to the given port of the sending device. The
NMS may use such messages to generate topology data for
the optical network. In other examples, controller 20 may
obtain the data indicating topology of the optical network by
exchanging, with an NMS, messages having optical pulse
patterns that the NMS maps to one or more network devices.

Controller 20 can use knowledge of the topology of the
IP/MPLS network when establishing routes through the
IP/MPLS network, diagnosing and remedying problems in
the IP/MPLS network, and for performing other network
management tasks. For example, controller 20 can learn
topology of the network using an interior gateway protocol,
for example. Details of topology learning are described 1n
turther details below.

At the direction of controller 20, or based on local configu-
ration, network devices 4 may establish LSPs 14 along
selected paths for concurrently sending network traffic from
ingress network devices 4A, 4B, respectively, to egress net-
work device 4E. Network devices 4A, 4B can dynamically
recalculate LSPs 14, e.g., responsive to detecting changes to
the topology of network 8 or at the direction of controller 20.
MPLS LSPs 14 are established as a logical layer over the
physmal optical transport layer components of network 8.
¢.g., using an MPLS signaling protocol such as, for example,
the Label Distribution Protocol (LDP), Resource ReserVa-
tion Protocol with Traffic Engineering extensions (RSVP-
TE) (RSVP-TE), Border Gateway Protocol Labeled Unicast
(BGP-LU), or other MPLS signaling protocol.

In some aspects, network devices 4 may be IP routers that
implement MPLS techniques and operate as label switching
routers (LSRs). Each network device 4 makes a forwarding,
selection and determines a new substitute label by using the
label found 1n the incoming packet as a reference to a label
forwarding table that includes this mformation. The paths
taken by packets that traverse the network in this manner are
referred to as LSPs.

In some examples, controller 20 receirves a connectivity
request 18 from the service provider’s NMS 16. For example,
the connectivity request 18 may request a path from router 4 A
to router 4E. In some examples, the connectivity request may
indicate an amount of bandwidth and/or other constraint for
the path, such as latency, packets dropped, color, and so forth.
Controller 20 may, in some examples, maintain one or more
topology databases that contain information about IP/MPLS
links/nodes and/or information about optical links/nodes.
Controller 20 determines based on information stored 1n the
topology database 11 there 1s already an existing IP/MPLS
path between the requested sites that can be reused to accom-
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modate the connectivity request. In some aspects, where an
IP/MPLS path already exists, controller 20 may update path
reservations of LSP 14A to increase an amount of reserved
bandwidth on LSP 14A to accommodate the connectivity
request, such as by causing an ingress router 4 A to send a new
RSVP-TE PATH message along the requested path. Respon-
stve to determining that an IP/MPLS path already exists that
can accommodate the connectivity request, controller 20 may
indicate to NMS 16 that the connectivity request 1s granted,
such as by sending connectivity confirmation message 19 to
NMS 16.

If controller 20 determines that no IP/MPLS path exists
between the requested sites, controller 20 may then determine
whether an optical path from router 4 A to router 4E 1s already
in place, such that an IP/MPLS path can be established over
the existing optical network topology. For example, control-
ler 20 may reference a topology database stored locally, or
may interact with an external optical topology management
device to obtain this information. If an optical path 1s already
in place, controller 20 can signal the desired IP/MPLS path
(e.g., LSP 14A) over the existing optical path. Controller 20
may indicate to NMS 16 that the connectivity request 1s
granted, such as by sending connectivity confirmation mes-
sage 19 to NMS 16.

I1 an optical path 1s not already 1n place, controller 20 may
compute an optical path based on stored optical network
topology information and program an optical path between
the requested sites, such as by using Generalized Multi-Pro-
tocol Label Switching (GMPLS) or other mechanism. Alter-
natively controller 20 may request an external optical topol-
ogy management device to compute the optical path and
program the needed optical path between the requested sites,
and the optical topology management device may in turn
compute and program the optical path between the requested
sites, such as by using GMPLS or other mechamism. After the
optical path 1s programmed, controller 20 can signal the
desired IP/MPLS path (e.g., LSP 14A) over the existing opti-
cal path. Controller 20 may indicate to the NMS 16 that the
connectivity request 1s granted, such as by sending connec-
tivity confirmation message 19 to NMS 16.

After establishing the LSPs 14, ingress network devices
4 A, for example, may receive data tratfic from a source device
(not shown), and ingress network devices 4A can forward the
data traffic along LSP 14A. The data traffic 1s ultimately
received along LSP 14A at network device 4E, and network
device 4E may pop (remove) the MPLS label(s) from the
received traffic and forward the decapsulated traific to a
receiver device (not shown).

When controller 20 determines there 1s no need of connec-
tivity between sites, controller 20 can tear down the unused
optical paths or optical path-segments. In this manner, con-
troller 20 can dynamically configure both the optical and
MPLS paths on an as-need basis.

FIG. 2 1s a block diagram 1llustrating an example controller
25 that operates 1n accordance with the techniques of this
disclosure. Controller 25 may include a server or network
controller, for example, and may represent an example
instance of controller 20 of FIG. 1.

Controller 25 includes a control unit 27 coupled to network
interfaces 29A-29B (“network interfaces 29”°) to exchange
packets with other network devices by inbound links 26 and
outbound links 28. Control unit 27 may include one or more
processors (not shown i FIG. 2) that execute software
instructions, such as those used to define a software or com-
puter program, stored to a computer-readable storage
medium (again, not shown in FIG. 2), such as non-transitory
computer-readable mediums 1including a storage device (e.g.,
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a disk drive, or an optical drive) or a memory (such as Flash
memory or random access memory (RAM)) or any other type
of volatile or non-volatile memory, that stores 1nstructions to
cause the one or more processors to perform the techniques
described herein. Alternatively or additionally, control unit 27
may comprise dedicated hardware, such as one or more inte-
grated circuits, one or more Application Specific Integrated
Circuits (ASICs), one or more Application Specific Special
Processors (ASSPs), one or more Field Programmable Gate
Arrays (FPGAs), or any combination of one or more of the
foregoing examples of dedicated hardware, for performing
the techmques described herein.

Control unit 27 provides an operating environment for
network services applications 30, IP/MPLS layer element 22,
and optical layer element 24. In the example of FIG. 2,
IP/MPLS layer element 22 includes topology module 42A,
path computation module 44 A, traffic engineering module
46 A, and path provisioning module 48 A. Optical layer ele-
ment 24 1ncludes topology module 42B, path computation
module 44B, and path provisioning module 48B. Although
shown as separate modules associated with the separate lay-
ers 22, 24, in some examples one or more of path computation
modules 44A-44B, topology modules 42A-42B, and path
provisioning modules 48A-48B may be a single module
shared between IP/MPLS layer element 22 and optical layer
clement 24. Further, although shown as separated into distinct
path computation, path provisioning, topology, and traffic
engineering modules, in some examples one or more of these
different modules may be combined within a given layer 22,
24 of controller 25.

In some examples, the modules of controller 25 may be
implemented as one or more processes executing on one or
more virtual machines of one or more servers. That 1s, while
generally illustrated and described as executing on a single
controller 25, aspects of these modules may be delegated to
other computing devices.

Network services applications 30 may communicate with
NMS 16 to recerve a connectivity request, such as for setting,
up connectivity between two locations or network sites.
IP/MPLS layer element 22 of controller 25 communicates via
network interface 29A to direct network devices 4 to establish
one or more of LSPs 14A-14B (“LSPs 147), or to directly
install forwarding state to network devices 4 for LSPs 14.
Although primarily described with respect to layer 3/layer 2.5
(e.g., MPLS) path provisioning, IP/MPLS layer element 22
may further direct network devices 4 to manage paths at layer
2 and layer 1 as well. That 1s, IP/MPLS layer element may
control a path at any of layers 1-3 or combination thereof.
Optical layer element 24 of controller 25 communicates via
network interface 29B to direct program one or more of
optical fibers 10.

Network services applications 30 represent one or more
processes that provide services to clients of a service provider
network that includes controller 25 to manage connectivity in
the path computation domain. Network services applications
30 may provide, for mstance, include Voice-over-1P (VoIP),
Video-on-Demand (VOD), bulk transport, walled/open gar-
den, IP Mobility Subsystem (IMS) and other mobility ser-
vices, and Internet services to clients of the service provider
network. Networks services applications 30 may require ser-
vices provided by one or both of path computation modules
44 A-44B, such as node management, session management,
and policy enforcement. Each of network services applica-
tions 30 may include a client interface (not shown) by which
one or more client applications request services. For example,
controller 25 may receiwve a request such as connectivity
request 18 from NMS 16 (FIG. 1) via the client interface, and
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may send a message such as connectivity confirmation mes-
sage 19. The client interface may represent a command line
interface (CLI) or graphical user interface (GUI), {for
instance. The client interface may also, or alternatively, pro-
vide an application programming interface (API) such as a
web service to client applications.

In some examples, network services applications 30 may
1ssue path requests to one or both of path computation mod-
ules 44A-44B (*path computation modules 44°”) of optical
layer element 24 and IP/MPLS layer element 22 to request
paths 1n a path computation domain controlled by controller
25. Path computation modules 44 accept path requests from
network services applications 30 to establish paths between
the endpoints over the path computation domain. In some
aspects, path computation modules 44 may reconcile path
requests from network services applications 30 to multiplex
requested paths onto the path computation domain based on
requested path parameters and anticipated network resource
availability.

To intelligently compute and establish paths through the
IP/MPLS layer path computation domain, IP/MPLS layer
clement 22 includes topology module 42A to recerve topol-
ogy information describing available resources of the path
computation domain, including network devices 4, interfaces
thereol, and interconnecting communication links. Similarly,
to intelligently compute and establish paths through the opti-
cal layer path computation domain, optical layer element 24
includes topology module 42B to recerve topology informa-
tion describing available resources of the path computation
domain, including optical components, e.g., network devices
4, and optical fibers 10. In this respect, topology module 42A
and topology module 42B dynamically receive active topol-
ogy 1mformation for the domain.

For example, network services applications 30 may receive
apathrequest (e.g., path request 18 from NMS 16, FIG. 1) for
a path between network devices 4A and 4E. IP/MPLS layer
clement 22 and optical layer element 24 of controller 25 may
cooperate to service the path request. Topology module 42A
may determine whether an IP/MPLS path already exists
between network devices 4A and 4E (e.g., an LSP). If not,
topology module 42B of optical layer element 24 may deter-
mine whether an optical path exists between the requested
sites, such that an IP/MPLS path can be established over the
existing optical network topology. For example, topology
module 42B may access a locally stored topology database to
determine whether the necessary optical fibers 10 are turned
on and operational on a path between the requested sites.

If an optical path 1s already 1n place, path computation
module 44 A can compute the desired IP/MPLS path and path
provisioning module 48 can signal the desired IP/MPLS path
(e.g., one of LSPs 14) over the existing optical path. Path
computation module 44A of IP/MPLS layer element 22 may
compute requested paths through the path computation
domain, such as based on stored topology information
obtained by topology module 42A. In general, paths are uni-
directional. Upon computing paths, path computation mod-
ule 44A may schedule the paths for provisioning by path
provisioning module 48A. A computed path includes path
information usable by path provisioning module 48A to
establish the path in the network. In some examples, path
provisioning module 48 A may install MPLS labels and next
hops directly 1n the routing information and/or forwarding
plane of network devices 4. In other examples, tratlic engi-
neering module 46 A may provide an explicit route object
(ERO) to an ingress network device 4 and configure the
ingress network device 4 to signal a path using the ERO, such
as using RSVP-TE. The path computation module 44A com-
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puting paths based on traffic engineering constraints, perhaps
provided by TE module 46 A, and the path provisioning mod-
ule 48 A 1s converting the path into an ERO (for TE paths) or
just labels for direct installation on the network devices 4.

If an optical path 1s not already 1n place, path computation
module 448B may compute an optical path based on stored
optical network topology information obtained from topol-
ogy module 42B, and path provisioning module 48B can
program an optical path between the requested sites, such as
by using Generalized Multi-Protocol Label Switching (GM-
PLS) or other mechanism. For example, programming the
optical path may include path provisioning module 48B
instructing components of the optical network along the com-
puted paths to turn on optical signals (e.g., light) on one or
more of optical fibers 10, and/or to enable one or more addi-
tional different wavelengths on an optical port associated
with one of optical fibers 10.

Topology module 42B of optical layer 24 can keep track of
resource availability in the optical network system, such as
bandwidth, multiplexing capability, ports, shared link risk
group (SLRG), and other characteristics of optical network
components. Topology module 42B can, 1n some examples,
collect traffic statistics from network elements such as OXCs,
and can aggregate and/or analyze the traffic statistics. Path
computation module 44B of optical layer 24 may also analyze
the traffic statistics to determine whether and how to recon-
figure network elements for ensuring that the necessary opti-
cal paths are set up. Path provisioning module 48B may make
use of wavelength assignment algorithm(s) to select a wave-
length for a given light path, either after an optical route has
been determined, or in parallel with finding a route.

Path computation module 44B can aid in computing and/or
establishing an optical path that meets certain traffic-engi-
neering constraints, and/or connection parameters, such as
mimmum available bandwidth, SLRG, and the like, as speci-
fied by the path request.

Path provisioning module 48B may include GMPLS con-
trol plane functions and services, such as connection manage-
ment and connection restoration, for example. In some
aspects, path provisioning module 48B can provide connec-
tion creation, modification, status query, and deletion func-
tions 1n the optical network layer. Path provisioning module
48B can provide information to optical network elements that
1s used for signaling among corresponding nodes to establish
the connection on the computed path. Path provisioning mod-
ule 48B may, 1n some examples, output messages containing,
one or more parameters that the network devices can use to
establish a connection that will be used as an optical transport
path to transier data between a source-destination node pair.
For example, for establishing such a connection, a light path
needs to be established by allocating the same wavelength
throughout the route of the transmitted data or selecting the
proper wavelength conversion-capable nodes across the path.
Light paths can span more than one fiber link and may be
entirely optical from end to end, in some examples.

Path requirements 156 represent an interface that receives
path requests for paths to be computed by path computation
module 44B and provides these path requests (including path
requirements) to path engine 162 for computation. Path
requirements 156 may be recerved via northbound API 150.
In such 1nstances, a path requirement message may include a
path descriptor having an ingress node i1dentifier and egress
node 1dentifier for the nodes terminating the specified path,
along with request parameters such as Class of Service (CoS)
value and bandwidth. A path requirement message may add to
or delete from existing path requirements for the specified
path. For example, a path requirement message may indicate
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that a path 1s needed, that more bandwidth 1s needed on an
existing path, that less bandwidth 1s needed, or that the path 1s
not needed at all.

In some examples, GMPLS can support trailic engineering,
by allowing the node at the network ingress to specily the
route that a G-LSP will take by using explicit light-path
routing. An explicit route 1s specified by the ingress as a
sequence of hops and wavelengths that must be used to reach
the egress. In some examples, path provisioning module 48B
can send messages to directly configure each optical network
component along a light path, whereas 1n other examples,
path provisioning module 48B can send messages to an
ingress optical network device to trigger the ingress device to
perform the signaling of the light path. For example, in some
examples, path provisioning module 48B of optical layer 24
may provide the explicit light-path route, similar to an ERO,
to the 1ngress optical network devices.

In some aspects, path provisioning module 48B can imple-
ment protection by establishing one or more pre-signaled
backup paths for the optical network connections for fast
reroute failure protection, 1n which case the protection flag
may be set.

IP/MPLS layer element 22 and optical layer element 24 of
controller 25 can communicate with each other to facilitate
the setup and teardown of optical paths and LSPs established
over the optical paths in a network. In some examples, path
computation module 44B of optical layer element 24 may
notity path computation module 44 A of IP/MPLS layer ele-
ment 22 that an optical transport path 1s in place, and path
computation module 44A may 1n turn proceed with comput-
ing and signaling an IP/MPLS path over the underlying opti-
cal transport path.

Provisioming a path may require path validation prior to
committing the path to provide for packet transport. For
example, path provisioning modules 48 may wait to receive a
confirmation from each of the relevant network devices 4 that
torwarding state for a path has been installed before allowing
network tratfic to be sent on the path. Upon recerving confir-
mation from optical layer element 24 and/or IP/MPLS layer
clement 22 that the requested path 1s ready for network tratfic
to be sent on 1t, network services applications 30 of controller
235 can indicate to the corresponding network service appli-
cation on NMS 16 that the connectivity request 1s granted,
such as by sending connectivity confirmation message 19.

In addition, when IP/MPLS layer element 22 and/or optical
layer element 24 determine there 1s no longer any need of
connectivity between sites, components of IP/MPLS layer
clement 22 and/or optical layer element 24 can tear down the
unused optical paths or optical path-segments over the optical
fibers. For example, controller 25 may also receive path with-
drawal messages via network services applications 30, and 1n
response, IP/MPLS layer element 22 and/or optical layer
clement 24 may determine 1f there are no longer any request-
ors that are using the path. As another example, topology
modules 42A-42B may analyze network traffic statistics on
various paths in the IP/MPLS and optical layers, and may
determine that network traific 1s no longer being sent on one
or more paths or optical path segments. In response, path
provisioning modules 48 may tear down the paths in the
network. “Tearing down™ an optical path segment may
include instructing components of the optical network to turn
oil optical signals (light) on one or more of optical fibers 10.
In this manner, controller 25 can dynamically configure both
the optical and MPLS paths on an as-need basis. Turning off
optical fibers 10 when not in use can save energy and associ-
ated costs.
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FIG. 3 1s a block diagram 1llustrating, in detail an example
implementation of optical layer element 24 of controller 25 of
FIG. 2. In this example, optical layer element 24 includes
northbound and southbound interfaces in the form of north-
bound application programming interface (API) 150 and
southbound API 152. Northbound API 150 includes methods
and/or accessible data structures by which network services
applications 30 may configure and request path computation
and query established paths within the path computation
domain. Southbound API 1352 includes methods and/or acces-
sible data structures by which optical layer element 24
receives topology information for the path computatlon
domain and establishes paths by accessing and programming
data planes of aggregation nodes and/or access nodes within
the path computation domain.

Path computation module 44B includes data structures to
store path information for computing and establishing
requested paths. These data structures include constraints
154, path requirements 156, operational configuration 138,
and path export 160. Network services applications 30 may
invoke northbound API 150 to install/query data from these
data structures. Constraints 154 represent a data structure that
describes external constraints upon path computation. Con-
straints 154 allow network services applications 30 to, e.g.,
modily optical path segment attributes before path computa-
tion module 44B computes a set of paths. Network services
applications 30 may specity attributes needed 1n path links
and this will effect resulting tratfic engineering computations.
In such instances, optical path segment attributes may over-
ride attributes received from topology indication module 164
and remain 1n effect for the duration of the node/attendant
port 1n the topology. Operational configuration 158 repre-
sents a data structure that provides configuration information
to optical layer element 24 to configure the path computation
algorithm used by path engine 162.

Path requirements 236 represent an interface that recerves
path requests for paths to be computed by path computation
module 44B and provides these path requests (including path
requirements) to path engine 162 for computation. Path
requirements 156 may be recerved via northbound API 150.
In such 1nstances, a path requirement message may include a
path descriptor having an ingress node 1dentifier and egress
node 1dentifier for the nodes terminating the specified path,
along with request parameters such as Class of Service (CoS)
value and bandwidth. A path requirement message may add to
or delete from existing path requirements for the specified
path. For example, a path requirement message may indicate
that a path 1s needed, that more bandwidth 1s needed on an
existing path, that less bandwidth 1s needed, or that the path 1s
not needed at all.

Topology module 42B includes topology indication mod-
ule 164 to handle topology discovery and, where needed, to
maintain control channels between optical layer element 24
and nodes of the path computation domain. Topology 1ndica-
tion module 164 may include an interface to describe recerved
topologies to path computation module 44B. In some
examples, topology indication module 250 may poll the net-
work devices 4 periodically to determine which components
are up and which are down.

In some examples, topology indication module 164 may
use a topology discovery protocol to describe the path com-
putation domain topology to path computation module 44B.
Topology indication module 164 may, for example, obtain the
data indicating topology of the optical network by network
devices 4 sending wavelength-modulated optical signals on
various ports of the network devices 4. In other examples,
topology indication module 164 may obtain the data indicat-
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ing topology of the optical network by exchanging, with an
NMS, messages having optical pulse patterns that the NMS
maps to one or more network devices. Examples for deter-

mining topology of an optical network are described 1n U.S.
application Ser. No. 13/288,856, filed Nov. 3, 2011, entitled

“TOPOLOGY DETERMINATION FOR AN OPTICAL
NETWORK,” the entire contents of which are incorporated
by reference herein.

Topology data 180 stores topology information, received
by topology mndication module 164, for a network that con-
stitutes a path computation domain for controller 25 to a
computer-readable storage medium (not shown). Topology
data 180 may include one or more link-state databases (LLS-
DBs) and/or Traific Engineering Databases (TEDs), where
link and node data 1s received by manual configuration, 1n
routing protocol advertisements, received from a topology
server, and/or discovered by link-layer entities such as an
overlay controller and then provided to topology indication
module 164. In some 1nstances, an operator may configure
traffic engineering or other topology information within
topology data 180 via a client interface. Topology data 180
may store the topology information using various formats.

Path engine 162 accepts the current topology snapshot of
the path computation domain 1n the form of topology data 180
and may compute, using topology data 180, CoS-aware trai-
fic-engineered paths between nodes as indicated by config-
ured node-specific policy (constraints 154) and/or through
dynamic networking with external modules via APIs. Path
engine 162 may further compute detours for all primary paths
on a per-CoS basis according to configured failover and
capacity requirements (as specified 1n operational configura-
tion 158 and path requirements 156, respectively).

In general, to compute a requested path, path engine 162
determines based on topology data 180 and all specified con-
straints whether there exists a path in the layer that satisfies
the TE specifications for the requested path for the duration of
the requested time. Path engine 162 may use the Djikstra
constrained shortest path first (CSPF) 174 path computation
algorithms for identifying satistactory paths though the path
computatlon domain. If there are no TE constraints, path
engine 162 may revert to shortest path first (SPF) algorithm.
If a satistactory computed path for the requested path exists,
path engine 162 provides a path descriptor for the computed
path to path manager 176 to establish the path using path
provisioning module 48B. A path computed by path engine
162 may be referred to as a “‘computed” path, until such time
as path provisioning module 48A programs the scheduled
path ito the network, whereupon the scheduled path
becomes an “active” or “committed” path. A scheduled or
active path 1s a temporarily dedicated bandwidth channel for
the scheduled time 1n which the path 1s, or 1s to become,
operational to transport tlows.

Path manager 176 establishes computed scheduled paths
using path provisioning module 48B, which in the example of
FIG. 3 includes GMPLS module 166 and MPLS Transport
Profile module 167 (“MPLS-TP module 167”). In some
examples, path manager 176 may select a set of parameters
based on the computed optical transport path, and path pro-
visioning module 48B outputs one or more messages contain-
ing a set of parameters to establish an optical transport path
for the requested network connectivity. GMPLS module 166
and/or MPLS-TP module 167 may program optical compo-
nents of network devices 4 of the path computation domain in
accordance with the parameters. For example, GMPLS mod-
ule 166 may send messages to network devices 4 using
GMPLS to program the optical components, such as by send-
ing instructions to turn on optical signals at one or more
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wavelengths on optical fibers 10. As another example, MPLS-
TP module 167 may send messages to network devices 4
using MPLS Transport Profile to program the optical compo-
nents, such as by sending instructions to turn on optical sig-
nals at one or more wavelengths on optical fibers 10. In some

examples, GMPLS module 166 and/or MPLS-TP module

167 may send messages including wavelength labels for sig-
naling an optical path. In other examples, GMPLS module
166 and/or MPLS-TP module 167 may send messages to an
ingress network device with information and instructions to
allow the 1ngress network device to signal the optical path.
Further details on GMPLS are described 1in T. Otani, “Gen-
eralized Labels for Lambda-Switch-Capable (LSC) Label
Switching Routers,” IETF RFC 6205, March 2011; and D.

Papadimitriou, “Generalized Multi-Protocol Label Switch-

ing (GMPLS) Signaling Extensions for G.709 Optical Trans-

port Networks Control,” Network Working Group RFC 4328,

January 2006, the entire contents of each of which are incor-

porated by reference herein. Further details on MPLS-TP are
described 1n M. Bocci, Fd., “A Framework for MPLS in

Transport Networks,” IETF RFC 5921, May, 2010, the con-

tents of which being incorporated by reference 1n its entirety.
Path provisioning module 48B may in addition, or alterna-
tively, implement other interface types, such as a Simple
Network Management Protocol (SNMP) interface, path com-
putation element protocol (PCEP) interface, a Device Man-
agement Interface (DMI), a CLI, Interface to the Routing
System (I2RS), or any other node configuration interface. In
some examples, proprietary mechanisms may be used for
optical path configuration. In some examples, GMPLS mod-
ule 166 establishes communication sessions with network
devices 4 to install optical configuration information to
receive path setup event information, such as confirmation
that received optical configuration information has been suc-
cessiully mstalled or that received optical configuration infor-
mation cannot be installed (indicating optical configuration
tailure). Additional details regarding PCEP may be found in J.
Medved et al., U.S. patent application Ser. No. 13/324,861,
“PATH COMPUTATION ELEMENT COMMUNICATION
PROTOCOL (PCEP) EXTENSIONS FOR STATEFUL

LABEL SWITCHED PATH MANAGEMENT,” filed Dec.
13,2011, and 1n *“Path Computation Element (PCE) Commu-
nication Protocol (PCEP),” Network Working Group,
Request for Comment 5440, March 2009, the entire contents
of each of which being incorporated by reference herein.
Additional details regarding I2RS are found in “Interface to
the Routing System Framework,” Network Working Group,
Internet-dratt, Jul. 30, 2012, which 1s incorporated by refer-
ence as 1 fully set forth herein.

In this manner, path provisioning module 48B of controller
25 can output one or more messages to cause an optical
transport path to be established or activated to facilitate the
requested network connectivity.

FI1G. 4 15 a block diagram 1llustrating, 1n detail, an example
implementation of IP/MPLS layer element 22 of controller 25
of FIG. 2. In this example, path computation element 212
includes northbound and southbound intertaces in the form of
northbound application programming interface (API) 230
and southbound API 232. Northbound API 230 includes
methods and/or accessible data structures by which network
services applications 30 may configure and request path com-
putation and query established paths within the path compu-
tation domain. Southbound API 232 includes methods and/or
accessible data structures by which IP/MPLS layer 22
receives topology information for the path computation
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domain and establishes paths by accessing and programming
data planes of aggregation nodes and/or access nodes within
the path computation domain.

Path computation module 44 A 1ncludes data structures to
store path information for computing and establishing
requested paths. These data structures include constraints
234, path requirements 236, operational configuration 238,
and path export 240. Network services applications 30 may
invoke northbound API 230 to install/query data from these
data structures. Constraints 234 represent a data structure that
describes external constraints upon path computation. Con-
straints 234 allow network services applications 30 to, e.g.,
use links with specific attributes before path computation
module 44 A computes a set of paths. For examples, Radio
Frequency (RF) modules (not shown) may edit links to 1ndi-
cate that resources are shared between a group and resources
must be allocated accordingly. Network services applications
30 may specily required attributes of links to effect resulting
traffic engineering computations. In such instances, link

attributes may override attributes recerved from topology
indication module 250 and remain 1n efl

ect for the duration of
the node/attendant port in the topology. Operational configu-
ration 238 represents a data structure that provides configu-
ration information to path computation element 214 to con-
figure the path computation algorithm used by path engine
244,

Path requirements 236 represent an interface that recetves
path requests for paths to be computed by path computation
module 44 A and provides these path requests (including path
requirements) to path engine 244 for computation. Path
requirements 236 may be recerved via northbound API 230.
In such 1nstances, a path requirement message may include a
path descriptor having an mgress node 1dentifier and egress
node 1dentifier for the nodes terminating the specified path,
along with request parameters such as Class of Service (CoS)
value and bandwidth. A path requirement message may add to
or delete from existing path requirements for the specified
path. For example, a path requirement message may indicate
that a path 1s needed, that more bandwidth 1s needed on an
existing path, that less bandwidth 1s needed, or that the path 1s
not needed at all.

Topology module 42 A 1ncludes topology indication mod-
ule 250 to handle topology discovery and, where needed, to
maintain control channels between path computation element
212 and nodes of the path computation domain. Topology
indication module 250 may include an interface to describe
received topologies to path computation module 44A.

Topology indication module 250 may use a topology dis-
covery protocol to describe the path computation domain
topology to path computation module 44 A. Topology indica-
tion module 250 may communicate with a topology server,
such as a routing protocol route retlector, to recerve topology
information for a network layer of the network. Topology
indication module 250 may include a routing protocol pro-
cess that executes a routing protocol to receive routing pro-
tocol advertisements, such as Open Shortest Path First
(OSPF) or Intermediate System-to-Intermediate System (IS-
IS) link state advertisements (LSAs) or Border Gateway Pro-
tocol (BGP) UPDATE messages. Topology indication mod-
ule 250 may 1n some instances be a passive listener that
neither forwards nor originates routing protocol advertise-
ments. In some instances, topology indication module 2350
may alternatively, or additionally, execute a topology discov-
ery mechanism such as an interface for an Application-Layer
Tratfic Optimization (ALTO) service. Topology indication
module 250 may therefore receive a digest of topology 1nfor-

mation collected by a topology server, e.g., an ALTO server,
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rather than executing a routing protocol to receive routing
protocol advertisements directly. In some examples, topology
indication module 250 may poll the network devices 4 peri-
odically to determine which components are up and which are
down. d
In some examples, topology indication module 2350
receives topology information that includes traffic engineer-
ing (TE) information. Topology indication module 250 may,
for example, execute Intermediate System-to-Intermediate
System with TE extensions (IS-IS-TE) or Open Shortest Path
First with TE extensions (OSPF-TE) to receive TE informa-
tion for advertised links. Such TE information includes one or
more of the link state, administrative attributes, and metrics
such as bandwidth available for use at various LSP priority
levels of links connecting routers of the path computation
domain. In some instances, indication module 250 executes
Border Gateway Protocol for Trailic Engineering (BGP-TE)
to receive advertised TE information for inter-autonomous
system and other out-of-network links. Additional details 3¢
regarding executing BGP to receive TE 1nfo are found 1in U.S.

patent application Ser. No. 13/110,987, filed May 19, 2011
and enfitled “DYNAMICALLY GENERATING APPLICA-
TION-LAYER TRAFFIC OPTIMIZATION PROTOCOL

MAPS,” which 1s incorporated herein by reference in its 25
entirety.

Traflic engineering database (TED) 242 stores topology
information, recerved by topology indication module 250, for
a network that constitutes a path computation domain for
controller 200 to a computer-readable storage medium (not

shown). TED 242 may include one or more link-state data-
bases (LSDBs), where link and node data 1s recerved by

manual configuration, in routing protocol advertisements,
received from a topology server, and/or discovered by link-
layer entities such as an overlay controller and then provided
to topology indication module 250. In some nstances, an

operator may configure traflic engineering or other topology
information within TED 242 via a client interface. TED 242

may store the topology information using various formats. 49
Path engine 244 accepts the current topology snapshot of
the path computation domain 1in the form of TED 242 and may

compute, using TED 242, CoS-aware tratlic-engineered
paths between nodes as indicated by configured node-specific
policy (constraints 234) and/or through dynamic networking 45
with external modules via APIs. Path engine 244 may further
compute detours for all primary paths on a per-CoS basis
according to configured failover and capacity requirements
(as specified in operational configuration 238 and path
requirements 236, respectively). 50
In general, to compute a requested path, path engine 244
determines based on TED 242 and all specified constraints
whether there exists a path 1n the layer that satisfies the TE
specifications for the requested path for the duration of the
requested time. Path engine 244 may use the Djikstra con- 55
strained shortest path first (CSPF) 246 path computation
algornithms for identifying satistactory paths though the path
Computatlon domain. If there are no TE constraints, path
engine 244 may revert to shortest path first (SPF) algonthm
IT a satistactory computed path for the requested path exists, 60
path engine 244 provides a path descriptor for the computed
path to path manager 248 to establish the path using path
provisioning module 48A. A path computed by path engine
244 may be referred to as a “computed” path, until such time
as path provisioning module 48A programs the scheduled 65
path into the network, whereupon the scheduled path
becomes an “active” or “committed” path. A scheduled or
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active path 1s a temporarily dedicated bandwidth channel for
the scheduled time in which the path 1s, or 1s to become,
operational to transport tlows.

Path manager 248 establishes computed scheduled paths
using path provisioming module 48 A, which 1n the example of
FIG. 4 icludes forwarding information base (FIB) configu-
ration module 252 (1llustrated as “FIB CONFIG. 2527),
policer configuration module 2354 (illustrated as “POLICER
CONFIG. 254”), and CoS scheduler configuration module
256 (illustrated as “COS SCHEDULER CONFIG. 2567).
Path manager may select a set of parameters based on the
computed optical transport path. In some examples, path
provisioning module 48A outputs one or more messages Con-
taining the set of parameters to establish a trailic-engineered
service path for the requested network connectivity, wherein
the service path 1s established to send network traflic over the
previously established optical transport path.

FIB configuration module 252 programs forwarding infor-
mation to data planes of network devices 4 of the path com-
putation domain. The FIB of network devices 4 includes the
MPLS switching table, the detour path for each primary LSP,
the CoS scheduler per-interface and policers at LSP ingress.
FIB configuration module 252 may implement, for instance,
a software-defined networking (SDN) protocol such as the
OpenFlow protocol to provide and direct the nodes to install
forwarding information to their respective data planes.
Accordingly, the “FIB” may refer to forwarding tables in the
form of, for 1instance, one or more OpenFlow flow tables each
comprising one or more flow table entries that specity han-
dling of matching packets. IP/MPLS layer element 22 or a
computing device that operates IP/MPLS layer element 22
may 1nclude a Routing Information Base (RIB) that 1s
resolved to generate a FIB for FIB configuration module 252.
The RIB and FIB may store routing/forwarding information
in one of various formats (NLRI, radix trees, etc.).

FIB configuration module 252 may in addition, or alterna-
tively, implement other interface types, such as a Simple
Network Management Protocol (SNMP) interface, path com-
putation element protocol (PCEP) interface, a Device Man-
agement Interface (DMI), a CLI, Interface to the Routing
System (I12RS), or any other node configuration interface. FIB
configuration module 1nterface 62 establishes communica-
tion sessions with network devices 4 to install forwarding
information to recerve path setup event information, such as
confirmation that received forwarding information has been
successiully installed or that received forwarding informa-
tion cannot be installed (indicating FIB configuration fail-

ure). Additional details regarding PCEP may be found 1n J.
Medved et al., U.S. patent application Ser. No. 13/324,861,

“PATH COMPUTATION ELEMENT COMMUNICATION
PROTOCOL (PCEP) EXTENSIONS FOR STATEFUL
LABEL SWITCHED PATH MANAGEMENT,” filed Dec.
13, 2011, and 1n *“Path Computation Element (PCE) Commu-
nication Protocol (PCEP),” Network Working Group,
Request for Comment 5440, March 2009, the entire contents
of each of which being incorporated by reference herein.
Additional details regarding I2RS are found 1n “Interface to
the Routing System Framework,” Network Working Group,
Internet-dratt, Jul. 30, 2012, which 1s incorporated by refer-
ence as 1f fully set forth herein.

FIB configuration module 252 may add, change (i.e.,
implicit add), or delete forwarding table entries 1n accordance
with information recerved from path computation module
44A. In some examples, a FIB configuration message from
path computation module 44A to FIB configuration module
252 may specily an event type (add or delete); a node 1denti-
fier; a path i1dentifier; one or more forwarding table entries
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cach including an ingress port index, ingress label, egress port
index, and egress label; and a detour path specifying a path
identifier and CoS mode.

In this manner, path provisioning module 48 A of controller

25 can output one or more messages to cause a service path
for the requested network connectivity to be established,
wherein the service path 1s established so as to send network
traffic over the optical transport path.
In some examples, policer configuration module 254 may
be 1nvoked by path computation module 214 to request a
policer be installed on a particular aggregation node or access
node for a particular LSP ingress. As noted above, the FIBs
for aggregation nodes or access nodes include policers at LSP
ingress. Policer configuration module 254 may receive
policer configuration requests. A policer configuration
request message may specily an event type (add, change, or
delete); anode identifier; an LSP 1dentifier; and, for each class
of service, a list of policer information including CoS value,
maximum bandwidth, burst, and drop/remark. FIB configu-
ration module 252 configures the policers in accordance with
the policer configuration requests.

In some examples, CoS scheduler configuration module
256 may be mvoked by path computation module 214 to
request configuration of CoS scheduler on the aggregation
nodes or access nodes. CoS scheduler configuration module
256 may receive the CoS scheduler configuration 1informa-
tion. A scheduling configuration request message may
specily an event type (change); a node 1dentifier; a port 1den-
tity value (port index); and configuration information speci-
tying bandwidth, queue depth, and scheduling discipline, for
instance.

FI1G. 5 1s ablock diagram 1llustrating an example system 359
that includes a controller 60 and a separate optical system 62
that operate 1n accordance with the techniques of this disclo-
sure. Controller 60 may include a server or network control-
ler, for example, and may represent an example instance of
controller 20 of FIG. 1. Controller 60 may be similar to
controller 25 of FIG. 2, except that some parts of the optical
layer reside a separate optical system 62. Optical system 62 1s
an external optical topology management device separate
from controller 60, and may be located at a remote location
relative to controller 60, for example. In the example of FIG.
3, controller 60 may request optical system 62 to compute the
optical path and program the needed optical path between the
requested sites, and the optical topology management device
may 1n turn compute and program the optical path between
the requested sites, such as by using GMPLS or other mecha-
nism, such as I2ZRS, manual topology or inventory.

FI1G. 6 1s a flowchart 1llustrating an example operation 118
of one or more network devices 1n accordance with the tech-
niques of this disclosure. For purposes of example, operation
118 will be explained with reference to FIG. 1 and may
represent an algorithm executed by controller 20.

Controller 20 receives a connectivity request 18 from the
service provider’s NMS 16 (120). For example, the connec-
tivity request 18 may request a path from router 4 A to router
4E. Controller 20 may, 1n some examples, maintain one or
more topology databases that contain information about
IP/MPLS links/nodes and/or information about optical links/
nodes. Controller 20 determines based on information stored
in the topology database 1f there 1s already an existing
IP/MPLS path between the requested sites that can be reused
to accommodate the connectivity request (122). In some
aspects, where an IP/MPLS path already exists (e.g., LSP
14A of FIG. 1), controller 20 may update path reservations of
LSP 14 A to increase an amount of reserved bandwidth on
LSP 14 A to accommodate the connectivity request, such as
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by causing an ingress router 4A to send a new RSVP-TE
PATH message along the requested path. Responsive to deter-
mining that an IP/MPLS path already exists that can accom-
modate the connectivity request (YES branch of 122), con-
troller 20 may indicate to NMS 16 that the connectivity
request 1s granted (132), such as by sending connectivity
confirmation message 19.

If controller 20 determines that no IP/MPLS path exists
between the requested sites (NO branch o1 122), controller 20
may then determine whether an optical path from router 4A to
router 4E 1s already 1n place (124), such that an IP/MPLS path
can be established over the existing optical network topology.
For example, controller 20 may reference a topology database
stored locally, or may interact with an external optical topol-
ogy management device to obtain this information. If an
optical path 1s already 1n place (YES branch of 124), control-
ler 20 can signal the desired IP/MPLS path (e.g., LSP 14A)
over the existing optical path (130). Controller 20 may 1ndi-
cate to NMS 16 that the connectivity request is granted (132),
such as by sending connectivity confirmation message 19.

If an optical path 1s not already in place (NO branch of
124), controller 20 may compute an optical path based on
stored optical network topology information (126) and pro-
gram an optical path between the requested sites (128), such
as by using Generalized Multi-Protocol Label Switching
(GMPLS) or other mechanism. Alternatively controller 20
may request an external optical topology management device
to compute the optical path and program the needed optical
path between the requested sites, and the optical topology
management device may in turn compute and program the
optical path between the requested sites, such as by using
GMPLS or other mechanism. After the optical path 1s pro-
grammed, controller 20 can signal the desired IP/MPLS path
(e.g., LSP 14 A) over the existing optical path (130). Control-
ler 20 may indicate to the NMS 16 that the connectivity
request 1s granted (132), such as by sending connectivity
confirmation message 19.

When controller 20 determines there 1s no need of connec-
tivity between sites (134), controller 20 can tear down the
unused optical paths or optical path-segments (136). In this
manner, controller 20 can dynamically configure both the
optical and MPLS paths on an as-needed basis.

Although illustrated and described in FIG. 6 with respectto
an IP/MPLS over optical path setup, the techniques are simi-
larly applicable to Layer 2 (e.g., Ethernet) path setup. The
techniques may be applicable to path setup over any combi-
nation ol multiple layers 1-3, and also including tunneled
layers, e.g., layer 2 over layer 3 or layer 2 over layer 2.

FIG. 7 1s a block diagram 1llustrating an example system
200 1n which a network 208 includes one or more network
devices that employ techniques described herein. In this
example, network 208 includes network devices 206A-206EF
(“network devices 2067"). Network 8, network devices 206,
controller 20, NMS 16, and links 204 may be similar to
network 8, network devices 4, controller 20, NMS 16, and
links 10, respectively, of FIG. 1.

Network 208 additionally includes service points 210A-
210D (*service points 210”). Service points 210 each have a
capability to apply one or more value-added services such as
firewall, carrier grade network address translation (CG-
NAT), media optimization, IPSec/VPN, subscriber manage-
ment, deep packet mspection (DPI), and load balancing of
packet flows. Each of service points 210 1n this way repre-
sents a service point mstance. Service points 210 may repre-
sent separate appliances (e.g., firewall appliance, VPN appli-
ance, and so forth) or servers, components or modules of a
single appliance or server, virtual machines executed by one
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Or more servers, or any combination of the above. Service
points 210 may be devices managed as part of a value-added
services complex 9, which may represent a data center. Ser-
vice points 210 may also, in some instances, be coupled by
one or more switches or virtual switches of a core network,
may 1n some instances be inline for packet flows from a
gateway ol network 208, or any combination of the above.
Service points 210 may represent virtual machines orches-
trated by controller 20 or a service delivery controller that
implements service chains by sequentially directing packets
to the service points 210 according to the orderings specified
by the service chains. Each of service points 210 may be
associated with an IP address by which the service point 1s
addressable to direct network traffic. In some instances, one
or more of service points 210 may be routers, servers, or
appliances configured within the network 208 topology. Ser-
vice points may in some examples alternatively be referred to
as “service nodes,” “value-added service (VAS) points™ or
nodes, “network function virtualization (NFV) nodes.”

Controller 20 may map packet flows to various service
chains that represent an ordered set of service points 210. In
the illustrated example, a service chain traverses service
points 210A, 210C, and 210D 1n order. Accordingly, packet
flows processed according to the service chain follow a ser-
vice path 202 that traverses service point 210A, 210C, and
finally service point 210D as the terminal node for the service
chain. Any of service points 210 may support multiple service
chains. Whereas a “service chain” defines one or more ser-
vices to be applied 1n a particular order to provide a composite
service for application to packet flows bound to the service
chain, a “service tunnel” or “service path” refers to a logical
and/or physical path taken by packet flows processed by a
service chain along with the forwarding state for forwarding
packet tlows according to the service chain ordering. A ser-
vice chain may have multiple possible service paths. The
arrows denoted as service path 202 1llustrate a path computed
by controller 20 and taken by packet flows mapped to the
corresponding service chain.

Each service chain includes a service entry point and ser-
vice exit point. In the illustrated example, service point 210A
include the service entry point and service point 210D
includes the service exit point. In some examples, controller
20 receives a connectivity request 218 from the service pro-
vider’s NMS 16. For example, the connectivity request 218
may request a path for the service chain or alternatively, a list
of services controller 20 may use to compute the service
chain. In some examples, the connectivity request may indi-
cate an amount of bandwidth and/or other constraints for the
path.

In accordance with techniques described herein, controller
20 obtains an active topology for network 208 and computes
service path 202 for the service chain using the active topol-
ogy and constraints using constrained SPF. More specifically,
controller 20 computes one or more paths between the service
entry and exit points, starting at service point 210A and end-
ing at service point 210, conforming to any path constraints
and based on the active topology for network 208 obtained by
controller 20 just prior to path computation.

Controller 20 1terates through the set of service points
210A, 210B, and 210D for the service chain, starting at ser-
vice point 210A and ending at service point 210D, and com-
putes the shortest constraint-based sub-paths between each
pair of the service points 1n the service chain. To compute the
shortest constraint-based sub-paths between a pair of service
points, controller 20 may apply an algorithm represented by
steps of operation 118 of FIG. 6. That 1s, controller 20 may
use an active topology to compute a constraint-conforming,
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end-to-end path that traverses the sub-network of the active
topology between the pair of service points. The active topol-
ogy may be obtained from one or more active topology serv-
ers just prior to computation, e.g., ALTO, 12ZRS, BGP, and
other such servers that provide topology as a service to con-
troller 20. The active topology provided to each iteration of
the end-to-end path computation may be 1dentical, at least in
respect to the sub-network of the active topology between the
pair of service points for the 1teration.

For example, controller 20 compute at least one end-to-end
network path according to techmiques described herein
between service point 210A and service point 210C, and
controller 20 also computes at least one end-to-end network
path according to techniques described herein between ser-
vice point 210A and service point 210C. In this way, control-
ler 20 1teratively applies the end-to-end network path com-
putation operation to the pairs of service points of the service
chain to determine potentially optimal sub-paths, which con-
troller 20 may join to compute overall service path 202. The
sub-paths may conform to local constraints and in some cases
global constraints between the service point pairs, while over-
all service path 202 conforms to global constraints. As a
result, the local sub-paths may produce local optimums while
overall service path 202 may approach and 1n some cases
reach a global optimum service path for the service chain.

Controller 20 may provision service path 202 by installing
configuration and/or forwarding state to network devices that
implement the service path 202, which in this example may
include service point 210A, network device 206C, network
device 206B, service point 210C, network device 206E, and
service point 210D. The forwarding state directs packet tlow
packets along the service chain for processing according to
the 1dentified set of service points 210 for the service. Such
forwarding state may specity tunnel interfaces for tunneling
between service points 210 using network tunnels such as IP
or Generic Route Encapsulation (GRE) tunnels, or by using
VL ANSs, Multiprotocol Label Switching (MPLS) techniques,
and so forth. In some instances, real or virtual switches the
connect service points 210 may be configured to direct packet
flow packets to the service points 210 according to the service
chain. Controller 20 may confirm the connectivity request
218 by sending connectivity confirmation 219 to NMS 16,
which may subsequently map packet tlows to the service path
202.

Controller 20 of FIG. 7 may represent any of controllers 20

or 25 of FIGS. 1-4. Further example details of a software-
defined networking (SDN) controller are described in PCT
International Patent Application PCT/US13/44378, filed Jun.
5, 2013, the contents of which are incorporated herein by
reference.

FIG. 8 1s a flowchart illustrating an example operation 300
ol a controller to compute an end-to-end network path that
includes service points of a service chain, 1n accordance with
techniques described herein. The example operation 1s
described with respect to controller 20 of FIG. 7.

Initially, controller 20 receives a connectivity request that
requests connectivity between a service entry point and exit
point for a service path that includes a set of at least one
service point (302). The controller 20 selects a next pair of
service points 1n the service path (304) and computes the one
or more shortest constraint-based paths between the next pair
ol service points connected by an active topology and con-
forming to one or more local constraints (306). The following
1s example pseudo-code for computing the one or more short-
est constraint-based paths between a pair of service points:
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ComputeEndToEndPath(S,E,C,AT)

{
Compute an end-to-end path between nodes S and E using AT and
C using the Constrained SPF algorithm;
Return the result in OptimalPathsBetweenSandE;

h

In some cases, S (service entry point) and E (service exit
point) may be the same service point, for a service chain may
consists of only a single service point. The constraints and
active topology are represented by C and AT, respectively. To
compute the end-to-end path, the pseudo-code may apply the
mode of operation 118 1llustrated and described with respect
to FIG. 6, for instance.

The controller 20 adds the one or more shortest constraint-
based paths to a service point paths data structure (308). I
additional pairs of service points remain in the set of service
points ( YES branch of 310), the controller 20 selects the next
pair of service points in the service path (304).

If no additional pairs of service points remain 1n the set of
service points (NO branch of 310), the controllers 20 uses
service point paths to determine a global end-to-end path that
conforms to the dynamically-updated active topology and
one or more global constraints for the service path (312).

The following 1s example pseudo-code for computing ser-
vice point paths and references the ComputeEndToEndPath
pseudo-code procedure provided above:

ComputePathsBetweenServicePoints(S, E, C, AT, SP[ ]) {
For each service point pair (S1 and E1) in SP[ | between S and
E with the subset of constraints C applicable to this sub-
chain C1 and subset of active topology AT between S1 and E1 {
ComputeEndToEndPath (81, Ei, C1, AT)

Add the result to a subset contained 1n ServicePoimmtPaths
!

Return ServicePointPaths

FI1G. 9 1s a flowchart 1llustrating an example operation 400
of a controller to determine a satisfactory end-to-end network
path that includes service points of a service chain, 1 accor-
dance with techniques described herein. The example opera-
tion 1s described with respect to controller 20 of FIG. 7.

Controller 20 uses the active topology information
dynamically obtained from the network 208 to compute an
end-to-end path using different techmques described herein.
Controller 20 computes a first end-to-end path between a
service entry point and service exit point using, for instance,
the dynamic end-to-end path computation and setup tech-
niques described with respect to FIGS. 1-6 (402). In doing so,
controller 20 may treat the sub-paths between service points
as “loose hops” along the path, which allows computation
using regular CSPF of paths using normal routing.

Controller 20 further computes a second end-to-end path
between the service entry point and service exit point by
computing locally optimal service point paths that are sub-
paths connecting pairs of service points 1n order of the service
chain (404). Controller 20 may apply mode of operation 300
described above with respect to FIG. 8, for instance.

To determine whether computing locally optimal service
point paths results 1n a computed end-to-end path that better
satisiies the local and global constraints, controller 20 com-
pares the first end-to-end path and second end-to-end path
according to global constraints for requested connectivity
(406). Controller 20 may establish the path that best satisfies
the constraints (408).
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FIG. 10 1s a block diagram illustrating example service
point paths connecting service points for a service chain,
according to techniques described 1n this disclosure. For ease
of illustration purposes, only service points 210A, 210C, and
210D from FIG. 7 that are service points of the service chain
are 1llustrated. Controller 20 iteratively applies dynamic end-
to-end path computation to the active topology 1n accordance
with local constraints to compute multiple sub-paths for each
pair of service points 210. For the illustrated service chain
including service points 210A to service point 210C to ser-
vice point 210D, controller 20 computes locally optimal sub-
paths 420A-420B from service point 210A to service point
210C according to local constraints for the active topology
connecting service points 210A, 210C and further computes
locally optimal sub-paths 422A-422B from service point
210C to service point 210D according to local constraints for
the active topology connecting service points 210C, 210D.

Controller 20 may store respective representations ol sub-
paths 420A-420B as a first set within a service point paths
data structure and may further store respective representa-
tions of sub-paths 422A-422B as a second set within the
service point paths data structure. Controller 20 may then
walk the various combinations of sub-paths to determine the
most satisfactory overall path according to local and/or global
constraints. The combinations of sub-paths 1llustrated
include {420A, 422A}, {420A, 422B}, {420B, 422A}, and
{4208, 422B}. In this example, controller 20 determines an
overall service path 424 including sub-paths 4208, 422A 1s
the most satisfactory overall path according to local and/or
global constraints. Accordingly, controller 20 may dynami-
cally set up service path 424 1n network 208.

In this respect, FI1G. 10 1llustrates an overall graph of paths,
including the optimal sub-graphs (i.e., sub-paths 420A,
4208, 422A, 422B) between service points 210A, 210C, and
210D. Controller 20 computes the paths according to any
inputs constraints in combination with the active topology
information obtained for network 208.

The techniques described in this disclosure may be 1mple-
mented, at least 1n part, 1n hardware, software, firmware or
any combination thereof. For example, various aspects of the
described techniques may be implemented within one or
more processors, including one or more microprocessors,
digital signal processors (DSPs), application specific inte-
grated circuits (ASICs), field programmable gate arrays (FP-
(GAs), or any other equivalent integrated or discrete logic
circuitry, as well as any combinations of such components.
The term “processor” or “processing circuitry” may generally
refer to any of the foregoing logic circuitry, alone or 1n com-
bination with other logic circuitry, or any other equivalent
circuitry. A control unit comprising hardware may also per-
form one or more of the techniques of this disclosure.

Such hardware, software, and firmware may be imple-
mented within the same device or within separate devices to
support the various operations and functions described 1n this
disclosure. In addition, any of the described units, modules or
components may be implemented together or separately as
discrete but interoperable logic devices. Depiction of differ-
ent features as modules or units 1s mtended to highlight dii-
ferent functional aspects and does not necessarily imply that
such modules or units must be realized by separate hardware
or software components. Rather, functionality associated
with one or more modules or unmits may be performed by
separate hardware or software components, or integrated
within common or separate hardware or software compo-
nents.

The techniques described 1n this disclosure may also be
embodied or encoded 1in a computer-readable medium, such



US 9,413,634 B2

25

as a computer-readable storage medium, containing instruc-
tions. Instructions embedded or encoded 1n a computer-read-
able medium may cause a programmable processor, or other
processor, to perform the method, e.g., when the istructions
are executed. Computer-readable media may include non-
transitory computer-readable storage media and transient
communication media. Computer readable storage media,
which 1s tangible and non-transitory, may include random
access memory (RAM), read only memory (ROM), program-
mable read only memory (PROM), erasable programmable
read only memory (EPROM), electronically erasable pro-
grammable read only memory (EEPROM), tflash memory, a
hard disk, a CD-ROM, a floppy disk, a cassette, magnetic
media, optical media, or other computer-readable storage
media. It should be understood that the term “computer-
readable storage media” refers to physical storage media, and
not signals, carrier waves, or other transient media.

Various aspects of this disclosure have been described.
These and other aspects are within the scope of the following
claims.

What 1s claimed 1s:

1. A method comprising:

receiving, by a controller network device of a network, a
request for network connectivity between a service entry
point and a service exit point for a service chain of three
or more service points, each of the service points per-
forming a respective service, to provide a composite
service for application to packet flows associated to the
service chain;

receiving and storing, by the controller network device,
active topology information for the network;

for each pair of the service points 1n the service chain and
by the controller using the active topology information,
computing at least one end-to-end sub-path through a
sub-network of the network, the at least one end-to-end

sub-path connecting the pair of the service points
according to a constraint;

computing, by the controller network device and using the
at least one end-to-end sub-path for each pair of the
service points, a service path between the service entry
point and the service exit point for the service chain; and

sending, by the controller network device to at least one
layer of the network, one or more messages to configure
the at least one layer of the network to establish the
service path between the service entry point and the
service exit point for the service chain.

2. The method of claim 1,

wherein computing the at least one end-to-end sub-path
through the sub-network connecting the pair of the ser-
vice points according to the constraint comprises com-
puting the at least one end-to-end sub-path through the
sub-network connecting the pair of the service points
according to a local constraint applicable only to the
sub-network connecting the pair of the service points.

3. The method of claim 1,

wherein computing, by the controller network device and
using the at least one end-to-end sub-path for each pair
of the service points, the service path between the ser-
vice entry point and the service exit point for the service
chain comprises applying a global constraint applicable
between the service entry point and the service exit point
to determine a best service path from among the combi-
nations of the at least one end-to-end sub-path for each
pair of the service points.
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4. The method of claim 1, further comprising;

computing, by the controller network device and using the
active topology information, an end-to-end path
between the service entry point and the service exit point
for the service chain;

comparing, by the controller network device, the end-to-

end path and the service path according to a global
constraint for the request to determine whether the end-
to-end path or the service path best 1s a most satisfactory
path for the global constraint; and

providing, by the controller network device 1n response to

the request for network connectivity, an indication that
the request for network connectivity 1s granted to permit
use of the most satisfactory path for sending network
traffic along the service chain.

5. The method of claim 1, wherein sending one or more
messages to configure the at least one layer of the network
COmMprises:

sending, by the controller network device, one or more

messages containing a first set of parameters to establish
an optical transport path for the requested network con-
nectivity;

sending, by the controller network device, one or more

messages containing a second set of parameters to estab-
lish the service path for the requested network connec-
tivity, wherein the service path 1s established to send
network traiffic over the optical transport path, the
method further comprising:

in response to determining that both the optical transport

path and the service path have been established, sending,
by the controller network device, an indication that the
request for network connectivity 1s granted to permit use
of the service path and the optical transport path for
sending network traific between the service entry point
and the service exit point.

6. The method of claim 5, further comprising:

determining whether an optical transport path currently

exists between one of the pair of service points,
wherein sending the one or more messages containing the
first set of parameters comprises in response to deter-
mining that the optical transport path does not currently
ex1st between the one of the pair of service points, send-
Ing one or more messages instructing an external net-
work device to compute and program the optical trans-

port path based on topology information stored by the
external network device.

7. The method of claim 5, further comprising:

storing, by the controller network device, topology 1nfor-

mation for an optical network layer of the network;
determining whether an optical transport path currently
ex1sts between one of the pair of service points; and

in response to determining that the optical transport path

does not currently exist between the one of the pair of

service points, and by the controller:

computing the optical transport path based on the topol-
ogy information for the optical network layer,

selecting the first set of parameters based on the com-
puted optical transport path; and

programming the computed optical transport path in
accordance with the parameters.

8. The method of claim 7, wherein sending the one or more
messages containing the first set ol parameters to establish the
optical transport path comprises sending an explicit light-
path route to an ingress optical network device that specifies
a sequence of optical network device hops and wavelengths
for use by the ingress optical network device 1n setting up the
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optical transport path between the ingress optical network
device and an egress optical network device.

9. The method of claim 5, wherein sending the one or more
messages containing the second set of parameters to establish
the traffic-engineered service path comprises sending an
explicit route object (ERO) to an mngress network device on
the service path for the ingress network device to use in
setting up a path between the imngress network device and an
egress network device.

10. The method of claim 1, further comprising:

storing, by the controller network device, topology infor-
mation for an Internet Protocol (IP)/Multiprotocol Label
Switching (MPLS) network layer;

computing the service path based on the stored topology
information for the IP/MPLS network layer;

selecting the first set of parameters based on the service
path; and

establishing the service path.

11. The method of claim 1,

wherein recerving the request for network connectivity
comprises recerving the request from a network man-
agement system of a service provider; and

providing, by the controller network device to the network
management system 1n response to the request for net-
work connectivity, an indication that the request for
network connectivity 1s granted.

12. The method of claim 1, wherein at least one service
point of the one or more service points applies, to packet flows
mapped to the service chain, a value-added service compris-
ing one of a firewall service, network address translation
service, media optimization service, deep packet ispection
service, and load balancing service.

13. The method of claim 1, wherein the request for network
connectivity specifies a list of services and an order 1n which
to apply the services in the list of services, wherein computing,
the service path comprises computing the service path for the
service chain to apply the services in the order specified by the
request.

14. The method of claim 1, wherein the request for network
connectivity specifies the three or more service points 1n a
particular order, wherein computing the service path com-
prises computing the service path along the three or more
service points in the particular order.

15. A controller network device comprising:

a control unit comprising a processor and configured to
receive a request for network connectivity between a
service entry point and a service exit point for a service
chain of three or more service points that apply respec-
tive services, each of the service points performing a
respective service, to provide a composite service for
application to packet flows associated to the service
chain,

wherein the control unit1s further configured to recerve and
store active topology information for the network,

wherein the control unit 1s further configured to, for each
pair of the service points 1n the service chain and using
the active topology information, compute at least one
end-to-end sub-path through a sub-network of the net-
work, the at least one end-to-end sub-path connecting
the pair of the service points according to a constraint,

wherein the control unit 1s further configured to compute,
using the at least one end-to-end sub-path for each pair
of the service points, a service path between the service
entry point and the service exit point for the service
chain, and

wherein the control unit 1s further configured to send, to at
least one layer of the network, one or more messages to
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configure the at least one layer of the network to estab-
l1sh the service path between the service entry point and
the service exit point for the service chain.

16. The controller network device of claim 15,

wherein to compute the at least one end-to-end sub-path
through the sub-network connecting the pair of the ser-
vice points according to the constraint the control unit 1s
further configured to compute the at least one end-to-end
sub-path through the sub-network connecting the pair of
the service points according to a local constraint appli-
cable only to the sub-network connecting the pair of the
service points.

17. The controller network device of claim 15,

wherein to compute, using the at least one end-to-end
sub-path for each pair of the service points, the service
path between the service entry point and the service exit
point for the service chain the control unit 1s further
configured to apply a global constraint applicable
between the service entry point and the service exit point
to determine a best service path from among the combi-
nations of the at least one end-to-end sub-path for each
pair of the service points.

18. The controller network device of claim 15,

wherein the control unit 1s further configured to compute,
using the active topology information, an end-to-end
path between the service entry point and the service exit
point for the service chain;

wherein the control unit 1s further configured to compare
the end-to-end path and the service path according to a
global constraint for the request to determine whether
the end-to-end path or the service path best i1s a most
satisfactory path for the global constraint, and

wherein the control unit 1s further configured to provide, 1n
response to the request for network connectivity, an
indication that the request for network connectivity 1s
granted to permit use of the most satisfactory path for
sending network traific along the service chain.

19. The controller network device of claim 15,

wherein, to send one or more messages to configure the at
least one layer of the network, the control unit 1s turther
configured to:

send one or more messages containing a first set of param-
cters to establish an optical transport path for the
requested network connectivity, and

send one or more messages containing a second set of
parameters to establish the service path for the requested
network connectivity,

wherein the service path 1s established to send network
traffic over the optical transport path, and

wherein the control unit i1s further configured to, 1n
response to determining that both the optical transport
path and the service path have been established, send an
indication that the request for network connectivity 1s
granted to permit use of the service path and the optical
transport path for sending network tratific between the
service entry point and the service exit point.

20. The controller network device of claim 19,

wherein the control unit 1s further configured to determine
whether an optical transport path currently exists
between one of the pair of service points,

wherein to send the one or more messages containing the
first set of parameters the control unit 1s further config-
ured to, 1n response to determining that the optical trans-
port path does not currently exist between the one of the
pair of service points, send one or more messages
istructing an external network device to compute and
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program the optical transport path based on topology
information stored by the external network device.

21. The controller network device of claim 19,

wherein the control unit 1s further configured to store topol-

ogy mnformation for an optical network layer of the net- s
work,

wherein the control unit 1s further configured to determine

whether an optical transport path currently exists
between one of the pair of service points,

wherein the control unit 1s further configured to, in

response to determiming that the optical transport path

does not currently exist between the one of the pair of

service points:

compute the optical transport path based on the topology
information for the optical network layer,

select the first set of parameters based on the computed
optical transport path; and

program the computed optical transport path 1n accor-
dance with the parameters.

22. The controller network device of claim 21, wherein to
send the one or more messages contaiming the first set of 20
parameters establish the optical transport path the control unit
1s further configured to send an explicit light-path route to an
ingress optical network device that specifies a sequence of
optical network device hops and wavelengths for use by the
ingress optical network device 1n setting up the optical trans-
port path between the ingress optical network device and an
egress optical network device.

10

15

25

30

23. A non-transitory computer-readable medium compris-

ing instructions for causing one or more programmable pro-
cessors of a controller network device of a network to:

recetve a request for network connectivity between a ser-
vice entry point and a service exit point for a service
chain of three or more service points, each of the service
points performing a respective service, to provide a com-
posite service for application to packet tlows associated
to the service chain;

recerve and store active topology information for the net-
work;

for each pair of the service points 1n the service chain and
using the active topology information, compute at least
one end-to-end sub-path through a sub-network of the
network, the at least one end-to-end sub-path connecting
the pair of the service points according to a constraint;

compute, using the at least one end-to-end sub-path for
cach pair of the service points, a service path between
the service entry point and the service exit point for the
service chain; and

send, to at least one layer of the network, one or more
messages to configure the at least one layer of the net-
work to establish the service path between the service
entry point and the service exit point for the service
chain.
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