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(57) ABSTRACT

Described 1s a system and method for determining a classifi-
cation of an application that includes imitiating a stress test on
the application, the stress test including a predetermined
number of stress events, wherein the stress events are based
on a network impairment. A response by the application to
cach stress event 1s 1dentified and the application 1s classified
as a function of the response 1nto one of a first classification
and a second classification, the first classification indicative
ol a normal application and the second classification 1ndica-
tive of an undesired application. If, the application 1s in the
second classification, a network response procedure 1s
executed.
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SYSTEM AND METHOD FOR INFERRING
TRAFFKIC LEGITIMACY THROUGH
SELECTIVE IMPAIRMENT

PRIORITY CLAIM/INCORPORATION BY
REFERENCE

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 14/299,730, filed Jun. 9, 2014, now U.S. Pat. No.
9,106,550, and 1s a continuation of U.S. patent application
Ser. No. 12/632,716, filed Dec. 7, 2009, now U.S. Pat. No.
8,751,431 and 1s a continuation of U.S. patent application Ser.
No. 11/229,156, filed Sep. 16, 2005, now U.S. Pat. No. 7,630,
949, and claims priority to U.S. Provisional Patent Applica-
tion No. 60/692,504, entitled “Stress Testing Tratfic to Infer
its Legitimacy” filed Jun. 21, 2005. The entirety of each of the
above cited applications 1s mncorporated herein by reference.

BACKGROUND

A number of approaches for passively characterizing con-
nections between network entities have been proposed. One
conventional approach compares one or more measured char-
acteristics of the connection with corresponding theoretical
baselines. A deviation from the baseline 1s used as a trigger for
a router to impose a limit such as, for example, a restriction on
a bandwidth available to the connection in order to restore a
tair distribution of bandwidth to one or more further connec-
tions. The network entity mitiates a response to the limait, and
based on the response, the connection may be classified as
“000d” or “bad.” However, according to the conventional
approach, a classification, and any adjustment made as a
tfunction thereot, 1s executed subsequent to imposition of the
limit. Thus, a bad entity will have already had an impact on
the further connections prior to the limit being imposed.

SUMMARY OF THE INVENTION

A method for determining a classification of an application
including nitiating a stress test on the application, the stress
test including a predetermined number of stress events,
wherein the stress events are based on a network impairment,
identifying a response by the application to each stress event,
classitying the application as a function of the response 1nto
one of a first classification and a second classification, the first
classification indicative of a normal application and the sec-
ond classification indicative of an undesired application and,
when the application 1s in the second classification, executing,
a network response procedure.

A system having a data-sharing network and a first com-
puting terminal coupled to the network, the first computing,
terminal executing an application. The system further
includes a second computing terminal coupled to the net-
work, the second computing terminal imitiating a stress test on
the application, the stress test including a predetermined
number of stress events, wherein the stress events are based
on a network impairment, the second computing terminal
identifying a response by the application to each stress event,
the second computing terminal classitying the application as
a function of the response 1nto one of a first classification and
a second classification, the first classification indicative of a
normal application and the second classification indicative of
an undesired application, wherein, when the application 1s 1n
the second classification, the second computing terminal
executes a network response procedure.

A device including a processor and a memory storing a set
ol instructions executable by the processor. The set of instruc-
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tions being operable to 1nitiate a stress test on an application,
the stress test including a predetermined number of stress
events, wherein the stress events are based on a network
impairment, 1dentily a response by the application to each
stress event, classily the application as a function of the
response 1nto one of a first classification and a second classi-

fication, the first classification indicative of a normal appli-
cation and the second classification indicative of an unautho-

rized application and, when the application is 1n the second
classification, execute a network response procedure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an exemplary embodiment of a system
according to the present ivention.

FIG. 2 shows an exemplary embodiment of a method
according to the present invention.

DETAILED DESCRIPTION

The present invention may be further understood with ret-
erence to the following description and the appended draw-
ings, wherein like elements are referred to with the same
reference numerals. The exemplary embodiment of the
present invention describes a system and a method for clas-
sification of network traffic to classily a network entity 1n
advance of an impact thereof on a network. A classification of
the entity determined as a function of a response generated as
a result of a stress test performed thereon, as will be described
below.

FIG. 1 shows a system 3 according to the present invention
which represents a connection between a first network entity
(e.g., a sender application 10) and a second network entity
(e.g., a recerver application 15) over a data-sharing network.
The connection between the applications 10, 15 may be sus-
tamned by a network device 20 (e.g., a router). Further, the
applications 10, 15 may utilize a same protocol to transmit
data packets to each other via the connection, which will be
described further below. Those of skill 1n the art will under-
stand that each of the applications 10, 15 may be executed on
a corresponding computing terminal which communicates
with the device 20 via a wired connection (e.g., an Ethernet
cable). As further understood by those of skill in the art, any
number of intermediate computing terminals and/or network
devices may be positioned between the computing terminals
executing the applications 10, 15. That 1s, 1n one embodiment,
cach of the applications 10, 15 may be executing on a fringe
computer terminal (e.g., an ngress point to the network).
Thus, the intermediate computing terminals and network
devices may be generally included in a middle of the network.

According to the present invention, a network performance
of the sender application 10 may be measured by inducing a
stress test on the protocol utilized thereby. The stress test may
include a sequence of one or more stress events. For each
stress test performed, the sequence may be modified by
changing an event frequency within the sequence, an event
duration of a single event, a sequence duration (e.g., a sum of
all the event durations) and/or an event granularity (e.g.,
targeting a specific IP address, subnet or port). As understood
by those of skill in the art, 1t 1s preferable that the sequence
utilized by each stress test 1s suiliciently unique such that 1t
may not be identified and subsequently recognized by the
sender application 10. That 1s, 1n one embodiment, the stress
events included 1n the sequence may be determined randomly
or pseudo-randomly (e.g., based on a type of the sender
application 10). A response to the stress test identifies a clas-
sification of the sender application 10 as, for example, a
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“g00d” application or a “bad” application (e.g., undesired
application). The response of the good application will fall
within a predetermined range of responses, whereas, the
response of the bad application will fall outside the range. The
classification may be utilized to determine whether the sender 5
application 10 requires further analysis and/or should have
the connection blocked/terminated because it 1s affecting the
network performance of further applications.

The stress test may be modeled after an impairment expe-
rienced by the sender application 10 during normal operation 10
ol the network based on an assumption that the good appli-
cation may recover from the impairment and resume normal
operation (e.g., generate a proper reaction). In one embodi-
ment, the impairment corresponds to a conventional ambient
impairment which 1s experienced by the sender application 15
10 1in the absence of the stress test. That 1s, the ambient
impairment may include packet loss, delay, network rerout-
ing and/or resource contention at an endpoint which occurs
during normal operation. The ambient impairment may be
measured by an application level statistic(s) and/or a network 20
measurement(s) collected during execution of the sender
application 10 1n the absence of the stress test. The statistics
and measurements may be collected by, for example, a simple
network management protocol (e.g., at a connection level), a
Trajectory Sampling (e.g., estimates a loss rate at individual 25
connections and terminals), etc. In another embodiment, the
impairment may be determined using a traffic monitor (e.g., a
honeypot). As known 1n the art, the honeypot may be a trap
which detects an unauthorized use of the terminal, data and/or
an 1P space. 30

Throughout this description the term impairment will be
used to indicate any type of abnormal operation which may be
injected 1into the system to determine the system’s response to
the abnormal operation 1n conformance with the exemplary
embodiments of the present invention. In the examples pro- 35
vided above, the described impairments were packet impair-
ments, e.g., TCP packet impairments. However, impairments
are not limited to packets, but may be injected at any network-
ing or protocol level/layer. In another example, the impair-
ment may be injected at the application layer. For example, an 40
impairment may be included as part of an HI'TP message.
Thus, the impairments that may be used 1n conjunction with
the present invention are not limited to any specific type of
impairments. Those of skill 1in the art will understand that
there are numerous types of impairments that may be used. 45

Furthermore, the impairment may be injected at any loca-
tion 1n the network. For example, referring to the system 5 in
FIG. 1, the desired impairment may be injected at network
device 20 during the communication between sender appli-
cation 10 and receiver application 20, each of which are 50
assumed to be on separate end point computing devices. The
injection of this impairment will be made by a software pro-
gram resident on the network device 20 operating in accor-
dance with the principles of the present invention. Those of
skill in the art will understand that the present invention may 55
be implemented as software code operating on one or more of
the computing devices that make up the network on which the
present 1nvention may be deployed. The functionality
described for the exemplary embodiments of the present
invention may be included as part of a stand-alone software 60
application or be included in one or more software applica-
tions which are used to accomplish the tasks associated with
the present invention and other tasks.

However, the desired impairment may also be mnjected at
other locations 1n the system 5. For example, either of theend 65
point computing devices that host applications 10 and 15 may
include the functionality to inject the impairment into the

4

system 5. In addition, those of skill 1in the art will understand
that a communications network normally includes a plurality
of computing devices that are attached or connected to the
communications network, whether the network operates 1n a
distributed mode or 1n peer-to-peer communications. Thus,
the impairment injection functionality (along with the other
functionality described herein for the exemplary embodi-
ments of the present invention) may be included in any of
these other computing devices which are connected to the
communication network. For example, 11 the present imnven-
tion 1s implemented on a particular communication network,
the network provider may include a stand alone network
appliance which includes the functionality described herein.

When the stress test 1s introduced, the sender application
10 may execute a response to each event 1n the sequence. In
one category, the response may be a termination of activity.
That 1s, the sender application 10 may have terminated the
connection with the receiver application 15 and initiated a
further connection with a further receiver application. The
termination may also indicate that the sender application 10
has experienced an unrecoverable error as result of the stress
test and cannot continue execution. Regardless of the reason
for the termination, the stress test may be discontinued allow-
ing for further analysis of the sender application 10 during
normal operation. In another category, the response may be a
corrective action indicative of what would be done by the
good application. Thus, the stress test may be discontinued. In
a Turther category, the response may be a suspicious action
which may require analysis of further responses and/or 1ni-
tiation of a network response procedure by the device 20
and/or a network administrator. Continuation of the stress test
may be based on the network response procedure which 1s
utilized. As understood by those of skill in the art, the termi-
nation may be included as either the corrective action or the
suspicious action depending on, for example, a type of the
sender application 10. Thus, 1n one embodiment, only the
corrective action and the suspicious action may be the cat-
egories of the responses.

The response(s) may be utilized to determine a classifica-
tion for the sender application 10 (e.g., whether 1t 1s the good
application or the bad application). In one embodiment, the
classification may be determined by whether a number of the
suspicious actions and/or terminations exceeds a predeter-
mined threshold. For example, as the events from the stress
test are mtroduced, the responses are stored 1n a response
history (e.g., a queue). The number of suspicious procedures
and/or terminations generated by the sender application 10 1s
continually compared to the predetermined threshold. I1 the
number ever exceeds the threshold, the sender application 10
1s determined to be the bad application, the stress test may be
terminated and the network response procedure may be 1ni-
tiated. In one embodiment, the response history may be
deleted, so that a new, empty response history 1s generated for
cach stress test. In another embodiment, the response history
may utilize a drain rate at which the responses are removed
therefrom. For example, the response history may be an infi-
nite buifer which stores the responses. The classification may
then be based on a threshold ratio of the suspicious actions
and/or terminations to a predetermined number of responses.
Thus, the stress test may continue indefinitely.

In another embodiment, the responses generated by the
sender application 10 may be compared to stored responses 1n
a database. The stored responses may be indicative of a reac-
tion by the bad and/or good applications. For example, the
response 1s compared to a list of stored responses to determine
whether the classification of the sender application 10. As
understood by those of skill 1n the art, the stored responses
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may only be those which would likely be generated by the bad
application. Thus, if a number of matches between the
response(s) and the stored responses exceeds the predeter-
mined threshold, the sender application 10 may be classified
as the bad application. The database may further include data
regarding further sender applications which are bad applica-
tions and/or suspected of being bad applications. In this man-
ner, further network devices may share information about the
bad applications on the network.

Those of skill in the art will understand that as a number of
responses generated increases, a likelihood for identifying
false conditions decreases (e.g., false positive—good appli-

cationidentified as bad, false negative—bad application 1den-
tified as good). Thus, 1n one embodiment, the stress test may
be conducted 1n view of a misidentification parameter M,
which may be generated by, for example, testing the stress test
and/or empirical teedback therefrom. So, 1f a proportion p of
the total tratfic on the connection 1s thought to be bad traific,
then the misidentification parameter M may be chosen
according to the following equation:

CM)=pf-(M)+(1-p)f, (M)

where

(C=a total cost of 1dentifying false conditions when con-
ducting the stress test

{_=rate of identilying false negatives

t. =rate of 1dentitying false positives
Thus, the stress test may be constructed to minimize a number
and/or rate ol misidentifications.

As described above, the classification of the sender appli-
cation 10 may determine whether the network response pro-
cedure 1s executed. For example, if the sender application 10
1s the bad application, the network response procedure may
include terminating the network connection thereof. Addi-
tionally, an identifier of the sender application 10 and/or the
terminal executing 1t may be obtained and used to block
turther attempts to connect to the network. In another
embodiment, the network response procedure may include a
deprioritization of the sender application 10 such that, for
example, the bandwidth allocated thereto may be decreased.
In a turther embodiment, the network response procedure
may include a network reconfiguration redirecting transmis-
s1ons from the sender application 10 to a network-controlled
receiver for monitoring and analysis. If the sender application
10 1s the good application, the network device 20 may analyze
a Turther sender application and/or wait for a predefined inter-
val to re-analyze the sender application 10.

FI1G. 2 shows an exemplary method 200 for conducting the
stress test and analyzing results thereol according to the
present 1nvention. Although, the method 200 will be
described as conducted at the sender application 10, those of
skill in the art will understand that the method 200 may be
conducted at any point within the network, such as, for
example, at the recerver application 15 or 1n the middle of the
network. As described above, the sender application 10 uti-
lizes a predetermined protocol when transmitting data to the
receiver application 15. Although, the method 200 will be
described as the predetermined protocol being a transmission
control protocol (““T'CP”), those of skill in the art will under-
stand that the protocol may be any other congestion avoid-
ance transport protocol (e.g., stream control transmission
protocol, datagram congestion control protocol), as well as a
user datagram protocol (“UDP”), a simple mail transfer pro-
tocol (“SMTP”), a hypertext transter protocol (“HTTP””) or a
peer-to-peer protocol (“P2P”). Furthermore, the method 200

may be applied to any networking level.
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In step 203, the sender application 10 1s transmitting pack-
ets to the recerver application 15. Thus, 1n one embodiment,
the method 200 may be performed continuously for an estab-
lished network connection. That 1s, the classification of the
sender application 10 may be determined 1n an ongoing basis.
As understood by those of skill in the art, the connection may
have been initiated 1n a conventional manner according to the
TCP. That 1s, the sender application 10 transmits a SYN
packet to the recerver application 15 to synchronize the con-
nection therebetween, in the event that it 1s established. The
receiver application 15 transmits a SYN/ACK packet to the
sender application 10 to complete the connection, and there-
aiter, the packet transfer may occur. In this embodiment, the
sender application 10 begins transmitting one or more packets
to the recerver application 15. In the TCP, the recerver appli-
cation 15 confirms receipt of a non-SYN packet by transmiut-
ting an ACK packet to the sender application 10.

In step 210, the stress test 1s mitiated on the sender appli-
cation 10. As described above, the stress test may be modeled
alter the ambient impairment which would typically be
encountered by the sender application 10 during the normal
network operation. For example, in one embodiment, the
ACK packet may be intercepted to simulate congestion (e.g.,
packet loss/delay) at the receiver application 15. Each inter-
ception of the ACK packet may be the event 1n the stress test.
Thus, the sequence of events may include the mterception of
a plurality of the ACK packets. Those of skill in the art will
understand that the events in the sequence may be immedi-
ately successive or have a predefined interval therebetween.
The predetermined 1nterval may be adjusted to simulate dii-
ferent levels of congestion. Further, it 1s preferable that the
SYN/ACK packet1s not intercepted as one of the events in the
stress test, because preventing the connection between the
applications 10,15 may significantly aifect the network per-
formance thereof (e.g., the sender application 10 may con-
tinually retransmit the SYN packet, causing congestion).
However, those of skill in the art will understand that prevent-
ing the connection may be useful for detecting whether the
sender application 10 1s a virus and/or a portscan, or 1s 1nit1-
ating a SYN flood (e.g., transmitting numerous SYN packets
and 1gnoring the SYN/ACK packets forcing a server to keep
track of a large number of half-open connections). For each
event 1n the stress test, the corresponding response 1s gener-
ated by the sender application 10.

In step 215, the response by the sender application 10 to
event 1s 1dentified. As described above, the response may be
generally categorized as the termination, the corrective action
or the suspicious action. For example, when the ACK packets
are 1ntercepted, the expected corrective action by the sender
application 10 may include throttling packet transmaission,
whereas, the suspicious action may include the termination
(e.g., looking for a further receiver application to exploit)
and/or increasing packet transmissions (€.g., an aggressive
behavior). A predetermined number of responses may be
identified before proceeding with the method 200. That 1s, a
relationship between the predetermined number of responses
identified and a likelihood of mis-classifying the sender
application 1s inversely proportional. For example, if a single
response 1s 1dentified as the suspicious action, and the sender
application 10 1s classified solely based on that response, the
likelihood that sender application 10 will be mis-1dentified as
the bad application 1s higher, than i1 the predetermined num-
ber of responses was increased. Thus, the equation described
above utilizing the misidentification parameter M may be
used to determine the predetermined number. Also, 1n this
step 215, each response may be stored 1n the response history
for classitying the sender application 10.
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In step 220, the sender application 10 i1s classified as a
function of the response(s). For example, the stress test may
compare an expected response to the response generated by
the sender application 10. That 1s, the expected response may
correspond to a response to the event which would be gener-
ated by the good application (e.g., the corrective action). If the
response 1s the same as or substantially similar to the expected
response, the sender application 10 may be identified as the
good application. That 1s, the response may not be exactly the
same as the expected response, but tends to correspond to the
good application or has no effect on the classification. This
may decrease the chance of mis-1dentitying the sender appli-
cation 10. I the response ditiers from the expected response,
the sender application 10 may be 1dentified as the bad appli-
cation. After the sender application 10 has been classified, the
stress test may be terminated and/or the response history
deleted/drained. In yet another embodiment, the network
response procedure may include sharing a result of the stress
test (e.g., the classification of the sender application 10) with
turther networking devices, which may confirm the result
and/or make network decisions as a function thereof. That 1s,
identification of the bad applications within the network may
lead to 1increased network performance.

In step 223, 1t 1s determined whether the sender application
10 1s the bad application. If the sender application 10 is the
bad application, the method 200 proceeds to step 230
whereby the network response procedure 1s mitiated. As
described above, the network response procedure may
include a message to the receiver application 15 and/or an
administrator device (e.g., a server) indicating that the sender
application 10 requires further analysis (e.g., more compre-
hensive testing/evaluation). In another embodiment, the net-
work response procedure may include terminating the con-
nection of the sender application 10 to the network. In a
turther embodiment, the network response procedure may
include the block and/or the deprioritization of the sender
application 10. In this embodiment, the sender application 10
may be prevented from transmitting further packets over the
connection and/or wait for a predefined interval 1n which to
transmiut.

If the sender application 10 1s not the bad application, 1t
may be inferred that sender application 10 1s the good appli-
cation or some benign application which 1s not adding to
congestion of the network or 1n any manner degrading the
network performance. In the latter case, the network admin-
istrator may flag the sender application 10 and perform a
turther stress test thereon at a subsequent time.

Although the method 200 has been described with respect
to iitiating the stress test on an endpoint of the network, those
of skill in the art will understand that the middle of network
may be stress tested, as well. For example, since a larger
number of connections may be monitored in the middle of the
network, a compression scheme may be used to compile the
responses and the corresponding classifications. In one
embodiment, the compression scheme may be a Bloom Filter
which reduces a space needed to execute the stress tests on the
large number of connections. In this embodiment, the Bloom
filter may extract the responses which correspond to the sus-
picious actions and store keys for connection thereto. The
classification may be yielded by a highest level Bloom filter
which declares a match on the key.

In another embodiment of the present invention, the sender
application 10 may utilize the UDP as the protocol. As under-
stood by those of skill 1n the art, the UDP does notinclude any
congestion adaption mechanism. Thus, the sender application
10 may implement a umique congestion adaption mechanism
by, 1n the face of congestion, reducing a packet transmission
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rate and/or 1increasing packet repetition (e.g., for reliability).
A port number may be used to 1dentity the sender application
10 to determine and/or record the expected response to the
ambient impairment. For example, the unique congestion
adaption mechanism may be a realtime transport protocol
(“RTP”) running over the UDP. Withun the RTP, an RTP
control protocol (“RTPCP”) provides feedback on a quality
of data distribution by the sender application 10. The stress
test may reduce the quality of the data recerved by the receiver
application 15, which may, 1in turn, notify the sender applica-
tion 10 of the reduced quality via the RTPCP. If the sender
application 10 1s the good application, 1t may generate the
expected response (e.g., reduce a number of layers transmiut-
ted from a layered encoding of audio or video data). Other-
wise, the sender application 10 may be the bad application
and the network response procedure may be mitiated.

In the above embodiment, the port number (e.g., port num-
ber 53) may include a DNS traffic of UDP exchanges between
a DNS client, a plurality of local DNS servers and an authori-
tative DNS server. The DNS client transmits a query (e.g., for
translation of a domain name into an IP address) to the plu-
rality of local DNS servers 1n parallel. Each local DNS server
looks to fulfill the query at the authoritative DNS server. The
stress test may be implemented at the authoritative DNS
server which may direct the query to a non-existent server.
Based on whether a re-transmission of the query 1s attempted
and a number of re-transmissions attempted, the classifica-
tion of the DNS client may be determined.

In another exemplary embodiment, the sender application
10 may utilize the SMTP to transmit an email to the recerver
application 15. In this embodiment, the stress test may deter-
mine whether the sender application 10 1s a spammer (e.g., a
robot which transmits unsolicited emails). The SMTP utilizes
a retry mechanism which attempts to deliver the email over a
predetermined number of days. After the retry mechanism
tails, the sender application 10 1s notified of the failure. Typi-
cally, the spammer will not attempt to resend the email,
because 1t cannot parse a reply message (e.g., from the retry-
mechanism or a mailer-daemon). If the stress test indicates
that the email was undeliverable, the expected response may
include an attempt to resend the email. Thus, each attempt
decreases a probability that the sender application 10 1s the
Spammer.

In a further embodiment, at an HTTP layer, the stress test
may 1nclude redirecting a website request and generating a
retry response (e.g., a 307 Temporary Redirect, a408 Request
Timeout, a 503 Service Unavailable). Simailar to the spammer
above, 1t 1s assumed that an attack program (e.g., a hack) will
not retransmit the request. That 1s, the attack program will
likely turn to a further receiver application 15 (e.g., a further
website). Thus, a web server may monitor a frequency of the
requests and re-transmissions thereof to determine the clas-
sification of the sender application 10.

The sender and recerver applications 10,15 may utilize the
P2P protocol when exchanging data in another exemplary
embodiment of the present invention. Those of skill 1n the art
will understand that the P2P protocol may include, but 1s not
limited to Napster®, Gnutella®, Kazaa® and BitTorrent®. In
this embodiment, the expected response may be a throttle on
the connection between the applications 10,15 mitiated in
response to when, for example, the recerver application 135
does not dedicate enough of 1ts bandwidth to uploading the
packets. That 1s, stmulating a decrease of the bandwidth used
by the recerver application 15 may be the stress test to deter-
mine whether the classification of the sender application 10.
Those of skill in the art will understand that the stress test may
be enhanced in the P2P protocol 11 there 1s a local history
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between the applications 10,15 or a global history of the
sender application 10 with further applications.

Those of skill 1in the art will understand that the stress test
may not be practical for use on a set of preidentified applica-
tions. For example, online gaming and audio/video sessions
are highly sensitive to loss and delay, and, as such, may be
identified and removed from the applications which are to be
analyzed. The preidentified applications may be identified by,
for example, the port number. In another embodiment, the
stress test may be limited by a service level agreement
(“SLA”) which guarantees that the packet loss and/or delay
will not go beyond a predefined congestion threshold. Thus,
in this embodiment, the SLLA may define boundaries for the
stress test.

It will be apparent to those skilled in the art that various
modifications may be made in the present invention, without
departing from the spirit or scope of the invention. Thus, 1t 1s
intended that the present invention cover the modifications
and variations of this invention provided they come within the
scope of the appended claims and their equivalents.

What 1s claimed 1s:

1. A method for classitying an application, the method
comprising;

initiating, via a processor, a stress event on the application,

wherein the stress event 1s based on a network 1mpair-
ment, wherein the network impairment comprises an
ambient i1mpairment, wherein the ambient impairment
comprises a network rerouting;

identifying, via the processor, aresponse by the application

to the stress event;

classilying, via the processor, the application as a function

of the response 1nto one of: a first classification and a
second classification, the first classification indicative of
a normal application and the second classification
indicative of an undesired application; and

when the application 1s 1n the second classification, execut-

ing, via the processor, a network response procedure,
wherein the network response procedure comprises a
termination of a connection between the application and
a network.

2. The method of claim 1, further comprising;

executing the application on a computing terminal at an

ingress point to the network.

3. The method of claim 1, further comprising;

executing the application on a computing terminal at a

middle point of the network.

4. The method of claim 1, wherein the initiating comprises
associating the stress event with a predetermined frequency
ol occurrence of the stress event.

5. The method of claim 1, wherein the initiating comprises
associating the stress event with an event duration.

6. The method of claim 1, wherein the stress event 1s
associated with an event granularity.

7. The method of claim 1, wherein the network response
procedure further comprises a block to a further connection to
the network by the application.

8. The method of claim 1, wherein the network response
procedure further comprises a redirection of transmissions by
the application.

9. The method of claim 1, wherein the application utilizes
a predetermined protocol.

10. The method of claim 9, wherein the predetermined
protocol comprises a transmission control protocol.

11. The method of claim 9, wherein the predetermined
protocol comprises a user datagram protocol.
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12. The method of claim 9, wherein the predetermined
protocol comprises a simple mail transfer protocol.
13. The method of claiam 9, wherein the predetermined
protocol comprises a hypertext transier protocol.
14. The method of claim 9, wherein the predetermined
protocol comprises a peer-to-peer protocol.
15. The method of claim 1, further comprising:
storing, by the processor, the one of the first classification
or the second classification, of the application 1n a data-
base.

16. The method of claim 1, turther comprising:
comparing, by the processor, the response to a stored

response 1n a database, the stored response being indica-
tive of the second classification generated by the undes-

ired application.

17. A non-transitory computer-readable medium storing
instructions which, when executed by a processor, cause the
processor to perform operations for classifying an applica-
tion, the operations comprising:

imitiating a stress event on the application, wherein the

stress event 1s based on a network impairment, wherein
the network impairment comprises an ambient 1mpair-
ment, wherein the ambient impairment comprises a net-
work rerouting;

1dentilying a response by the application to the stress event;

classitying the application as a function of the response

into one of: a first classification and a second classifica-
tion, the first classification indicative of a normal appli-
cation and the second classification indicative of an
undesired application; and

when the application 1s 1n the second classification, execut-

ing, via the processor, a network response procedure,
wherein the network response procedure comprises a
termination of a connection between the application and
a network.

18. The non-transitory computer-readable medium of
claam 17, wherein the mitiating comprises associating the
stress event with a predetermined frequency of occurrence of
the stress event.

19. The non-transitory computer-readable medium of
claiam 17, wherein the mitiating comprises associating the
stress event with an event duration.

20. A device, comprising:

a processor; and

a memory storing a set of instructions which, when

executed by the processor, cause the processor to per-

form operations for classifying an application, the

operations comprising;

initiating a stress event, wherein the stress event 1s based
on a network impairment, wherein the network
impairment comprises an ambient i1mpairment,
wherein the ambient impairment comprises a network
rerouting;

identifying a response by the application to the stress
event;

classitying the application as a function of the response
into one of a first classification and a second classifi-
cation, the first classification indicative of a normal
application and the second classification indicative of
an unauthorized application; and

when the application 1s 1n the second classification,
executing a network response procedure, wherein the
network response procedure comprises a termination
of a connection between the application and a net-
work.
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