12 United States Patent

Bernal et al.

US009405974B2

(10) Patent No.: US 9.405,974 B2
45) Date of Patent: Aug. 2, 2016

(54)

(71)

(72)

(73)

(%)

(21)
(22)

(65)

(1)

(52)

(58)

SYSTEM AND METHOD FOR USING
APPARENT SIZE AND ORIENTATION OF AN
OBJECT TO IMPROVE VIDEO-BASED
TRACKING IN REGULARIZED
ENVIRONMENTS

Applicant: Xerox Corporation, Norwalk, CT (US)

Inventors: Edgar A. Bernal, Webster, NY (US);
Howard A. Mizes, Pittsford, NY (US);
Robert P. Loce, Webster, NY (US)

Assignee: Xerox Corporation, Norwalk, CT (US)

Notice: Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 172 days.

Appl. No.: 14/078,765
Filed: Nov. 13, 2013

Prior Publication Data

US 2015/0131851 Al May 14, 2015

Int. CI.

GO6K 9/00 (2006.01)

G061 7/00 (2006.01)

GO6T 7/20 (2006.01)

GO6K 9720 (2006.01)

U.S. CL

CPC ............ GO06K 900711 (2013.01); GO6K 9/209

(2013.01); GO6T 7/0042 (2013.01); GO6T
7/204 (2013.01); GO6T 7/2033 (2013.01):
GO6T 7/2053 (2013.01); GO6T 7/2066
(2013.01); GO6T 2207/10024 (2013.01); GO6T
2207/20036 (2013.01); GO6T 2207/20076
(2013.01); GO6T 2207/20144 (2013.01); GO6T
2207/30232 (2013.01); GO6T 2207/30236
(2013.01)

Field of Classification Search
CPC .......... GO6K 9/00771; GO6K 9/00335; GO6K
9/0055; GO6K 9/00711; GO6K 9/00765;

GO6K 9/3241; GO6K 9/00785; GO6K 9/6267;
GO6T 2207/10016; GO6T 2207/30241; GO6T
2207/30236; GO6T 7/2053; GO6T 7/2006;

GO6T 7/2093

USPC 382/103

See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

5,376,807 A * 12/1994 Liu ......cccooeveviinnnnnn, GO6E 3/003
250/559.29
2009/0028440 Al* 1/2009 Elangovan ........... GO6K 9/6202
382/216
2011/0002509 Al* 1/2011 Noborl .................. GO6T 7/2006
382/103
2012/0098926 Al* 4/2012 Kweon .............. HO4N 5/23238
348/36
2012/0287271 Al* 11/2012 Holland ........... GO8B 13/19602
348/143
2014/0132758 Al* 5/2014 Saptharishi .............. HO4N 7/18
348/135

OTHER PUBLICATIONS

G. Bradski, “Computer Vision Face Tracking for Use in a Perceptual
User Interface,” Intel Technology Journal Q2 1998, pp. 1-15.

(Continued)

Primary Examiner — Amara Abdi
(74) Attorney, Agent, or Firm — Fay Sharpe LLP

(57) ABSTRACT

A system and method for optimizing video-based tracking of
an object of 1nterest are provided. A video of a regularized
motion environment that comprise multiple video frames 1s
acquired and an 1ni1tial instance of an object of interest in one
of the frames 1s then detected. An expected size and orienta-
tion of the object of interest as a function of the location of the
object 1s then determined. The location of the object of inter-
est 1s then determined 1n a next subsequent frame using the
expected size and orientation of the object of interest.

20 Claims, 12 Drawing Sheets
(3 of 12 Drawing Sheet(s) Filed in Color)

:.:\: -y
2h |5 o4
N I SoMpUTER veTE
126~ R 4 3
$ @*‘*ﬁﬁﬁ 18 -~ \J'r'-ib'éé"fiﬁ:'" 120 ot
I — N 7 ;

- N % i A 122 L1 TnEo!

e T ARD I A | ADED | Uy e 13d
07| RENOTEBOURGE | je—— HHOY Bl O ¥
450-1_ SZE ] T I 7L / SR
1527 ORENTATON 1 10687 | MEMORY M 3 P
55— RECULARIZEC MOTIONT: | 98--[1 __ WNSTRUCTICNS | ro
| Eff.Pi:;iETrS:EESE | 0~ VIDED ACOUISITION UNIT 1
ven. Ll AGE CA : | e I T T 1
587 DEVICE INFORMATION {1 | 136 i e ] 1 ! “

e 12137 OBJECT DETECTION UNIT 1 v

T v TTTT e 40 -"—E‘H BINAFY QUTRUTS 1 ." ! )
- A :Elr :: ___________ li
) e - 144 F—“':‘IJI‘; VIDED FRAMES :: it -.L
28 DATA STORAGE i c } s W ( ) i
N VIDEG 14 [ B } W‘H
LSRR [ SV 35 Y | CHARACTERIZATION UNIT ! @) -’
154 =77} OBJECT INFORMATION 1 148 *x SERNELS ; ) 4{:
150) CEiTE H 118 THORBECT LOCALIZATION LINI T ]
152-—H___ORIENTATION b o ’
g —o-k (' S P I ' ;
143 ! LOLATION _PJ_LQ CRIECT Slze ANMD i: fommm
L REGUARIZED MoTiON | ¢ | CRIENTATIONUNIT  § e
T EviRoMdENTRULES [ se SH "
T IMAGE CAPTURF 152 | 7T b PN TATION , M
196717 DEVICE INFORMATION 164 17 STRUCTURING ELEMENTE]:! =100
~— R o ooooooooIooooooIzisiooIcl




US 9,405,974 B2
Page 2

(56) References Cited

OTHER PUBLICATIONS
J.Ning et al., “Scale and Orientation Adaptive Mean Shift Tracking,”
Institution of Engineering and Iechnology Computer Vision, Jan.

2012, pp. 1-23.

D. Comaniciu et al., “Real Time Tracking of Non-Rigid Objects
using Mean Shitt,” In Proc. IEEE CVPR 2000,

M. Isard et al., “Contour Tracking by Stochastic Propagation of
Conditional Density,” In. Proc. Euro. Conf. Computer Vision, 1996,
pp. 343-356.

K. Smith et al., “Evaluating Multi-Object Tracking,” Workshop on
Empirical Evaluation Methods in Computer Vision, 2005.

J.Shi etal., “Good Features to Track,” IEEE Conference on Computer
Vision and Pattern Recognition, 1994, pp. 593-600.

C. Hue et al., “Tracking Multiple Objects with Particle Filtering,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 38,
No. 3, Jul. 2002, pp. 791-812.

K. Okuma, et al., “A Boosted Particle Filter: Multitarget Detection
and Tracking,” Lecture Notes in Computer Science, vol. 3021, 2004.

D. Ross et al., “Incremental Learning for Robust Visual Tracking,”
Neural Information Processing Systems 17, MIT Press, 2005, pp.
1-21.

* cited by examiner



US 9,405,974 B2

01— SIS = SN IONSIS . VOISO S0 || g
™ NOLLVANIHO i =St l2evy) 2V
o ST INFANCHIANT || o)
il ANy LNGEMe | NOLLOW Q3ZRVINDTY |7
_\ . ! | - - . | . _i__..“ .qq.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u.q.q.u. ........ m |
\\ : M NV 3215 1040580 . m | NCH YO m r+ _8F
/ m A ADSLEN—E mzo;&,,m_%f 251
; \ | 7 S -
- e | NOLVAO:NI LO(E0 .75}
p_m Hﬂ_. W@t F/@xv \ ..EZD ngﬁﬁ_QMHméﬂIu h ....................... OMM“_ M\f ....................... ,...m B 1ﬁ_mw~.
- J ST TN L0380 IDVAOLSYIVE g
> e mmy T HE T
e M ‘,f Meooed! Moo m . | w \..._h,.“
v s m ‘ N \ ,T RS e
/ Y M B __ T
......... . 5 § _
._ i NOUYWHC NI 30IA30 || _goy
= Y, ! Q3qIA JHMLdYO IDYII i
= v 1| LN NOILISINDOY 030IA ST LNGANOE AN || g
= Lo SNOILOMMLSN NOLLOW 03218y 193y
“ ! 9eL 4 NOUVINIHD  H--28h
= - / ; B 061
< aailsy | . P
Vol N/ Ommm} \N . 77 / . | Y
. e | MOSSI00Ud
ARLSAS HALNANOD Y
PO}

U.S. Patent



U.S. Patent Aug. 2, 2016 Sheet 2 of 12 US 9,405,974 B2

200 .
“ _
ACQUISITION
“RAME
SEQUENCE
e AOCATION OF | e 0
; DETECTED OBJECT(S) ARIECT W
i STRUCTURING _ DETECTION
;  ELEMENTS e
; ; SINARY MASK
: ; WITH
; ] MOTION/
| ; L OCATION FOREGROUND
\_| OBJECTSEE |¢~—m—mon~ OB o T /?,14
~ AND _ . B
g ORIENTATION . _..K...é gr;..E..._ - CHARACTERIZATION
| S . SiZEAMﬁ OBJEC.{ “
: ; ORIENTATION FEATURE SET
i :
: z
i ' _LOCATION QF _
i .
o KERNEL SIZE AND LOCALIZATION
ORIENTATION
ORJECT
| COORDINATES
OBJECT
TRAJECTORY

F1G. 2



US 9,405,974 B2

FE, I i e A e i T
N O O, i [} n.xn”xr&”.ﬁf#*ku ...”&H.._
KK g g g g KRR w e T T
o
axanxx H.qH...H.qH&H...”u o ”...H&H;H....q.q -
X N
F
i ...H.._.H.q”r. ....H...H...“..r“ .“.__.H........q
P

Hd
»
»
»
X
¥
»

]
M~

|
HHH-HHI!
F3
F3
[
I3
F3

'I |
H:::I

nl_-_-.
die e T Ty
ur i i A e
[ .._.....__“.._......_............__.”.._.H....q........_.................a........_., ”......1.___.4_-_
P N N L N
AT P N TN AL N AT AR N A
B e e e e e
O nn".. H#H#uruknb“ruku#”..“ a T a aa e T e T

L L ol F o ol
e L R BTN 3 I I R g vyt e M

":IHHH.H-

o A
o
ks
LN
Pl

o i i
xx

A
A
?E:Hx?l"
LA A e M R N N N N M A A A AN

L R

Al
Ml
Al
»

H
Al
F
¥
»

)
X K

Y
...H.rH....._..H...H..“.H...H...”...”..H ” HHHHH””.._ I ldr d i iyl L]
A b ey e e e A e R R
W el ap e e e et dp gl
W dr d kKRR dr w kel i e b odk ke de w ke d Ak )

o o F ]
N ....................................................H...H...H .H...H...H...H.q“...”.qu ” ”...H ”.__.
N N e N N N Nl k)
T e e e e e e e dp e dp e el e e
I F ]

¥ i e w A e e e e e ....H

r
X
™
Iy
X
™
X
X
™
-
F
x
-
o
)
)

5
»

EE N
X BN
)

L)
NN

A L T L T T g
NN o o e e e e e T et T P ALt Al Al AN
A A ey e i T Ty e
e R e T I e N L A L A Y
L e e e a Pl Al R Nl e el el el el ol )
e e T A Tl e o I T N gl
o I L T A g ey o I e e
B o i e T T e T e T P A N sl sl el e e a
W T T e e S S
R T T a a S N A aLa)
2 A N g I L T R L R o e s e a Y
A T T I g e i,
e I I T I N e s

Sheet 3 of 12

.
w

l.l.l |
s

L)
Y &
o
NN

o

-y e
o

A e Ak,

&

I.TEH.T
E Y
o

= .

r
RN

)

K Xy

L

-
[}
[}
&

-I‘.-I

L)

X
»
»

X
X

[y
Ll
Ll
Eal s

*

ol NN )
ERRN )

»
»
B

i
)
i
X
>

Ll
Ll
& ar
Pl
iy
EC
ik

ECN)

'r:_l'l'
XX N
X

“xx

L)
F

L ]
L ]
&

P ]

)
L N RN N RN NN )

L ]
L

[

AR N

»

E R N )
N )

R R N RN )

Ll
L)
Ll a0

L

>
SN )

L3
L)
L B BE N

&
*

ir
*

4-44-4-44:4-
» Ll

)

3

&
X
]

5
5

*
ir
ir

Ll
Ll
i i
iy e b i
i iy i e
EE
i d o d koA

LML
CalE
i i

F
X

»

Er )
x
E )

¥

[3
[

x
X
XX
X
i
¥
XX
X

Ea )

[3
[

L]

A N

>
N

]
L

*

i X
e ar
%
Ll &

)
X ¥

!

LM

g

b

N N kil a e a al

Pl

* ad

»
tx
¥
»
L}
¥
»
¥
B
»

*

M N N )

L M sl )

o
!u__
,
MM
.

Ll

L
X
¥

P

L
X
¥
)
»

o a

¥

L]
L)

EE

Pl s

i .

¥
o
X
»
F)
B
F
»
¥
»
F)
B
ty
»

X
L]

P

.

o
»

»
i

o o
“.4”&”...“1......”...“4”...”...”&”........”...H..”..“.q”&“..”...”._“...“._..H.q
b ]
e e

I e iy il

ol
e aaa a Ta Ta

EC S Al e, -

i

i dr iR

i e

-

ol

»
I
L)
»
»

[

.._ ..
o

)
»

o i i

i

¥
F3

x

L L L

o
H;H#H#H&th..”&”*”...”.rn._.r...H...H*”...”&H.q.a .
o o o
e e e

F1G. 3

[}
-
[}
L3
-
L3
[y
-
L3
[3

L)
*
[3
*
L3
[3
ir
ir
ir
ir
ir

N )

i
PN

Ny

-
i
i
¥
i
i
XX Jrqn )

r
X
X
ar

r
ok R EE

i

3 e i e e e ;
“...r.............................................. ’ X
e e e e
et -”.r....r.;..r.;..r....r.;..rb.........f
Jrodr dr X O b Or

W

X X
P )

»
r
X

Aug. 2, 2016

U.S. Patent

30

»

L
Xy
&

r

A
AR KK
L

X
bk bk

F3
rFhoA

E
L
x

.4.__..._......._.-.
)
X ku

Ca

X X

N )
L
LA
L

)
"

L}
"

N

R N NN N e
)

¥




US 9,405,974 B2

Sheet 4 of 12

Aug. 2, 2016

U.S. Patent

A
oA N

H
W

", ey -
o e
M A AL AL R AL MM MM X
i d b de kel WA R e kg &
L kN e W N
N R e e N -
R N N 3
N Rl e el
N sl
N N NN
I N N ol ak al
T ar W iy Tl e A bl
] d B
k.....q._,.”...”..r - ”..qh . H...H;H...H&H;H...H
CRERE )

F ]
»

L
A HHH!H:H:H:HHHHH M
oA M
PP LN A
A A A
i
PN

)
x
)
x
X N
XK e
X

X

Ll I I L T Tl Sy S o S by g e

K 2 I I I N A R Sy
L e I Sl T I 0 O O I e ey
o e e
L e I T T I 0 e iy iy it
L o T N L 0 S Rl vy g el
(O xR L S A s
I o I I T o e o o
(R L L P I e
r F F ] L]
e e N A AL SN A A AR A A A M A

A
co o N ..................................“..r.......-.”........_.....q..........._..............q.a
P S L N Ny
%k#nt*uk}.#**&&
i e e
T I
o R N N Ay
PN R A N A e a alal alalaL;
e D e e e
N T I N Y
L I P I I I
i T e iy e e e e T A e
o & o -
kH.q X ...H.._H tn... h_ﬁ . .rH&H&H...H.qH& - H.q .~ ....H.qH.qH...H.qH.._”....q.._
P I A e e N
& r ok Al
g e e

O
S
PRAC LI M

B RO M )
EXXXNNNIN

> ar .

A A I N A T R I A e B M A )

e
ww ...H...H...”...”...“ ...”...H...H.q”...u...“ .r”._..”..
Pl L M A
e AT
P L M N Tl
o -
e e At

M)

X

b by & s bk oar
b s bk b b oa
= h n r s & = oan
r s
r




US 9,405,974 B2

Sheet Sof 12

Aug. 2, 2016

U.S. Patent

o F ] o
o .rH...H.r .__ .-H...HJH...H...“ .._.H.._ u...”.qu.qu...”.qn.qu S
W dr A e wCu e A e ke
a8 ar e e T ey w ey e iy
o e i dr o ARk ke gk b a &k Ak &
o F ]
r...“..._ .r...H... .__-“ ...H...H...H...H...H .._.H.. ”...H...H.q”...n...u.._u... "~
R N Nkl
L e i a a aaa a
N R N
dr dr e w e e e de e e b 0 i
A A A e e e e
g NN N LN AN NN~
odr dr k kM d e de i i ki W
o e o e e T T T ”.......r....._......_........q.._........_._
AT ke a w a e a de ke e dede ik

|

o i |

]
I
N )

P

ilxl}-

H.x.l.l.l.x; .

Ixﬂn:hﬂnlnﬂﬂil
IIHHH.H.HHH!HHHHHHIH
A_M
HH"H

A
|

> L ar & - . -
ey HH?.H?.H .r...H.._ H...n .H....H...H.._ .__nH...H...H....H...H... A .H... " ”...H...H...HJH...H...HJH -
] ; "
" ot P N P N SR R DE N R P N RN LN

A
J Al
"I.HHHH x
A A

N AP N Ny
i ..1.._..__.................%-........1._1...-...............4...
._..

LN

ok

o TN P N I N Ny
xS N .._..”.._.4 A ......_......_.....__”r....._.“......................................._..4.__....
A !
e

A_A A
AN
Al

.-
L A o [ ]

.nnxnrﬂx” t”#HtH...”tH...”...”u iy H...”kH...”...H&HuH r”.q.__ .H...“.qu.q“...“.q....._.___ “

A U RO A

L A A e dr eyl iy e gk e a

LN e h dr e A ddp e kel e s ek kR Rk

A KK Lk Nl R U 3L Al A )

i i Sy dr e drdp b e dp e ek ik kR

" TR P N N N N el s

iy

L )

"o o

.4;”.;”#”4”4“4”4”*”#”4”.. H._.. .-_.4.__.
&
T A L )

]
]
L

& .
A A
L
AL Attt A

i
._._.__..4.___H._._.__. *at, ” “ H...H...H.._.H....r....._.._“.
e PN
wwaa ae  aa
r A b bk h b b ohoh
F ] r b &

)
LN
»

PR
o )
Y
F
)

4-44:
i

L)
ir

r
¥
L

»
.
L}

F1G. 4D



US 9,405,974 B2

Sheet 6 of 12

Aug. 2, 2016

U.S. Patent

X ]
R XX R R
X X XX xR
AN R
N B

x
"
dr e i b i i e
e A NI N L M x
N A
L ar i T ey
R L N e
e
[ -
el e e
N T R s el
I T T e e
N o o e e e
I I T T I O 0 T R v P i

E

LA
. k IIIHHHHHHHH ] .
e

7

1

T T e a A a a e e
o S R R el el
B e
o I N N Nl A Y
e I I R ol L e ey e LN
Ll I T T I N O g et
P R R e o
L I I T I R
O I e o
i e e T T T o e e T T T
L el e L
P I N T T I I e N
P N R e e e s e
L I T T
L P R e R aa el ey
F ] F ]
N N TN A X Sl ML ML pL

.
A
2 Sty

R

]
x X
|

o
M
F

?lx?'! M

x ?ﬂx.ﬂ >

-
i
|

i

;}h

N
.

FE
Al
E

e Y L A R ol

T .”....4.._ H..........q.q....q.q....q.q....q.___...

N N N
[ F ] F ]

f P L DENE N N N A A JE N PN AL A NN

*
[y
PR PR AL IR N A A 2l N
»
[y

o

...”.__. S M,
2 3l
ol N
MR N
; LRl L

X

A
]
Y

NN )
o

X
o dr A g e e i i X

L
F 3 )
Lt N

ENNE

)

XXX N
PN
Fe o

; :Jr
DR NN N )

FY
E )
¥
L
E

»
L
Eals
X K

»

L
ol

Ll
SRSl
Ll
L)
i

-I-I“

'y
L 4.4..”&......&....4..1&._{.1.
H.___ AL H.q.......... AL
i i
o &
-

L
&
L
»

¥

a A A e dp e ke e A L e
.-.“.-.“.-.H... i .-.”....r.r”.._.._..v & .-....T....r.r.-.-n.._ )
& e e
R _-_.__.H....H... i dr ...H....._...f
= SO RE LM N AL

N

»

o i
-
I

EE )
EE N
L )

¥
F3




US 9,405,974 B2

Sheet 7 of 12

Aug. 2, 2016

U.S. Patent

0057

Q00Y

|

Qust:

ﬁ.
i
!

00ue

G Ol

XAANE 0100 A3Z-0LOZA

005

p
-4

vt

00 (0%

.”.

K

4
k
-

000}

00

00
mg
mg
yo'0

900

- 100

w/

~~— (05

800

~NCE

LAaliVE QUCURS

R
A



US 9,405,974 B2

-
-.._._,....... ......

N R
koM Kk ke
R T
b oar & b odrow w oA oA
.._...1.._ ..1..1.._ .l.t.r.T.._ .l.._ 1..1.._..._..._..._.
-_.r.._.r.l.._.__.__.r........

K d doa & ke b b d iy ..___u_.
it ._......r......_......r u..xu..v r.v
Pty i r.._..r.r......_..... u..xu_.u..r.v
oax b A b b b O A b i B

.._..rn.._.r.r............
g .r.._...._..r.r.._.._.r.._.r.....r................ FHPF
koo ko b kb b b dr d W

.__..___k

M

B oa i om e e dr g e HHH Srod e ok d e de dr e e e e el S 0 o .._..._.ll x
o I o P I N e oo o S I I I o e o P o S o I N ooy
A e b ke e e e e qu..-... T y Iy A e e e S Hu..u..x .-..-..-_.....r.-_ .r.__.._n.r.r“.lt.r.r.r.._......_.r.._..._............... HHH
” : .4.__..4.4”.. i .r.._.__..r“.. ..rH....H.__H..”....H...H...H r.”v_v
Pl
; - e
A & b oo o ki N

H

dr dr Jr o & b b b 4 b b i & HFFIF

& I o & L N & x A
T
P LN B A M A N A

I W | .....r....n....rii.r.........r.ru....l......................l .u..!!!u_.u..!!u..u..
W e e i i e

N N e o o
| b & & b or o grodroa s b b N BN
R N L I L e o o o
P I B o o o e

HH’HH'HF!F!

b

.
FY

!ﬂ.l....r.q.....rq.u.........xxr.xr

|l ki N

s ar i

””“II .....r....“.........._ H....H....H.... ”....“ ....H....H.-.H.-. ”HH!HF”F”.H
" s

J ....r....._....... i.;..-...;..r....l....qb.....l.....l.l.l. HFRFPPHFUH

r o A F
A
e e e e e e I
L L I I L e o o A A
i i i e
o O
o e o T i

oW

»

N N N
ar o ap e  ap a a dp e
e e b a ek

Fi

>

IMHHF!HH

o

e
o dr r o
P e e

F ] I
l"n"a ......H.._..__ ...H...H.._..__ ....._...”.___H.qu...”.qn Hrnr”v
i d e R XA

: e o AN N M N K X

IR x w ' we MEAL M MR AL MMM x i

A e e R gk xxrv
F ]

R A I NN X ER X L k)

x
"
Ll ol A A "
ol
R R M N

P Py e g Mg, P Pl
L ....r...............n...n........_....q.q....q.q... A
s e e e s

-,

_ 'ﬂ“n“'ill.?‘;

Sheet 8 of 12

"‘HHH'.IE?‘;EHK

Aug. 2, 2016

U.S. Patent



U.S. Patent Aug. 2, 2016 Sheet 9 of 12 US 9,405,974 B2

I/
Vs
702 A/
\'\$ ) / , //
“’X / | */{/ f’f
) / / /
/x"’ / /’ /,"
704 7/ A 7 ,

~160
~101 “ﬂ
-‘§62“‘§

164~

Y AXIS PIXEL

165~

166-

487 1 i | i [ :
{1 72 73 4 75 6 77 78
KAXIS PiIXEL

FiG. 7B




US 9,405,974 B2

AR i
A A i
A A A AR A AT
a A A R

e e e

L) Ll )
M e M R Ml
L) L

L) -

.___.___._...___._._.___
.___.___.__..___.___.4
AR
LR N
N )

L) *
* *

L]
-
[3

3 u._FHFEFHFEPHFHFHFHHHHHHIHII

.

A

n_I

x
xR
x X

H
AIHIIIHHHH

o
A
]

i

4

i

FY
W

L

A
A
A

oA

4

Sheet 10 of 12

e

Jod dp h h k& A
N

. }.l.}.b.}.l.}.b. & .r.- .T.T.r.- - ’

_ou e e

& i ko
iy d A a ae a w p
i e d e ke
L

e a a a a
L)

;H...H#H.___”...H.a....q a8
A )
M A A MR

»

o
R el N
e

»
'yt
E3E)
o
L)
Y

o o /
R o A TatataTa
E -lﬂﬂxxrxﬂ.ﬂﬂ.x’ﬂ?x? .’.H’. k1

F X RN N NN N A KN RN

»

4:4-:4:4:4- *4:4:4-
LR M N N )
N N N )
LN NN )
E R M)
NS RN )
E R M)
L NN )
A

Y
*

-

L)
*

»
L
»
»
L
»
L
»

ot
Lt}
Lt
o
4-4-:4-
L
ity
EY
4:4:4-
L
4:4:4
o
L

»

L
L
* ¥
L
&
& ¥
]
&
L ]
L ]

»
B
»
»
B
»
L
»

A
o
L )
4:4-:4-
o
L
A

.4._._.__.._._.___._...___H
e AL M
R MMM

ol
Lt )
L
)
E )
)
ENN )

.__..4”.__.H H.___”.__.“.___H.q“
O et
A d kA&
L aE aE al k)
Ll kel sl el
e ok
o AN

Aug. 2, 2016

U.S. Patent

¥

[

L RN W

MR N N

P R N A
W ek aa ay

L I )
W N R
i e

ok
L L

]
4._..H._._.__.._._.4._...4._._.._.4.._........... ¥

Al
o

ar

*

Ll
-

»




U.S. Patent Aug. 2, 2016 Sheet 11 of 12 US 9,405,974 B2

- 900
¥

|7 GENERATE A BINARY MASK OF A DETECTED
902 OBJECT OF INTEREST

- T ESTABLISH A TARGET OBJECT
904 REPRESENTATION OF DETECTED OBJECT

-----------------------------------------------------------------------------------------------------------------------------------------

] DETERMINE LOCATION OF ORJECT OF
206 INTEREST IN CURRENT FRAME

| ESTIMATE EXPECTED SIZE AND ORIENTATION
HUS OF OBJECT OF INTEREST

[ LOCALIZE OBJECT OF INTEREST IN AT LEAST
910 ONE SUBSEQUENT FRAME

_ OUTPUT TRACK OF OBJECT OF INTEREST IN
912~ ACQUIRED VIDED

’.r’-'.r

END

FIG. 9



U.S. Patent Aug. 2, 2016 Sheet 12 of 12 US 9,405,974 B2

— 1000

//_,_- ---.- TTTTTTTTITITTTTT T, -
( START _ 'Y

ACQUIRE VIDED

IDENTIFY REFULAREZED MOTION ENVIRONMENT

ReTRIEVE RULES FOR REGULARIZED
MOTION EN\»’ERONE‘H ENT

RETRIEVE IMAGE CAPTURE DEVICE INFORMATION

A4 --—---% DETECT OBJECT! S} "’“*F NTEREST IN FRAMF

GENERATE BNARY MASK

é ESTABLISH TARGET OBJECT
1014 ——  REPRESENTATION OF KERNEL CONTAINING
g DETECTED OBJECT(S) OF INTEREST

LENTIRY CﬁgNDiDﬁTE KERNEL 1N FRAM

1018 7 MATCHING TARGET KERNEL
_ ___H__j'"""'""'""'ﬁ'é'i:'éméﬁé[ﬁéﬁ@é?ﬁ?ifiﬁéﬁiﬁé """""""""
18 CANDIDATE KERNEL IN FRAME

#H_E DETERMINE APPARENT SIZE OF MATCHING
W™ | CANDIDATE KERNEL ASFUNCTION OF LOCATION

i RETRIEVE HiS"‘DRlC% SIZE AND
ORIENTATION INFORMATION

p+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ +++++++++++++++++++++++++++++++++++++++++++++

ReTRIEVE SiZE AND ORIENTATION
INFORMATION FROM EXTERNAL SQURCE

DETERMINE EXPECTED SIZE AND EXPECTED
ORIENTATION OF A CANDICATE KERNEL
ViAA PRIOREINFORMATION

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

| OUTRPUT TRABKED ORJECT OF
INTEREST TRAJECTORY N ACQUIRED VIDED




US 9,405,974 B2

1

SYSTEM AND METHOD FOR USING
APPARENT SIZE AND ORIENTATION OF AN

OBJECT TO IMPROVE VIDEO-BASED
TRACKING IN REGULARIZED
ENVIRONMENTS

TECHNICAL FIELD

The presently disclosed embodiments are directed toward
methods and systems of the transportation arts, tracking arts,
video processing arts, predictive arts, and the like. More
particularly, the teachings disclosed herein are applicable to
methods and systems wherein video-based tracking of
objects of interest 1n a regularized environment 1s optimized.

BACKGROUND

The proliferation of traffic and surveillance cameras and
the increasing need for automated video analytics technolo-
gies have brought the topic of object tracking to the forefront
of computer vision research. Real-world scenarios present a
wide variety of challenges to existing object tracking algo-
rithms including occlusions, changes 1n scene 1llumination,
conditions and object appearance (color, shape, silhouette,
salient features, etc.), as well as camera shake. While signifi-
cant research efforts have been devoted to solving the general
problem of robustly tracking groups of objects under a wide
range of conditions, the environments encountered in traffic
and surveillance situations are typically limited in scope with
respect to directions and speeds at which objects move.
Examples of implementations that rely onrobust object track-
ing 1nclude video-based parking management and video-
based vehicle speed estimation, measuring total experience
time 1n retail spaces, and the like.

The atorementioned real-world scenarios present a wide
variety of challenges to existing object tracking algorithms.
An example of such a scenario 1s the use of a fish eye camera
to determine “total experience time” of a vehicle 1n a drive-
thru setting, 1.e., an ultra-wide-angle lens that produces a
hemispheric view of a scene created via the introduction of a
lens that has a shape and index of refraction that captures all
light forward of the camera and focuses it on the CCD chip.
Two key 1ssues that affect performance of appearance-based
object tracking in video streams are (1) change 1n apparent
s1ze of an object due to perspective and/or distortion, and (11)
change 1n appearance of an object due to its orientation rela-
tive to the camera. For example, due to the projective nature of
a camera, objects farther away from the camera appear
smaller than objects closer by; this applies to both rectilinear
and fisheye lens cameras. In addition, fisheye lenses usually
introduce extreme barrel distortion in order to achieve wide
angles of view. Barrel distortion results 1n spatially varying
image magnification, wherein the degree of magnification
decreases with an object’s distance to the camera’s optical
axis. As another example, objects that are longer along one
dimension than along others and that change orientation as
they traverse the field of view of the camera are perceived to
g0 through changes 1n aspect ratio, even 1n the absence of lens
distortion.

While fisheye distortion 1s an extreme case of barrel dis-
tortion, usually associated with wide angle imaging systems,
other types of distortion also occurs 1n imaging systems. For
instance, telephoto lenses often possess pincushion distor-
tion, where magnification increases with distance from the
optical axis. A zoom lens, as those used 1n common P1TZ
(Pan-Tilt-Zoom) surveillance systems, can operate along a
continuum from wide angle to normal (rectilinear) to tele-
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photo, and possess respective distortions. Anamorphic opti-
cal systems may be used to form a panoramic view of a scene,
where the distortion will differ in perpendicular directions.
Current attempts to estimate object size and orientation 1n
addition to object location can be error-prone and may have
increased computational complexity due to the higher-di-

mensional optimization space 1n projective and optically
induced distortion.

Thus, 1t would be advantageous to provide an eflicient
system and method for video-based tracking of an object of
interest that exploits the regularized conditions present 1n
transportation scenarios to achieve robust and computation-
ally efficient tracking that has object orientation and size
awareness.

INCORPORAIION BY REFERENCE

The following references, the disclosures of which are
incorporated herein by reference, in their entirety, are men-
tioned.

G. Bradski, Computer Vision Face Tracking for Use in a
Perceptual User Interface, Intel Technology Journal Q2
1998.

J. Ning, L. Zhang, D. Zhang and C. Wu, Scale and Orien-
tation Adaptive Mean Shift Tracking, Institution of Engi-
neering and Technology Computer Vision, January
2012.

D. Comaniciu et al., Real Time Tracking of Non-Rigid
Objects using Mean Shift, in Proc. IEEE CVPR 2000.
M. Isard and A. Blake, Contour Tracking by Stochastic
Propagation of Conditional Density, In. Proc. Euro.

Coni. Computer Vision, 1996.

K. Smith et al., Evaluating Multi-Object Tracking, Work-
shop on Empirical Evaluation Methods in Computer
Vision, 2005.

J. Shi and C. Tomasi, Geood Features to Track, IEEE Con-
ference on Computer Vision and Pattern Recognition,
1994,

C. Hue et al., Tracking Multiple Objects with Particle Fil-
tering, 1E. JE Transactions on Aerospace and Electronic
Systems, Vol. 38, No. 3, July 2002.

K. Okuma, et al., 4 Boosted Particle Filter: Multitarget
Detection and Tracking, Lecture Notes 1 Computer
Science, Volume 3021, 2004,

D. Ross et al., Incremental Learning for Robust Visual

Tracking, Neural Information Processing Systems 17,
MIT Press, 2009.

BRIEF DESCRIPTION

In one aspect of the exemplary embodiment, a method for
optimizing video-based tracking of an object of interest 1s
provided. The method includes acquiring a video of a regu-
larized motion environment comprising a plurality of video
frames. The method also includes detecting an 1nitial instance
of at least one object of interest in the plurality of video
frames including a location thereof, and determining an
expected si1ze and an expected orientation of the at least one
object of interest as a function of the location. In addition, the
method includes localizing the at least one object of interest in
at least one subsequent video frame responsive to the deter-
mined size and orientation. A computer processor performs
the acquiring, detecting, generating, determining, and/or
localizing.

In another aspect, a system for optimizing video-based
tracking of an object of interest 1s provided. The system
includes a video acquisition unit configured for acquiring a
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video of a regularized motion environment in memory, the
video comprising a plurality of frames. The system also

includes an object detection unit configured for detecting an
initial instance of an object of interest a frame of the plurality
of video frames, and an object characterization unit config-
ured for establishing a target object representation of the
detected 1nstance of the object of iterest. Additionally, the
system 1ncludes an object localization unit configured for
determining a location of the object of interest 1n the frame 1n
accordance with the target representation of the detected
instance of the object of interest. The system further includes
an object s1ze and orientation umt configured for estimating a
size and an orientation of the object of interest in a next
subsequent frame as a function of the determined location.
Furthermore, the system includes a processor which imple-
ments at least one of the video acquisition unit, the object
detection unit, the object characterization unit, the object
localization umit, and the object size and orientation unait.

In another aspect, a computer-implemented method for
optimizing video-based tracking of an object of interest is
provided. The computer-implemented method includes gen-
erating a binary mask of an instance of a detected object of
interest 1n one of a plurality of video frames, and establishing
a target object representation of the detected instance of the
object of interest 1n accordance with the generated binary
mask. In addition, the computer-implemented method
includes determining a location of the object of interest in the
frame 1n accordance with the target representation of the
detected instance of the object of interest, and estimating a
s1ze and an orientation ol the object of interest as a function of
the location. The computer-implemented further includes
localizing the object of interest 1n a next subsequent frame
responsive to the estimated size and orientation.

In another aspect, a method for optimizing video-based
tracking of an object of interest 1s provided. The method
includes acquiring a video of a regularized motion environ-
ment comprising a plurality of video frames, and detecting an
initial instance of at least one object of interest 1n an itial
video frame of the plurality of video frames including detec-
tion of a location thereof. The method further includes local-
1zing the at least one object of 1nterest in a plurality of sub-
sequent video frames, and determining an object trajectory of
the at least one object of interest localized 1n the plurality of
subsequent video frames. Furthermore, the method includes
determining an expected size and an expected orientation of
the at least one object of 1nterest as a function of the deter-
mined trajectory, and localizing the at least one object of
interest 1n at least one of the plurality of subsequent video
frames based on the determined expected size and expected
orientation. A computer processor performs at least one of the
acquiring, detecting, localizing, determining, and localizing.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent or application file contains at least one drawing,
executed 1n color. Copies of this patent or patent application
publication with color drawing(s) will be provided by the
Office upon request and payment of the necessary fee.

The following 1s a brief description of the drawings, which
are presented for the purposes of illustrating the exemplary
embodiments disclosed herein and not for the purposes of
limiting the same.

FIG. 1 1s a functional block diagram of a video-based
system for optimizing tracking an object of interest 1n accor-
dance with one aspect of the exemplary embodiment.

FIG. 2 1s a functional block diagram of the interaction of
components of the video-based system for optimizing track-
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4

ing an object of interest shown 1n FIG. 1 1n accordance with
one aspect of the exemplary embodiment.

FIG. 3 1s an 1llustration of a sample video frame captured
with the video acquisition for use 1n the video-based system
for optimizing tracking an object of interest 1n accordance
with one aspect of the exemplary embodiment.

FIGS. 4A-4F are 1llustrations of binary outputs and corre-
sponding video frames from the object detection unit of the
video-based system for optimizing tracking an object of inter-
est 1n accordance with one aspect of the exemplary embodi-
ment.

FIG. 51s an illustration of a histogram corresponding to the
object detected 1n FIGS. 4A-4F.

FIGS. 6 A-6F are 1llustrations of kernel size, location, and
orientation as used in the video-based system for optimizing
tracking an object of interest 1n accordance with one aspect of
the exemplary embodiment.

FIG. 7A 1s an 1illustration of a video camera viewing an
abstraction of a vehicle 1n accordance with one aspect of the
exemplary embodiment.

FIG. 7B 1s an 1illustration of a mapping of corners of the
abstraction depicted 1n FIG. 7A to an image plane in accor-
dance with one aspect of the exemplary embodiment.

FIGS. 8A-8B are illustrations of pseudo-colored maps
respectively 1llustrating apparent size and orientation of an
object of interest illustrated i FIGS. 3-7B.

FIG. 9 1s a flowchart that illustrates one aspect of the
method for optimizing video-based tracking of an object of
interest according to an exemplary embodiment.

FIG. 10 1s a flowchart that 1llustrates another aspect of the
method for optimizing video-based tracking of an object of
interest according to an exemplary embodiment.

DETAILED DESCRIPTION

One or more embodiments will now be described with
reference to the attached drawings, wherein like reference
numerals are used to refer to like elements throughout.
Aspects of exemplary embodiments related to systems and
methods for video-based tracking of objects of interest are
described herein. In addition, example embodiments are pre-
sented hereinatter referring to tracking an object of interest 1n
a regularized motion environment, such as tracking vehicles
in a parking lot, on a highway, on a road, etc., or people in a
building, 1n a park, on a sidewalk, etc., from acquired video,
however application of the systems and methods set forth
herein can be made to other areas of tracking or imaging
operations.

According to one embodiment, there are provided systems
and methods which extend object tracking via exploitation of
a prior1 and/or learned knowledge of object size and orienta-
tion 1n a regularized motion environment 1n order to achieve
robust and computationally efficient tracking. The systems
and methods comprise the following modules or units: (1) a
video acquisition module that captures or otherwise receives
video of the area being monitored, (2) an object detection
module that detects an 1nitial instance of an object of interest
in the incoming video; (3) an object characterization module
that establishes a target object representation; (4) an object
localization module that determines the location of the object
being tracked on a frame-by-frame basis. The systems and
methods set forth herein further include (5) an object size and
orientation determination module that relays, e.g., provides
teedback, on the size and orientation object information to
modules (2), (3) and (4) as a function of the object location
determined by module (4) as well as learned or manually
input size and orientation data. According to one aspect, the
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object size and orientation unit can comprehend the geometry
and orientation of the object to make an accurate estimate of
the detected object size.

Referring now to FIG. 1, there 1s shown a functional block
diagram of a video-based system 100 for tracking an object of
interest in accordance with one aspect of the subject disclo-
sure. It will be appreciated that the various components
depicted 1n FIG. 1 are for purposes of illustrating aspects of
the exemplary embodiment, and that other similar compo-
nents, implemented via hardware, software, or a combination
thereol, are capable of being substituted therein.

As shown 1n FIG. 1, the searching system 100 includes a
computer system represented generally at 102, which 1s
capable of implementing the exemplary method described
below. It will be appreciated that while shown with respect to
the computer system 102, any suitable computing platform
may be utilized 1n accordance with the systems and methods
set forth herein. The exemplary computer system 102
includes a processor 104, which performs the exemplary
method by execution of processing instructions 108 which are
stored 1n memory 106 connected to the processor 104, as well
as controlling the overall operation of the computer system
102.

The 1nstructions 108 include a video acquisition unit 110
operable to acquire video 138 of a scene of interest from an
associated 1mage capture device 134 via a suitable commu-
nications link 136, e¢.g., a video camera, still camera, eftc.
Suitable examples of such image capture devices 134 may
include, for example, CMOS, CCD, and other types of cam-
cras capable of recording or capturing moving images.
According to one embodiment, the video acquisition unit 110
may be emplaced in a suitable regularized motion environ-
ment 141, e.g., a parking lot, street corner, thoroughifare,
highway, or the like, the environment 141 having a set of rules
156 corresponding thereto. It will be appreciated that while
illustrated 1n FIG. 1 as being directly coupled to the computer
system 102, the image capture device 134 may be 1n commu-
nication with the computer system 102 via a communications
network (not shown), such as, for example, a virtual local area
network, a wide area network, a personal area network, a local
arca network, the Internet, an intranet, or any suitable com-
bination thereof. The communications link 136 may be
implemented as, for example, the public-switched telephone
network, a proprietary communications network, infrared,
optical, or other suitable wired or wireless data communica-
tions channel.

The 1mage capture device 134 may be implemented as a
video camera 1mn communication with the video acquisition
unit 110 to facilitate capturing or otherwise recerving video
138 of the area of interest. Alternatively, previously captured
and stored video can be read from a database 128. It will be
appreciated that in accordance with the systems and methods
set forth herein, specific requirements 1n terms of spatial or
temporal resolutions may not be needed. However, traditional
survelllance cameras are typically IP cameras with pixel reso-
lutions of VGA and above (640x480) and frame rates of 15
tps and above. It will therefore be appreciated that the systems
and methods set forth herein are capable of operations using
a plurality of different pixel resolutions and different frame
rates. It will further be appreciated that a fisheye camera can
provide a large field of view of a scene, but at the expense of
sulfering from large changes in the size of the object as 1t
moves through the scene due to the aforementioned lens
distortions associated with wide angles of view. In addition,
image capture device information 158, e.g., the frame rate,
position of device 134, angle, lens-type, and the like, may be
utilized by the video acquisition unit 110 or other unit 1n the
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6

operations set forth below. FIG. 3 illustrates a sample video
frame 300 captured with the video camera 134 containing an
example area of interest 302 test area used for demonstration
purposes, €.g., a parking lot.

The 1nstructions 108 of the system 100 further include an
object detection unit 112 that 1s configured to detect an 1nitial
instance of an object of interest 140 1n the imncoming video
138, 1.¢., the video 138 captured (from video camera 134) or
obtained (1from the database 140) by the video acquisition unit
110. In accordance with one embodiment, a double difference
technique followed by morphological operations may be
implemented by the object detection unit 112 to detect the
initial stance of an object of interest 140 in the imncoming
video 138. The morphological operations discard objects in
motion with size and ornentation outside pre-determined
ranges determined by the object s1ze and orientation determi-
nation 118, discussed 1n detail below. The output of the opera-
tion 1s a binary mask 142 with the same pixel dimensions as
the mput video 138, and having values equal to O where no
motion/foreground object 1s detected and values equal to 1 at
pixel locations where the contrary is true.

In accordance with another embodiment, background esti-
mation and subtraction may be used for foreground object
detection, which requires estimation of the stationary scene
background, followed by subtraction or comparison between
the estimated background and the current frame, coupled with
morphological operations to 1solate blobs of the appropriate
s1ze. A background estimate can comprise an image obtained,
for example, by performing a pixel-wise running or weighted
average, or pixel-wise median computation of mcoming
video frames; alternatively, a background estimate can com-
prise a set of pixel-wise statistical models describing the
historical behavior of pixel values. When subtracting a cur-
rent frame with a background estimate, pixels that are above
a pre-determined threshold are deemed to belong to the fore-
ground; when comparing a current frame with a background
estimate, pixels that are deemed not to {it their corresponding
statistical model are deemed to belong to the foreground. The
output of such approach 1s a binary mask 142, similar to the
output by the double difference technique.

In accordance with one embodiment, the object detection
umt 112 may be configured to detect an 1nitial instance of an
object of interest 140 via one or more external inputs. That 1s,
the 1nitial instance of an object of interest 140 1n a field of
view may be pre-determined based upon the position of an
entryway (gate), a sensor/ticketing booth, or the like. In such
an embodiment, the 1imitial detection of the object of interest
140 would be ascertained upon the object 140 activating a
gate (not shown) or triggering a sensor (not shown), such that
the mitial detection could occur prior to activation of video
camera 134 to begin acquiring video 138 of the environment
141. Examples of triggering sensors include roadway sensors
such as, but not limited to, pressure hoses, piezoelectric sen-
sors and induction coils that are physically laid out on the or
underneath the surface of the road. Other remote-sensing
systems such as radar- and laser-based systems can be
employed. It will be appreciated that such an embodiment 1s
capable of implementation 1n accordance with the systems
and methods set forth herein and as explained in greater detail
below.

FIGS. 4 A-4F are an illustration of an example usage of size
and orientation awareness 1n motion detection processes. The
example of FIGS. 4A-4F depict two objects of interest 140,
¢.g., vehicles, moving around a scene, e.g., a parking lot,
which 1s being monitored by a suitable video acquisition unit
110 inclusive of a video camera 134, e.g., a fisheye camera. As
illustrated in FIGS. 4A-4F, the apparent size and orientation
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of the vehicles 140 change drastically. FIGS. 4A, 4C, and 4E
show binary masks 142 corresponding to the input frames 144
from FIGS. 4B, 4D, and 4F, respectively. The motion blobs
400 and 402 depicted on the binary output 142, 1.¢., the binary
mask 404 1n FIG. 4A (corresponding to the video frame 405
of FIG. 4F), are 892 and 967 pixels 1n size and are at an
orientation of 19° and 7°, respectively. In contrast, the blobs
406 and 408 1n the mask 410 from FIG. 4C (corresponding to
the video frame 411 of FI1G. 4F) are 1,459 and 1,507 pixels in
s1ze and are at an orientation of —=26° and -37°, respectively.
Lastly, the blobs 412 and 414 1n the mask 416 from FIG. 4E
(corresponding to the video frame 417 of FIG. 4F) are 32,462
and 11,186 pixels 1n size and are at an orientation of —=3° and
25°, respectively.

To achieve the appropnate selectivity of moving objects
140 according to their size, ornientation and location, the
object detection unit 112 forwards the pixel coordinates cor-
responding to the detected foreground/moving object 140 to
the size and orientation determination unit 118. In accordance
with one embodiment, the size and orientation determination
unit 118 (which 1s aware of the predominant object size and
orientation of an object 140 as a function of location) creates
the required structuring elements 164 for the morphological
operations related with the computation of the foreground/
motion binary mask, e.g., 404, 410, 416. It will be appreciated
that the morphological operations perform hole-filling in
masks that result from the itial thresholding operation, as
well as removal of 1dentified objects with sizes and/or orien-
tations outside a pre-specified range depending on the object
location, as discussed in detail below. The presence of noise
or random motion of objects other than the ones being tracked
may lead to other blobs besides 400, 402, 406, 408, 412, and
414. Also, the blobs of the objects 140 being tracked may not
be contiguous or may have internal holes. An adequate struc-
turing element 164 can eliminate spurious blobs and internal
holes. In morphology, a structuring element 164 determines a
shape used to interact with a given image. For example, a
structuring element 164 of a given width and height can be
used as an erosion or opening element on a binary mask 142
containing 1dentified foreground or moving objects so that
objects with width or height smaller than those of the struc-
turing element 164 will be eliminated from the mask 142.
Similarly, holes within an object 140 may be removed with
the morphological operations of dilation or opening, with a
structuring element 164 greater than the dimensions of the
holes. Morphological opening and closings with structuring
clements 164 are often used 1n conjunction to remove spuri-
ous objects and holes within a binary mask 142. In the context
ol the subject application, the expected dimensions and ori-
entation of an object and noise-induced holes as a function of
its location 148 within the field of view of the camera 134 can
be used to determine the appropriate dimensions and orien-
tation of the structuring elements 164 used 1n the different
morphological operations that follow a frame-differencing or
background subtraction operation. Note that the attributes of
the structuring elements 164 used i morphological opera-
tions being performed may be spatially dependent.

According to other aspects, computer vision techniques for
object recognition and localization can be used on still
images. It will be appreciated that such techmques entail a
training stage wherein the appearance of multiple sample
objects 1n a given feature space (e.g., Harris Corners, scale
invariant feature transform (SIFT), histogram of oriented gra-
dients (HOG), local binary patterns (L BP), etc.) may be fed to
a classifier (e.g., support vector machines (SVM), expecta-
tion maximization (EM), neural networks, k nearest neigh-
bors (k-NN), other clustering algorithms, etc.) that may be
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trained on the available sample feature representations. The
trained classifier can then be applied to features extracted
from frames of interest and perform detection of objects of
interest 1in the scene 1n a stand-alone manner; alternatively, 1t
can be used 1n conjunction with the aforementioned motion
and foreground detection techniques and determine 11 the
initially detected motion blob 1s the object of interest with
high probability. In either case, the parameters of bounding
boxes (e.g., location, width and height) surrounding the
matching candidates can be output.

The instructions 108 stored i memory 106 may also
include an object characterization unit 114 that 1s configured
to establish a target object representation of the 1image area
determined by the object detection umt 112 to contain an
object of 1nterest 140. In one aspect of the subject embodi-
ments, color features of the kernel 146 associated with the
detected object 140 are used to represent an object 1n motion.
For example, a 16-bin, three-dimensional histogram 500 of
the RGB pixel values within the region where motion 1s
detected 1s constructed. FIG. 5 shows the histogram 500
corresponding to the object 140, 1.¢., the first vehicle, detected
in FIG. 4A. For visualization purposes, the 16>-color tensor
has been vectorized into a 4096 dimensional vector.

Other feature representations, mcluding texture appear-
ance (LBP histograms), gradient magnitude (HOG) and
clouds of point descriptors such as Harris Corners, SIFT and
SURF, may be utilized 1n accordance with varying aspects of
the subject embodiments. It will be appreciated that the object
representation of an 1mage region or kernel 146 may be highly
dependent on its location, size and orientation, and the sys-
tems and methods set forth herein utilize the selection of
approprate kernel parameters for tracking. The object char-
acterization unit 114 receives the current frame 144 and a
corresponding binary image 142 containing the pixel location
of foreground or moving objects that have been classified as
valid objects by the object detection unit 112. The object
characterization unit 114 extracts features from the current
frame 144 at the locations indicated by the binary image 142,
and communicates this set of features of the object(s) of
interest 140 detected 1n the current frame 144 to the object
localization unit 116. It then forwards the location informa-
tion of the 1dentified valid objects to be tracked to the size and
orientation determination unit 118, which, based on the
received data, determines the appropriate, 1.e., apparent, size
and orientation of the kernel 146 and transmuits it to the object
characterization unit 114.

FIGS. 6 A-6E illustrates the need for a si1ze and orientation
dependent kernel 146. As shown, FIG. 6 A depicts the image
region (e.g., the kernel 146) 1n which an initial object repre-
sentation was computed for a vehicle. FIGS. 6B and 6C show
the 1image region utilized by previous tracking implementa-
tions that does not adapt the size or orientation of the tracking
kernel 146. That 1s, 1t will be appreciated that the tracking
kernels 146 on the objects 140 remain of the same size and
orientation 1n both FIGS. 6B and 6C while the actual size and
orientation of the objects 140 have changed. In contrast,
according to one aspect of the subject embodiments, FIGS.
6D and 6F 1illustrate the size and orientation adaptability of
the kernel 146 utilizing the systems and methods set forth
herein, e.g., the size and orientation of the kernels 146 change
in conjunction with the size and orientation of the objects 140.
It will be appreciated that, given the significant effect of
perspective and distortion, the initial characterization of the
objects includes the full body of the vehicle. It will further be
appreciated that previous systems and methods for object
tracking failed to adapt to changes 1n perceived size or orien-
tation of the object being tracked, and as such would subse-
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quently sample significantly different areas than those corre-
sponding to the object of interest, thereby leading to errors 1n
tracking. For example, the mitial representation of the vehicle
from FIG. 6 A may contain information about the windows of
the vehicles, whereas the representation illustrated in FIG. 6C
may not. It will further be appreciated the 1mitial representa-
tion from FIG. 6 A may contain little background information,
whereas a significant portion of the background may be cap-
tured by the tracker in FIG. 6B.

Returming to FIG. 1, the mstructions 108 further include
the object localization unit 116 that1s configured to determine
the location 148 of the object 140 being tracked on a frame-
by-frame basis via finding the candidate kernel 146 with the
appearance that best matches the appearance of the target
kernel 146. That 1s, the object localization unit 116 1s config-
ured to find the location 148 of the candidate object 140
whose representation best matches the target object 140 rep-
resentation computed by the object characterization unit 112.

In accordance with one aspect of the subject embodiments,
the object localization unit 116 may utilize two methodolo-
gies 1n performing the aforementioned search for candidate
objects 140 that best match corresponding target objects 1n
the captured video 138. Combinations of both methodologies
are also possible. The first methodology capable of imple-
mentation by the object localization unit 116 utilizes a search
process that assumes that the object location, size and orien-
tation change smoothly across frames, and the searches are
performed for candidate objects with the current size and
orientation. After the location 148 of the best matching can-
didate 1s determined, 1ts size 150 and orientation 152 can be
adjusted based upon 1nput from the size and orientation unit
118. In this case, exchange of information between the local-
1ization unit 116 and the size and orientation unit 118 occurs at
least twice, once at the beginning of the search, and once at the
end of the search.

The second methodology capable of implementation by
the object localization unit 116 utilizes a search process that
1s constantly aware of the predominant size 150 and orienta-
tion 152 of the candidate search location 148, and, at every
iteration of the search process, transmits the location of the
candidate kernel 146 to the size and orientation umt 118.
Responsive thereto, the object localization unit 116 receives
the expected size 148 and orientation 150 of the candidate
kernel 146, according to its location 152. For example pur-
poses, the operation of the object localization unit 116 may be
illustrated in the context of template matching, point tracking,
mean-shift tracking, and particle filter tracking. However, it
will be appreciated that the subject systems and methods are
equally adaptable to other object tracking methodologies uti-
lizing the optimization techniques set forth herein.

With respect to template-matching tracking, operations are
performed by searching for the best match 1n terms of a
similarity metric between the template and a set of candidate
samples. In contrast to mean shiit tracking (discussed below),
which performs iterative searches, template matching per-
forms an exhaustive search within the neighborhood of inter-
est. Accordingly, template-matching tracking may begin with
the representation of a sub-image of a given size and orien-
tation centered at a detected motion blob corresponding to the
object 140 to be tracked at the initial frame 144. For the
subsequent frames within the neighborhood of interest, nor-
malized correlations between the template representation and
the representations of the candidate windows of the current
frame 144 are calculated; the position where the maximal
normalized correlation occurs 1s considered as the position of
the tracked object 140 1n the current frame 144. The size and
orientation unit 118 can perform correlations between the
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10

current object representation and candidate object represen-
tations at different neighboring locations, each of which can
be associated with a region of a given size and orientation, as
determined by the size and orientation unit 118. Iterations of
this procedure are then performed until the tracking of the
current object 140 1s completed (e.g., when the object 140
leaves the scene or 1s outside of region of interest). Addition-
ally, the template may be updated from frame to frame using
a sub-1mage centered at the current tracked position and with
a specific size 150 and orientation 152, again as determined
by the size and orientation determination unit 118.

With respect to point tracking, features 1dentifying salient
points 1n the region of interest (e.g., kernel 146) correspond-
ing to the object 140 being tracked are extracted, and 1ndi-
vidual point or group correspondences are found across adja-
cent frames. Such features include, but are not limited to
SIFT, SURF, Harris Corners, and KL'T features. In one
embodiment, as correspondences are found between a set of
features extracted from two instances of one object being
tracked across temporally adjacent frames 144, an aifine con-
sistency check between both sets of features 1s performed by
the size and orientation unit 118. This check 1s performed to
verily that the relative spatial location between both sets of
features 1s consistent both with the tracked object motion, as
well as with the anticipated change 1n s1ze 150 and orientation
152. Specifically, the afline transiormation describing the
changes undergone by the feature set between adjacent
frames 1s checked for consistency with the expected change 1n
s1ze and orientation of the object relative to its change 1n
location.

With respect to mean-shift tracking, operations are per-
formed by iteratively maximizing a similarity metric (e.g.,
Bhattacharyya Coetlicient) between the target color histo-
gram representation and a set of candidate histogram repre-
sentations 1n a neighborhood centered at the current location
of the target, 1.e., a region of interest (e.g., kernel 146) 1n the
frame 144. A suitable example of a histogram 3500 1s depicted
in FIG. 5, as discussed above. As will be appreciated, instead
of exhaustively searching across all possible candidates,
mean-shift 1s configured to estimate the gradient of the simi-
larity metric and performs a gradient ascent algorithm that 1s
capable of maximizing the similarity between the target his-
togram representation and the candidates (i.e., the histogram
representations of the candidates ) in the search area. In accor-
dance with one embodiment, the size 150 and orientation 152
of the object 140 varies smoothly between temporally adja-
cent frames 144, whereby mean-shiit can be performed at the
local scale and orientation to find the location 148 of the best
matching candidate kernel 146. Subsequently, the size 150
and orientation 152 of the kernel 146 are updated according to
its new location 148.

With respect to particle filter tracking, operations are per-
formed by estimating a probability density of the state of the
system, which typically includes (but may not be limited to)
the location of the object being tracked. This density may be
represented as a set of weighted samples or particles. The set
ol particles contains more weight at locations where the
object 140 being tracked 1s more likely to be. Knowledge
about the object size 150 and location 148 can be used 1n a
sampling stage of the subject methodology, where the number
and spatial distribution of particles disseminated across a
particular region can be adjusted according to the expected
object shape, including 1ts size and orientation.

The instructions 108 further include the object size and
orientation unit 118 configured to determine the size and
orientation of the tracking kernel 146 as a function of 1ts
location within the image, 1.e., the video frame 144. The
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dependence of the object size on 1ts location can be performed
in several ways. In one implementation, i1f information
regarding the geometric setup of the camera 134 (1.e., the
camera’s height above the ground and angle between the
optical axis and the vector to the ground) along with 1ts
intrinsic parameters 1s known (1.e., the geometric mapping
function of a lens, such as a fisheye lens), the apparent size of
the objects 140 can be estimated a prior via camera calibra-
tion techniques, particularly under known constraints of
motion (e.g., vehicles are on the ground). The a priori infor-
mation utilized by the object size and orientation unit 118
may be determined from historical information, €.g., past size
150 and orientation 152 of objects of interest 140 stored 1n an
associated data storage 128, via a remote source 160 1n data
communication with the computer system 102 via a suitable
communications link 162, or the like. The remote source 160
may comprise sizes 150 and orientations 152 corresponding
to the regularized motion environment 141 1n which the cam-
era 134 1s positioned, as well as environmentrules 156, image
capture device information 138, and the like. The communi-
cations link 162 may comprise, for example, wired or wire-
less links, the Internet, an intranet, or the like.

An example of such an estimation for a fisheye camera 134
1s shown in FIGS. 7A-7TB. FIG. 7A shows a camera 700
mounted above the ground 702 and an abstraction (i.e., a
representation) of a vehicle, represented by a rectangular
prism 704 on the ground 702, 1.¢., the road, parking lot, eftc.
From a prior1 knowledge of the road, the angle of the car 704
on the road surface 702 can be estimated. From knowledge of
the mapping function of the lens, each point at the corner of
the rectangular prism 704 can be mapped to a pixel on the
camera 700. The inputs to the mapping function are the height
ol the camera 700 above the road 702 and the coordinates of
the vehicle, 1.e., the prism 704 relative to the camera 700. FI1G.
7B provides an illustration of a mapping of corners of the
rectangular prism 704 to an image plane. As shown 1n FIG.
7B, the area of the convex hull of the 8 corners of the rectan-
gular prism 704, mapped to the imaging plane of the camera
700 g1ves the estimated area of the vehicle represented by the
prism 704 at this position in the field of view.

A sample result of this calculation for the fisheye camera 1s
shown 1n FIG. 8A. The coordinates of the plot give the coor-
dinates of a pixel of the camera that detects the object. Note
that as 1n FIGS. 3, 4, and 6, a fisheye lens field of view 1s
captured 1n a circular area on the image plane. For a given
point 1n the 2-D plot, the magnitude of the value at that point
gives the relative size of the object if it 1s detected at that
particular location in the field of view. For example, 1f the
vehicle, 1.e., the rectangular prism 704, 1s 1n the lower right
portion of the image (dark red), 1t will take up twice as much
area 1n the 1mage plane as compared to if it 1s located 1n the
green areas of the image.

In accordance with one aspect, the expected size and ori-
entation of the objects can be learned over time by performing
object detection repeatedly and storing the pixel size 150 and
orientation 152 of the detected objects 140 as a function of
their location 148, e¢.g., the object information 154 of the
associated data storage device 128. FIG. 8 A shows a pseudo-
colored object s1ze map corresponding to the camera 134 and
scene used 1n the experimental setup and obtained via cali-
bration. FIG. 8B shows the learned orientation pattern for the
example scenario described above. The onentation 152 1n
FIG. 8B can be used or calculated a prior1 from the known
motion pattern along with the known shape and dimension of
the object 140 being tracked (e.g., current or previously gen-
erated object information 154) to provide a more accurate
estimation of the silhouette used in the calculation that gave
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FIG. 8A. For example, while both the apparent size 150 and
orientation 152 of moving vehicles 140 change 1n the scenario
under consideration, orientation of the corresponding kernel
146 would change little in the case of pedestrian tracking; 1n
that scenario, the perspective and distortion would mainly
alfect the kernel size—that 1s, as long as pedestrians are
always standing.

The computer system 102 may include one or more input/
output (I/0O) interface devices 119 and 120 for communicat-
ing with external devices. The I/O interface 119 may com-
municate, via communications link 132, with one or more of
a display device 124, for displaying information such as
returned 1mages, search results, object 1dentification, video
frame stills, queries, and the like, and a user input device 126,
such as a keyboard or touch or writable screen, for inputting
text, and/or a cursor control device, such as a mouse, track-
ball, or the like, for communicating user input information
and command selections to the processor 104.

The various components of the computer system 102 asso-
ciated with the system 100 may all be connected by a data/
control bus 122. The processor 104 of the computer system
102 1s 1n communication with associated data storage device
128 via a communications link 130 coupled to the 1/0 inter-
face 119. A suitable communications link 130 may include,
for example, the public-switched telephone network, a pro-
prietary communications network, infrared, optical, or other
suitable wired or wireless data communications channel. The
data storage device 128 1s capable of implementation on
components of the computer system 102, e.g., stored 1n local
memory 106, 1.¢., on hard drives, virtual drives, or the like, or
on remote memory accessible to the computer system 102.

The associated data storage device 128 corresponds to any
organized collection of data (e.g., video files, binary outputs,
kernels, objects, etc.) used for one or more purposes. Imple-
mentation of the associated data storage device 128 1s capable
of occurring on any mass storage device(s), for example,
magnetic storage drives, a hard disk drive, optical storage
devices, tlash memory devices, or a suitable combination
thereof. The associated data storage 128 may be implemented
as a component of the computer system 102, e¢.g., resident 1n
memory 106, or the like. In one embodiment, the associated
data storage device 128 may store video 138 acquired by the
video acquisition unit 110 from the video camera 138. The
data storage device 128 may further store object information
154 comprising pixel size 148, orientation 150 and location
152 data corresponding to one or more objects of interest 140
in a particular video 138 or video frame 144. The data storage
device 128 may further store rules 156 corresponding to one
or more regularized motion environments 141, e.g., speed
limits, size restrictions, trailic tlow, etc. According to one
embodiment, video acquisition device information 158 1s also
stored 1n the associated data storage device 128 that may
include, for example, the type of video camera 134, the lens
used, the location of the camera 134 relative to the regularized
motion environment 141, the frame rate, resolution, etc.

It will be appreciated that the video-based system 100 for
tracking an object of interest illustrated 1n FIG. 1 1s capable of
implementation using a distributed computing environment,
such as a computer network, which is representative of any
distributed communications system capable of enabling the
exchange of data between two or more electronic devices. It
will further be appreciated that such a computer network
includes, for example and without limitation, a virtual local
area network, a wide area network, a personal area network,
a local area network, the Internet, an intranet, or any suitable
combination thereof. Accordingly, such a computer network
comprises physical layers and transport layers, as 1llustrated
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by various convention data transport mechanisms, such as, for
example, Token-Ring, Ethernet, or other wireless or wire-
based data communication mechanisms. Furthermore, while
depicted 1mn FIG. 1 as a networked set of components, the
systems and methods discussed herein are capable of imple-
mentation on a stand-alone device adapted to perform the
methods described herein.

The computer system 102 may include a computer server,
workstation, personal computer, cellular telephone, tablet
computer, pager, combination thereof, or other computing
device capable of executing instructions for performing the
exemplary method. According to one example embodiment,
the computer system 102 includes hardware, software, and/or
any suitable combination thereof, configured to interact with
an associated user, a networked device, networked storage,
remote devices, or the like.

The memory 106 may represent any type of non-transitory
computer readable medium such as random access memory
(RAM), read only memory (ROM), magnetic disk or tape,
optical disk, flash memory, or holographic memory. In one
embodiment, the memory 106 comprises a combination of
random access memory and read only memory. In some
embodiments, the processor 104 and the memory 106 may be
combined 1n a single chip. The network interfaces 119 and/or
120 may allow the computer system 102 to communicate with
other devices via a computer network, and may comprise a
modulator/demodulator (MODEM). Memory 106 may store
data processed 1n the method as well as the instructions for
performing the exemplary method.

The digital processor 104 can be variously embodied, such
as by a single core processor, a dual core processor (or more
generally by a multiple core processor), a digital processor
and cooperating math and/or graphics coprocessor, a digital
controller, or the like. The digital processor 104 1n addition to
controlling the operation of the computer system 102,
executes the instructions 108 stored in the memory 106 for
performing the method outlined 1n FIGS. 9-10.

The term “software,” as used herein, 1s intended to encom-
pass any collection or set of instructions executable by a
computer or other digital system so as to configure the com-
puter or other digital system to perform the task that i1s the
intent of the software. The term “‘software,” as further used
herein, 1s intended to also encompass such instructions stored
in storage mediums, such as RAM, a hard disk, optical disk,
or so forth, and 1s mtended to encompass so-called “firm-
ware” that 1s software stored on a ROM or so forth. Such
soltware may be organized in various ways, and may include
soltware components organized as libraries, Internet-based
programs stored on a remote server or so forth, source code,
interpretive code, object code, directly executable code, and
so forth. It 1s contemplated that the software may invoke
system-level code or calls to other software residing on a
server or other location to perform certain functions.

Turning now to FIG. 9, there 1s provided an overview of the
exemplary method for optimizing video-based tracking of an
object of interest. The method 900 begins at 902, whereupon
the computer system 102 generates a binary mask 142 of a
detected instance of an object of interest 140 1n one of a
plurality of video frames 144. As discussed above, the object
of interest 140 may be detected via a plurality of different
means associated with a current or previously acquired video
138 of a regularlized motion environment 141. In one
embodiment, the detected 1nstance of the object of 1nterest
140 may be at a known location 1n the field of view of a
camera 134, e¢.g., a prepositioned sensor, gate, or the like.
Upon activation of the sensor or gate, an object of interest 140
would be “detected” along with an i1mitial position of the
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object of interest 140, based upon the geometry of the camera
and the position of the sensor, gate, or the like. Thereatter,
operations would proceed to generate the binary mask 142 as
depicted 1n FIG. 9.

A target object representation of the detected instance of
the object of interest 140 1s then established at 904 1n accor-
dance with the generated binary mask 142. At 906, the loca-
tion 148 of the object of interest 140 1n the frame 144 1s
determined in accordance with the target representation of the
detected 1nstance of the object of interest 140.

At 908, an expected size and an expected orientation of the
object of interest 140 1s estimated as a function of the location
ol the object in the frame 144. That 1s, the s1ze and orientation
umt 118 determines an apparent or expected size 150 and
orientation 152 of the object 140 using the location 148 of the
object 140 1n the frame 144, the position of the camera 134
relative to the regularized motion environment 141, and the
like. At 910, the object of interest 140 1s localized 1n at least
one subsequent frame 144 of the video 138 using the expected
s1ze 150 and orientation 152, thereby enabling tracking of the
object of interest 140 1n the video 138. Thereatter, at 912, the
track of the object of interest 140 1n the acquired video 138 1s
output by the computer system 102 whereupon operations
with respect to FIG. 9 terminate.

Turnming now to FIG. 10, there 1s shown an expanded view
of the optimized method 1000 for video-based tracking
according to an example implementation of the subject appli-
cation. It will be appreciated that the order set forth herein-
after of the various steps 1in FIG. 10 are intended to 1llustrate
one possible flow of operations of the alorementioned meth-
odology. Accordingly, the various steps may be performed
sequentially, 1n parallel, or in any manner of order as will be
appreciated and as 1llustrated 1n FIG. 2, such that outputs of
one or more of the units 110-118 may be used as mnputs by
successive or preceding units. In accordance with the
example implementation, the video 138 referenced hereinat-
ter 1s collected by an 1image capture device, 1.e., via a video
camera 134 employing a fish-eye lens. It will be appreciated
that other lens/camera combinations may also be utilized in
accordance with the systems and methods set forth in the
subject application. The method begins at 1002, whereupon
the video acquisition unit 110 acquires video 138 from the
video camera 134 of a regularized motion environment 141,
¢.g., a parking lot, highway, drive-through, or the like.

At 1004, the computer system 102 or other suitable com-
ponent associated with the system 100 identifies the regular-
1zed motion environment 141 from which the video 138 is
acquired. Rules 156 corresponding to the 1dentified regular-
ized motion environment 141 are then retrieved from the
associated data storage device 128 at 1006. At 1008, video
acquisition device information 158 1s retrieved from the asso-
ciated data storage 128 corresponding to the type of camera
134, the lens used, the known location of the camera 134
relative to the regularized motion environment 141, and the
like.

One or more objects of interest 140 are then detected 1n a
frame 144 at 1010 via the object detection unit 112 stored 1n
instructions 108 of the computer system 102. In one embodi-
ment, the object detection unit 112 1s configured to utilize the
known rules 156 and image capture device information 158 to
assist 1n detecting objects of interest 140 1n an 1nitial video
frame 144 of the acquired video 138. For example, the rules
156 may generally indicated to the unit 112 a location in the
environment 141 1n which an object 140 could or could not be
found, and the device information 158 utilized by the unit 112
in color processing, lighting or distortion effects, and the like.
The object detection unit 112 then generates a binary mask
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142 corresponding to the detected object(s) of interest 140,
¢.g., corresponding to the motion/foreground blobs of an
object of 1nterest 140 at 1012, and commumnicates the mask
142 to the object characterization unit 114.

In accordance with one embodiment, a double difference 5
technique followed by morphological operations may be
implemented by the object detection unit 112 to detect the
initial istance of an object of interest 140 1n the mmcoming
video 138. The morphological operations discard objects in
motion with size and orientation outside pre-determined 10
ranges determined by the object size and orientation determi-
nation 118. In one embodiment, structuring elements 164, as
will be appreciated, are recerved from the object size and
orientation unit 118 by the object detection unit 112 to gen-
crate the mask 142 at 1012. See, e.g., the discussion of FIGS. 15
4 A-4F above. As previously addressed, other methodologies
for object recognition and localization may be utilized by the
object detection unit 112 1n accordance with the systems and
methods set forth herein, e.g., training methodologies, efc.

In accordance with one embodiment, the object size and 20
orientation unit 118 or other suitable component associated
with the system 100 may generate structuring elements 164
for morphological operations during the mask creation at
1012. Such structuring elements 164 may be ascertained from
the expected size and orientation determined by the object 25
s1ize and orientation unit 118 1n accordance with a priori
information, as discussed above. It will be appreciated that
the morphological operations perform hole-filling 1n masks
that result from the 1mitial thresholding operation, as well as
removal of i1dentified objects with sizes and/or orientations 30
outside a pre-specified range depending on the object loca-
tion, as discussed above with respect to FIGS. 4A-4F. It will
be further be appreciated that the structuring elements 164 for
mask creation may be communicated to the object detection
unit 112 for use on the next frame 144 of the captured video 35
138 to track the object(s) of interest 140 from frame to frame
as performed by the object localization unit 116. In another
embodiment, the structuring elements 164 correspond to
points on a prism, as 1llustrated with respect to FIGS. 7TA-7B
discussed above. 40

Returning to FIG. 10, at 1014, the object characterization
unit 114 recerves the binary mask 142 from the object detec-
tion unit 112 and establishes a target object representation of
the kernel 146 containing the detected object(s) of interest
140 from the binary mask 142 and the current frame. As 45
discussed above, the object characterization unit 114 may
utilize color features of the kernel 146 to represent an object
in motion, e.g., F1G. 5, or other salient features of the object
of interest 140, ¢.g., edge line features, texture-type features,
corner points, etc., as color features may change of an object 50
140 based upon direct or indirect lighting, shadow occlusions,
and the like. The object characterization unit 114 may also
receive kernel size 150 and orientation 152 information from
the object size and orientation unit 118 for use 1n establishing,
the target kernel 146 from the binary mask 142, as discussed 55
above. Furthermore, as previously discussed, the object char-
acterization unit 114 i1s 1n communication with the object
localization unit 116 and the object size and orientation unit
118, such that the target object representation of the kernel
146 1s communicated thereto. 60

At1016, the object localization unit 116 recerves the target
object representation of the kernel 146 1n the video frame 144
and 1dentifies a candidate kernel(s) 1n the video frame 144 that
matches the target kernel(s) 146. That is, the object localiza-
tion unit determines the location 148 of the candidate object 65
140 whose representation best matches the target object 140
representation computed by the object characterization unit
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112. The location 148 of this candidate kernel 146 1s then
communicated to the object size and orientation unit 118.

At 1022, the object size and orientation unit 118 retrieves
historical size 150 and orientation 152 information from the
data storage device 128 for use 1n determining the expected
orientation and expected size of a candidate kernel 146 as
discussed above. At 1024, the object and size orientation unit
118 may retrieve, via a suitable communications link and
network (e.g., the Internet), size and orientation information
from a third party remote source 160. It will be appreciated
that steps 1022 and 1024 are included for example purposes.
The methodology 1000 of FIG. 10 may use either, both, or
neither sources of information in determining the expected
s1ze and orientation of a candidate kernel 1n a next subsequent
frame 144.

Thereatter, at 1026, the object size and orientation unit 118
or other suitable component of the system 100 determines, via
at least one of calculations or via the a prior1 knowledge of
1022 or 1024, the expected size 150 and orientation 152 of a
candidate kernel 146 1n a next subsequent frame 144. That 1s,
the object size and orientation unit 118 estimates the size 150
and orientation 152 of a candidate kernel 146 as 1t should
appear 1n the next subsequent frame 144 based upon the a
prior1 knowledge or upon calculations utilizing the location
148 thereof. For example, the object size and orientation unit
118 1s aware of the location of the camera 134 and the previ-
ous trajectory (size and orientation) of the object of interest
140 1n the current frame and 1s thereby configured to calculate
the size 150 and orientation 152 of the object of interest 140
in the next subsequent frame 144.

A determination 1s then made at 1028 whether another
frame 144 in the video 138 remains for processing according
to the methodology 1000 of FIG. 10, e.g., the video 138 has
finished running, no objects 140 detected, or the like. Upon a
positive determination, operations return to 1010 for detec-
tion of the object(s) of interest 140 in the next subsequent
video frame 144 by the object detection unit 112. It will be
appreciated, however, that the subsequent analysis of frames
144 1n the video 138 the apparent kernel size and orientation,
and the expected size and orientation generated by the object
s1ze and orientation unit 118, thereby optimizing the tracking,
of objects of interest 140 1n the acquired video 138. Opera-
tions continue thereafter as set forth above with respect to
1012-1028.

Upon a determination at 1028 that no additional frames
144 remain for analysis 1n accordance with FIG. 10, opera-
tions proceed to 1030. At 1030, the optimized tracked object
of 1nterest trajectory 1n the acquired video 138 is output. For
example, the output may be sent to the display device 124 1n
communication with the computer system 102, sent to the
data storage device 128 for later review, communicated via a
network to an external site, or the like.

The method 1llustrated in FIGS. 9-10 may be implemented
in a computer program product that may be executed on a
computer. The computer program product may comprise a
non-transitory computer-readable recording medium on
which a control program 1s recorded (stored), such as a disk,
hard drive, or the like. Common forms of non-transitory com-
puter-readable media include, for example, tloppy disks, flex-
ible disks, hard disks, magnetic tape, or any other magnetic
storage medium, CD-ROM, DVD, or any other optical
medium, a RAM, a PROM, an EPROM, a FLASH-EPROM,
or other memory chip or cartridge, or any other tangible
medium from which a computer can read and use.

Alternatively, the method may be implemented in transi-
tory media, such as a transmittable carrier wave 1n which the
control program 1s embodied as a data signal using transmis-
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sion media, such as acoustic or light waves, such as those
generated during radio wave and infrared data communica-
tions, and the like.

The exemplary method may be implemented on one or
more general purpose computers, special purpose 3
computer(s), a programmed microprocessor or microcontrol-
ler and peripheral itegrated circuit elements, an ASIC or
other integrated circuit, a digital signal processor, a hardwired
clectronic or logic circuit such as a discrete element circuit, a
programmable logic device such as a PLD, PLA, FPGA, 10
Graphical card CPU (GPU), or PAL, or the like. In general,
any device, capable of implementing a fimite state machine
that 1s 1n turn capable of implementing the flowchart shown in
FIGS. 9-10, can be used to implement the method estimating
origins and destinations for users of a transportation system. 15

It will be appreciated that variants of the above-disclosed
and other features and functions, or alternatives thereof, may
be combined 1into many other different systems or applica-
tions. Various presently unforeseen or unanticipated alterna-
tives, modifications, variations or improvements therein may 20
be subsequently made by those skilled in the art which are
also mtended to be encompassed by the following claims.

What 1s claimed 1s:

1. A method for optimizing video-based tracking of an
object of interest, comprising;: 25
acquiring, from a fixed position video camera having a
wide-view lens, a video of a regularized motion envi-
ronment comprising a plurality of video frames, the
regularized motion environment having a stationary

scene background; 30
retrieving a set of rules of the regularized motion environ-
ment, the rules governing movement of an object within
the regularized motion environment including at least
two of a speed limit, a size restriction, a traific flow,
and/or a location 1n the regularized motion environment 35
wherein an object of interest can be located or a location
in the regularized motion environment wherein an object
of interest cannot be located;
detecting an 1n1tial instance of at least one object of interest
in the plurality of video frames including a location 40
thereof 1n accordance with the retrieved set of regular-
1zed motion environment rules;
estimating both an expected size and an expected orienta-
tion of the at least one object of interest as a function of
the location and a geometric mapping function of the 45
wide-view lens of the fixed position video camera
acquiring the video; and
localizing the at least one object of interest 1n at least one
subsequent video frame responsive to the estimated size
and estimated orientation, 50

wherein at least one of the acquiring, detecting, generating,
determining, and localizing 1s performed by a computer
ProCessor.

2. The method according to claim 1, further comprising:

generating a binary mask of the at least one object of 55

interest 1n a current video frame:; and

generating a target representation of the at least one object

ol interest 1n accordance with the binary mask and the
current video frame.

3. The method according to claim 2, wherein the expected 60
s1ze and the expected orientation of the at least one object of
interest 1s determined in accordance with a geometry of a
video camera acquiring the video of the regularized motion
environment.

4. The method according to claim 2, further comprising 65
generating a plurality of structuring elements 1n accordance
with the expected size and orientation of the at least one
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object of interest as a function of the location, wherein mor-
phological operations are performed on the binary mask in
accordance with the plurality of structuring elements.

5. The method according to claim 1, wherein the expected
s1ze and orientation of the at least one object of interest as a
function of the location are determined in accordance with
historical information corresponding to size and orientation,
wherein the historical information 1s associated with the regu-
larized motion environment.

6. The method according to claim 1, wherein the expected
s1ze and orientation of the at least one object of interest as a
function of the location are determined i1n accordance a
remote source of information corresponding to size and ori-
entation, wherein the remote source 1s associated with the
regularized motion environment.

7. The method according to claim 1, wherein localizing the
at least one object uses at least one of a template matching
tracking, point feature tracking, a mean shift tracking, or a
particle filter tracking.

8. A system for optimizing video-based tracking of an
object of interest, comprising;:

a video acquisition unit configured for acquiring, from a
fixed position video camera having a wide-view lens, a
video of a regularized motion environment 1n memory,
the video comprising a plurality of frames, wherein the
regularized motion environment having a stationary
scene background;

an object detection unit configured for detecting an 1nitial
instance of an object of interest a frame of the plurality of
video frames in accordance with a set of rules corre-
sponding to the regularized motion environment, the
rules governing movement of an object within the regu-
larized motion environment including at least two of a
speed limit, a size restriction, a traffic flow, and/or a
location 1n the regularized motion environment wherein
an object of interest can be located or a location in the
regularized motion environment wherein an object of
interest cannot be located;

an object characterization unit configured for establishing
a target object representation of the detected instance of
the object of interest;

an object localization unit configured for determining a
location of the object of interest 1n the frame 1n accor-
dance with the target representation of the detected
instance of the object of interest;

an object size and orientation unit configured for estimat-
ing a size and an orientation of the object of interest in a
next subsequent frame as a function of the determined
location and a geometric mapping function of the wide-
view lens of the fixed position video camera acquiring
the video; and

a processor which implements at least one of the video
acquisition unit, the object detection unit, the object
characterization unit, the object localization unit, and
the object size and orientation unit.

9. The system according to claim 8, wherein the object size
and orientation unit 1s further configured for generating a
plurality of structuring elements 1n accordance with the esti-
mated si1ze and orientation of the object of interest as a func-
tion of location 1n the next subsequent frame.

10. The system according to claim 9, wherein the object
s1ze and orientation unit 1s further configured to estimate the
s1ze and orientation of the at least one object of interest as a
function of the location in accordance with historical infor-
mation corresponding to size and orientation, wherein the
historical information 1s associated with the regularized
motion environment.
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11. The system according to claim 9, wherein the object
s1ze and orientation unit 1s further configured to estimate the
s1ze and orientation of the at least one object of interest as a
function of the location are determined 1n accordance a
remote source of information corresponding to size and ori-
entation, wherein the remote source 1s associated with the
regularized motion environment; and wherein the object
detection unit 1s further configured for moditying a binary
mask of the object of interest 1n accordance with the plurality
ol generated structuring elements.

12. The system according to claim 11, wherein the object
characterization unit establishes the target object representa-
tion of the detected instance of the object of interest 1n accor-
dance with the generated binary mask and the current video
frame.

13. The system according to claim 12, wherein the object
localization unit 1s further configured to determine the loca-
tion 1n accordance with at least one of a template matching
tracking, a point feature tracking, a mean shift tracking, or a
particle filter tracking.

14. A computer-implemented method for optimizing
video-based tracking of an object of interest, comprising:

acquiring, from a fixed position video camera having a

wide-view lens, a video of a regularized motion envi-
ronment comprising a plurality of video frames, the
regularized motion environment having a stationary
scene background;

retrieving a set of rules corresponding to the regularnized

motion environment, the rules governing movement of
an object within the regularized motion environment
including at least two of a speed limit, a size restriction,
a traffic flow, and/or a location in the regularized motion
environment wherein an object of interest can be located
or a location in the regularized motion environment
wherein an object of interest cannot be located;

detecting an 1nstance of an object of interest 1n one of a

plurality of wvideo frames in accordance with the
retrieved set of regularized motion environment rules;
generating a binary mask of a detected instance of an object
of interest 1n one of a plurality of video frames;
establishing a target object representation of the detected
instance of the object of interest 1n accordance with the
generated binary mask;
determining a location of the object of interest 1n the frame
in accordance with the target representation of the
detected instance of the object of interest and a geomet-
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ric mapping function of the wide-view lens of the fixed
position video camera acquiring the video;

estimating a size and an orientation of the object of interest

as a function of the location; and

localizing the object of interest 1n a next subsequent frame

responsive to the estimated size and orientation.

15. The computer-implemented method according to claim
14, wherein the estimated size and orientation of the at least
one object of 1nterest as a function of the location are deter-
mined 1n accordance with historical information or a remote
source ol information corresponding to size and orientation,
wherein the historical information or the remote source of
information 1s associated with the regularized motion envi-
ronment.

16. The computer-implemented method according to claim
15, further comprising generating a plurality of structuring
clements 1n accordance with the estimated size and orienta-
tion of the object of interest as a function of location 1n the
next subsequent frame, wherein the binary mask 1s modified
in accordance with the plurality of structuring elements, and
wherein morphological operations are performed on the
binary mask in accordance with the plurality of structuring
clements.

17. The computer-implemented method according to claim
16, wherein the estimated size and orientation of the object of
interest are estimated in accordance with a geometry of a
video camera acquiring the video of the regularized motion
environment.

18. The computer-implemented method according to claim
17, further comprising;:

detecting the instance of the object of interest 1n the one of

the plurality of video frames.

19. The method according to claim 1, wherein the rules are
representative of at least one of a speed limit, a size restric-
tion, a traific flow, a location in the regularized motion envi-
ronment wherein an object of interest can be located or a
location or a location 1n the regularized motion environment
wherein an object of interest cannot be located.

20. The system according to claim 8, wherein the rules are
representative of at least one of a speed limit, a size restric-
tion, a traific flow, a location in the regularized motion envi-
ronment wherein an object of interest can be located or a
location or a location in the regularized motion environment
wherein an object of interest cannot be located.
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