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(57) ABSTRACT

Various techniques can be used to avoid loops during network
convergence after a topology change such as a failure. For

example, a method can 1nvolve detecting a failure that dis-
rupts an existing forwarding path between a node and a des-
tination node; calculating at least one updated forwarding
path from the node to the destination node; i1dentifying a
maximum time for at least a portion of the network to reach a
post-convergence state with respect to the failure; until the
maximum time has elapsed at the node, explicitly specifying
at least a portion of the updated forwarding path in packet
headers of any packets being sent from the node to the desti-
nation node; and after the maximum time has elapsed at the
node, non-explicitly specitying the portion of the updated
forwarding path 1n packet headers of any additional packets
being sent from the node to the destination node.
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1

LOOP AVOIDANCE DURING NETWORK
CONVERGENCE IN SWITCHED NETWORKS

FIELD OF THE DISCLOSUR.

L1l

This disclosure relates to networking and, more particular,
to handling network tratfic after a failure occurs.

BACKGROUND

Certain types of network protocols append a set of labels or
other metadata to a packet 1n order to specily the path that
packet should take through a network. For example, multi-
protocol label switching (MPLS) can specily by prefixing the
packet with a list of network nodes through which the packet
must pass. To implement such a protocol, each node within
the network can maintain a forwarding table that stores the
forwarding information usable to 1dentily one or more paths
from that node to a potential destination node. This forward-
ing information can be used when appending labels to a
packet.

While these protocols work well during normal operations,
difficulty may arise when network {failures occur. For
example, 11 a network node fails, the forwarding information
that 1dentifies that node may no longer be usable. Accord-
ingly, each node that maintains forwarding table information
identifying the now-failed node will need to update 1ts for-
warding table. Once each node that needs to do so has updated
its forwarding information aiter a failure, and thus the net-
work has converged on a new consistent state, the network 1s
said to have reached post-convergence.

Nodes know to update their forwarding tables 1n response
to recetving some sort ol error indication. Unfortunately,
given that different nodes and network links can be located at
different distances from the failed node and/or have different
operating characteristics, 1t 1s unlikely that each node will
update its forwarding information at the same time. Accord-
ingly, during the time atfter a failure (1.e., the time 1n which the
network 1s converging), some nodes may still be using for-
warding information that identifies the failed node or link. As
a result of this, operating errors, such as loops within the
network, may arise during the time the network 1s converging.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure may be better understood, and its
numerous objects, features, and advantages made apparent to
those skilled in the art by referencing the accompanying
drawings.

FI1G. 1 1s a block diagram 1llustrating an example network,
according to one embodiment.

FIG. 2 1s a flowchart of an example method of reducing
loops during network convergence aiter a failure, according
to another embodiment.

FIG. 3 1s a block diagram of another example network,
according to one embodiment.

FIG. 4 1s a flow chart illustrating another example of a
method of reducing loops during network convergence,
according to one embodiment.

FIG. 5 1s a block diagram 1llustrating certain components
ol an example node that can be employed in the network of
FIG. 1 or 3, according to 1n one embodiment.

FI1G. 6 1s a block diagram illustrating how certain compo-
nents of a network node can be implemented 1n soitware in
one embodiment.

While the disclosure 1s susceptible to various modifica-
tions and alternative forms, specific embodiments are pro-
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vided as examples 1n the drawings and detailed description. It
should be understood that the drawings and detailed descrip-
tion are not intended to limit the disclosure to the particular
form disclosed. Instead, the intention 1s to cover all modifi-
cations, equivalents and alternatives falling within the spirit
and scope of the appended claims.

DETAILED DESCRIPTION

Overview

Various techniques are disclosed for reducing loops during
network convergence after a failure. These techniques work
with forwarding mechanisms, such as Segment Routing,
which 1s described 1n more detail below, that allow a node to
identify a path through the network either by explicitly 1den-
tifying each of series of hops between pairs of nodes or by
implicitly identifying such a series using implicit identifiers
that each represent a set of multiple consecutive hops.

In one embodiment, a method, performed by a first network
node, involves detecting a topology change within a network.
The topology change disrupts an existing forwarding path
between the first network node and a destination network
node. The network implements segment routing (SR) proto-
col to send packets between nodes. The method then involves
calculating new forwarding table information in response to
the topology change, such that the new forwarding table
information includes at least one updated forwarding path
from the first network node to the destination network node.
The new forwarding table information 1s generated according
to the SR protocol. The method then 1dentifies a maximum
time for at least a portion of the network to reach a post-
convergence state with respect to the topology change. Until
the maximum time has elapsed at the network node, the
method 1involves explicitly specifying at least a portion of the
updated forwarding path 1n packet headers of any packets
being sent from the first network node to the destination
network node. After the maximum time has elapsed at the
network node, the method involves non-explicitly specifying
the portion of the updated forwarding path 1n packet headers
of any additional packets being sent from the first network
node to the destination network node.

MPLS and SR Overview

Internet Protocol (IP) routing and Multiprotocol Label
Switching (MPLS) are distinct packet forwarding mecha-
nisms. IP routing uses IP addresses inside packet headers to
make forwarding decisions. In contrast, MPLS nodes (1.¢.,
nodes employing MPLS) can make forwarding decisions
using short path identifiers called labels that are attached to
packets. Segment routing (SR) 1s yet another mechanism that
can be employed. SR 1s similar to MPLS in many regards. For
example, forwarding decisions 1n SR can be based on short
path 1dentifiers called segment I1Ds that are attached to pack-
ets. However, substantial differences exist between SR and
MPLS as will be more fully described below.

IP Routing

IP routing uses routing tables that maintain forwarding
information to various destinations. In one embodiment,
when a packet arrives at a node, the node can use the desti-
nation IP address in the packet header to access a routing table
and lookup corresponding forwarding information such as an
egress 1nterface, which is the interface or port to be used to
torward the packet to the next node on a path to the packet’s
final destination. After the packet 1s forwarded the next node
performs 1ts own routing table lookup using the same desti-
nation IP address, and so on.
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MPLS 1s commonly employed in provider networks or
networks that provide packet transport and other services for
customers. Packets enter an MPLS provider network via an
ingress provider edge (PE) node, travel hop-by-hop along a
label-switched path (LSP) that includes one or more core
nodes, and exit the provider network via an egress PE node.

Packets are forwarded along an LSP based on Label Dis-
tribution Protocol (LDP) forwarding tables and labels
attached to packets. Labels allow for the use of very fast and
simple forwarding engines 1n the dataplane of LDP nodes.

A label 1s a short, fixed-length, locally significant identifier
that can be associated with a forwarding equivalence class
(FEC). Packets associated with the same FEC should follow
the same LSP through the provider network. LSPs can be
established for a variety of purposes, such as to guarantee a
certain level of performance when transmitting packets, to
torward packets around network congestion, to create IP tun-
nels for network-based virtual private networks, efc.

LDP 1s employed in the control plane of LDP nodes. Two
nodes, called LDP peers, exchange label mapping informa-
tion ona FEC by FEC basis. The exchange of information can
be bi-directional. LDP generates labels for, and exchanges
labels between, peer nodes. LDP can be used to build and
maintain LDP forwarding tables that map labels and node
interfaces. These forwarding tables can be subsequently used
by nodes to forward packets through MPLS networks as more
tully described below.

When a packet 1s received by an ingress PE node of an
MPLS network, the ingress PE node may determine a corre-
sponding FEC. Characteristics for determining the FEC for a
packet can vary, but typically the determination 1s based on
the packet’s destination IP address. Quality of Service for the
packet may also be used to determine the FEC. Once deter-
mined, the ingress PE node can access a table to select a label
that 1s mapped to the FEC. The table may also map an egress
interface to the FEC. Belore the ingress PE node forwards the
packet via the egress interface, the ingress PE node pushes or
attaches the label to the packet.

A packet with attached label can be forwarded along an
L.SP, and nodes in the LSP can make forwarding decisions
based on labels. To 1llustrate, when an LDP node receives a
packet with an attached label (1.e., incoming label), an LDP
forwarding table 1in the node can be accessed to read an egress
interface and a label (i.e., an outgoing label) mapped to the
incoming label. Before the packet 1s forwarded via the egress
interface, the node may swap the mcoming label with the
outgoing label. The next hop receives the packet and attached
label and may perform the same process. This process 1s often
called hop-by-hop forwarding along a non-explicit path. The
egress PE node 1n the LSP may pop or remove an incoming
label betore the packet 1s forwarded to a customer.

Segment Routing

Segment routing (SR), which can also be referred to as
chain routing (CR), 1s a mechanism 1n which packets can be
forwarded using SR forwarding tables and segment 1dentifi-
ers (IDs) attached to packets. Like MPLS, SR enables very
fast and simple forwarding engines 1n the dataplane of nodes.

SR nodes (1.e., nodes employing SR) are similar to LDP
nodes 1n many ways. Since most SR nodes make forwarding
decisions based on segment IDs as opposed to labels, how-
ever, SR nodes need not employ LDP in their control planes.
Unless otherwise indicated, an SR node lacks LDP in the
control plane. Additional differences can exist between SR
nodes and LDP nodes.

SR can be employed in provider networks. Packets enter an
SR enabled provider network via an ingress provider edge
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(PE) node, travel hop-by-hop along a segment-switched path
(SSP) that includes one or more core nodes, and exit the
provider network via an egress PE node. Much of the remain-
ing disclosure will make reference to an autonomous, pro-
vider network that operates under one administrative domain,
although SR can be employed over multiple administrative
domains as well. In general a provider network may contain a
contiguous set of nodes.

In some embodiments, like labels, segment I1Ds are short
(relative to an IP address or a FEC), fixed-length identifiers.
Segment IDs may correspond to topological segments of a
provider network or services provided by nodes thereof.
Topological segments can be one hop paths to SR nodes, or
they can be multi-hop paths to SR nodes. Topological seg-
ments act as sub-paths that can be combined to form an SSP.
Stacks of segment IDs can represent SSPs, as will be
described below. Like LSPs, SSPs can be associated with
FECs. Thus segment ID stacks may correspond to FECs.

There are several types of segment IDs, including but not
limited to: nodal-segment IDs and adjacency-segment IDs. A
nodal-segment ID represents a one-hop or a multi-hop path
within the provider network to an associated SR node. Nodal-
segment I1Ds are assigned to respective SR nodes within the
provider network so that no two SR nodes 1n the provider
network are assigned the same nodal-segment ID. In one
embodiment, all assigned nodal-segment IDs are selected
from a predefined ID range (e.g., [64, S000]) for the provider
network. The range for nodal-segment IDs may be different
from a predefined range for labels.

Nodal-segment IDs can be assigned to SR nodes, 1n some
embodiments, by a server such as a path computation element
(PCE) server. When an SR node 1s powered on, the SR node
can send a query to the PCE server requesting a nodal-seg-
ment ID. In response, the PCE server can respond with an
approprate identifier from the predefined ID range. The PCE
server can maintain a record (e.g., i a data structure in
memory, 1n a file on a hard drive, and the like) that indicates
which nodes have been assigned nodal-segment IDs. If the
requesting SR node has not already been assigned a nodal-
segment ID, the PCE server can select an unused ID from the
ID range, send a response containing the selected 1D, and
update the record to show that the requesting node has been
assigned the selected ID. If the requesting SR node has
already been assigned a nodal-segment ID (e.g., before being
powered down), the PCE server can access the record to
obtain the already-assigned nodal-segment 1D and return that
ID to the requesting SR node.

Instead of sending IDs 1n response to requests from SR
nodes, the PCE server can alternatively identify that a newly-
booted SR node needs a nodal-segment 1D and assign (and
send) that SR node a nodal-segment ID without having first
received a request from that SR node. Similarly, a PCE server
can 1dentity that an SR node that already has one or more
assigned nodal-segment IDs needs a new nodal-segment 1D
(1n order to provide an alternative path to that SR node) and
can thus similarly assign and send the SR node 1ts additional
nodal-segment ID.

In addition to providing nodal-segment IDs, the PCE
server may, 1n some embodiments, also specily the type of
algorithm to be used when calculating the path 1dentified by
that nodal-segment ID. In such embodiments, the SR nodes
do not need to be preconfigured with the identity of the
particular type of algorithm(s) to use 1n nodal-segment path
calculation.

The SR nodes can map their respectively assigned nodal-
segment IDs 1n memory to unique identifiers. For purposes of
explanation only, nodal-segment IDs are mapped to respec-
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tive node loopback prefix IP addresses. One of ordinary skall
understands that node loopback prefix IP addresses (node
prefixes for short) distinguish the SR nodes from each other
within the provider network. The node prefixes can be used by
link state protocols such as open shortest path first (OSPF) or
intermediate system to mtermediate system (IS-1IS), or modi-
fications thereot, operating 1n the control plane of an SR node
to 1dentily egress interfaces for paths to respective SR nodes.
Once 1dentified, the appropriate egress interfaces for the paths
can be mapped to nodal-segment 1Ds within an SR forward-
ing table as the SR forwarding table is created or subsequently
updated.

In some embodiments, the link state protocols can calcu-
late paths to SR nodes using a variety of different algorithms.
A default path-calculation algorithm (e.g., a Dijkstra shortest
path rooted at the SR node to which the path leads) may be
used 1f no specific algorithm 1s specified; 11 an algorithm 1s
specified for a particular path, however, all SR nodes will use
the same specific algorithm when calculating that path. As
described above, each SR node uses the path calculation 1n
order to 1dentily the appropriate egress interface to add to 1ts
SR forwarding table for a given nodal-segment ID.

Examples of the different algorithms that can be used to
calculate a path to an SR node include Dijkstra algorithms
rooted at that SR node that have one or more of the following,
characteristics: use of an IGP metric; use of an IGP extended
latency metric; bounds on a cumulative metric; exclusion of
links with loss larger than a threshold; exclusion or inclusion
ol a set of one or more shared risk link groups (SRLGs); use
of a set of affimities; and the like. In general, the algorithms
that can be used can include those used to calculate the short-
est-path on any metric (not only that used by IS-IS metric),
those with bounds on metrics, those having non-cumulative
metrics (e.g., such as those handling optical non-linear
impairments), those used to calculate non-shortest paths (e.g.
reverse-Dijkstra algorithms), those enforcing disjointness
based on SRLG and/or affinity, those enforcing inclusion
based on SRLG and/or affinity, and the like. Thus, a node
could advertise 1ts nodal-segment 1D along with a flag indi-
cating that the algorithm used to compute the path associated
with that nodal-segment ID 1s a D1jkstra rooted at the node on
metric m2 with a bound on latency and exclusion of links with
loss larger than a threshold and exclusion of SRLG 23.

In some embodiments, 1t may be desirable, from a traffic
engineering standpoint, for there to be two (or more) different
nodal segments leading to the same SR node. In such embodi-
ments, that SR node can be assigned two different nodal-
segment IDs (e.g., each of which can then be mapped to a
different node prefix). In these situations, the distinct paths
are each calculated using a different algorithm. Accordingly,
another node can include multiple nodal-segment IDs for
segments leading to the same SR node 1n its SR forwarding
table, but each of these nodal-segment IDs may be associated
with a different egress intertace, which 1s 1identified using the
specific algorithm used to calculate the respective nodal-
segment 1dentified by each nodal-segment ID.

One example of a situation in which 1t 1s desirable to have
multiple nodal-segments leading to the same SR node
involves traific between two continents. There may be two
different undersea cables available to carry this traffic. As
such, one nodal-segment can be defined for a path using the
first undersea cable (e.g., for standard customers’ traffic) and
another nodal-segment can be defined for the path using the
second undersea cable (e.g., for premium customers’ traific).
The first path can be computed using an IS-IS shortest path
algorithm while the second can be computed using an algo-
rithm that takes a latency metric into account.
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Multiple nodal-segments leading to the same SR node can
also be implemented for customers who desire to have mul-
tiple disjoint (non-overlapping) paths between customer
locations. Here, algorithms that use different exclusion con-
straints can be used to calculate those disjoint paths.

An adjacency-segment ID represents a link between adja-
cent SR nodes. For purposes of explanation only, this disclo-
sure will refer to a link between nodes as an adjacency seg-
ment (hereafter adjacency). Adjacencies can be uniquely
identified 1n the provider network. For purposes of explana-
tion only, this disclosure will identify an adjacency (hereafter
adjacency-ID) using the node prefixes of nodes between
which the adjacency 1s immediately positioned. To 1llustrate,
for an adjacency between two nodes 1dentified by node prefix
X and node prefix Y, the adjacency will be identified herein as
adjacency-ID XY. This disclosure will presume that only one
adjacency exists between nodes in the provider network, 1t
being understood the present disclosure should not be limited
thereto. As such, adjacencies are unmique 1n the provider net-
work of this disclosure. Since adjacencies are unique, 1t fol-
lows that adjacency-IDs are likewise unique. Adjacency-I1Ds
should not be confused with adjacency-segment 1Ds; adja-
cency-segment IDs may not be unique within the provider
network domain.

Each SR node can assign a distinct adjacency-segment 1D
for each of the SR node’s adjacencies. Separate SR nodes
may assign the same adjacency-segment ID. Adjacency-seg-
ment IDs, however, are locally significant; separate SR nodes
may assign the same adjacency-segment 1D, but that adja-
cency-segment ID represents distinct adjacencies. In one
embodiment, adjacency-segment IDs are selected from a pre-
defined range that 1s outside the predefined range for nodal-
segment IDs. The predefined range of adjacency-segment IDs
may also be outside the predefined range for labels.

SR nodes can advertise their nodal-segment IDs, adja-
cency-segment IDs, and node prefixes to other SR nodes 1n
the provider network using a protocol such as interior gate-
way protocol (IGP) or a modification thereof. SR nodes can
use the nodal-segment IDs, adjacency-segment IDs, node
prefixes, and/or other information to create or update SR
forwarding tables and/or segment ID stacks.

In one embodiment the SR nodes can advertise their nodal-
segment ID/node prefix pairs, adjacency-segment 1D/adja-
cency-ID pairs, and/or the like. The control planes of an SR
node can receive and use the nodal-segment ID/node prefix
pairs and a link-state protocol such as IS-IS or OSPF, or
modified versions thereol, to identily egress interfaces for
paths to SR nodes, using the appropriate algorithms identified
(1f any) 1n the advertisements of the nodal-segment to those
SR nodes or a default algorithm (e.g., a Dijkstra shortest path
rooted at the appropriate SR node). An egress interface, once
identified, can be mapped to 1ts respective nodal-segment 1D
in the node’s SR forwarding table.

Nodes also map their adjacency-segment IDs to egress
interfaces for respective adjacencies in SR forwarding tables.
Because adjacency-segment I1Ds are locally significant, how-
ever, adjacency-segment 1Ds should only be mapped 1in SR
forwarding tables of the nodes that advertise the adjacency-
segment IDs. In other words, an SR node that advertises an
adjacency-segment ID/adjacency-1ID pair should be the only
node 1n the provider network that has a SR forwarding table
that maps the adjacency-segment ID to an egress interface
connected to an adjacency 1dentified by the adjacency-1D.

In one embodiment, SR nodes can use a sub-type-length-
value (sub-TLV) 1n an IS-IS protocol link state packet to
advertise IDs. This sub-TLV can include information 1denti-
tying the ID being advertised, as well as the type of that ID
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(e.g., nodal-segment ID, adjacency-segment 1D, or the like).
The sub-TLV can also include information (e.g., in the form
of a flag) for nodal-segment 1Ds that indicates how to calcu-
late the path 1dentified by that nodal-segment ID (e.g., using
shortest IGP metric, extended latency IGP metric, and the
like). Information that identifies the path associated with the
advertised ID 1n terms of a hop list or SR stack may also be
included. In some embodiments, the sub-TLV may also
include mformation identitying the domain to which the ID
belongs (e.g., 1 systems that support SR across multiple
domains) and/or that the ID 1s being linked (via redistribu-
tion) to another segment ID within a different domain (if the
latter, the linked segment ID can also be included in the
sub-TLV). (Performing SR across multiple domains 1s dis-
cussed 1n more detail below.) The sub-TLV can be part of a
larger TLV (e.g., such as TLV22, TLV1335, and the like)
within the link state packet.

Segment Routing (SR) enables segment-switched paths
(SSPs), which can be used for transporting packets through
the provider network. Like LSPs, SSPs are typically associ-
ated with FECs, and can be established for a variety of pur-
poses, such as to guarantee a certain level of performance.
Packets associated with the same FEC will typically follow
the same SSP of SR nodes through the provider network.
Nodes 1n SSPs make forwarding decisions based on segment
IDs, not based on the contents (e.g., destination IP addresses)
of packets. As such, packet forwarding in SSPs 1s not depen-
dent on a particular Layer 2 technology.

SR nodes can use nodal-segment IDs and adjacency-seg-
ment IDs they recetve 1n advertisements from other SR nodes
in order to create ordered lists of segment IDs (1.€., segment
ID stacks). Segment ID stacks correspond to SSPs, respec-
tively, that forward packets between nodes (e.g., SR enabled
ingress and egress nodes) in the provider network. Segment
IDs 1n a stack may correspond to respective segments or sub
paths of a corresponding SSP. When an SR source node (e.g.,
an SR 1ingress PE node) receives a packet, the node can
calculate a FEC for the packet in much the same way that LDP
ingress PE nodes calculate FECs for packets received from a
customer edge router. The SR source node uses the FEC 1t
calculates to select a segment ID stack mapped thereto. The
SR source node can add the selected segment ID stack to a
header, and then attach the header to the packet. The packet
with attached stack can traverse the segments of the SSP 1n an
order that corresponds to the list order of the segment IDs 1n
the stack. A forwarding engine operating in the dataplane of
cach SR node can use a segment ID within the stack and an SR
forwarding table 1n order to forward the packet and header to
the next node 1n the SSP. As the packet and attached header
are Torwarded along the SSP in a hop-by-hop fashion, the
attached stack of segment IDs remains unchanged in one
embodiment.

When creating a segment stack to include in a header of
packetto be routed via anetwork of SR nodes, an SR node can
use any of the segments 1dentified 1n 1ts SR forwarding table.
As described above, these segments can 1dentity paths calcu-
lated using any of a variety of different algorithms, such that
a grven segment stack can identily segments calculated using
different algorithms. For example, a segment stack listing
segment IDs A, B, D, E, F can include two paths (e.g., those
identified by segment IDs A and B) calculated using a first
algorithm and another path (e.g., 1dentified by segment ID E)
calculated using an entirely different algorithm.

Segment stacks can be constructed 1n any manner needed
for traflic engineering purposes. Additionally, a node can use
any of the 1dentified segments in 1ts SR forwarding table to
form a segment stack. Furthermore, a node may select bits
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and pieces of paths 1dentified by different segments 1n order to
create a segment stack. Thus, a node can combine different
segments 1nto a segment stack for a variety of reasons. One
reason 1s to define a new path that 1s not explicitly defined by
any existing segment. Thus, to get a packet from node A to
node F, a segment stack created by node A can include one
segment that goes to node B, and another segment that
includes node B (but doesn’t necessarily have to start with
node B) and goes to node F. As noted above, these two
segments can cover paths calculated using different algo-
rithms.

Another reason for combining different segments 1s 1n
order to reduce the number of segment 1dentifiers in the stack.
For example, a node can determine that a packet should be
routed over a path that passes through six nodes ABCDEF in
that exact order. While the node could use six adjacency
segments to route the packet, the segment stack would need to
include all six identifiers of those adjacency segments. As an
alternative, the SR node can examine 1ts forwarding table and
determine that the nodal-segment to node C includes nodes A
and B, and that the nodal-segment to node F includes nodes D
and E. Based on these determinations, the SR node can simply
include the nodal-segment to C followed by the nodal-seg-
ment to F 1n the segment stack, reducing the number of
identifiers from six to two.

Loop Avoidance During Network Convergence

FIG. 1 1illustrates a very simplified network that includes
seven network nodes: A, B, C, D, E, F, and G. Fach node 1s a
network device such as a switch or router, and the nodes can
be interconnected by any approprate type of communication
links. These nodes communicate packets using a protocol
such as SR.

In the example of FIG. 1, an X marks the spot where a
network failure has occurred, which prevents nodes B and G
from communicating with each other via the communication
link that directly interconnects them. Before this failure
occurred, node F sent half of its traffic to node A via node F
(e.g., using an SR stack identitying the path F-G-B-A) and the
other half of 1ts traffic to node A vianode D (e.g., using an SR
stack 1dentifying the path D-C-B-A). Node F sends all of this
traffic 1t receives from node E to node G, which 1n turn sends
all of that tratfic to node B.

When the link connecting nodes B and G fails, each of
these nodes will detect the failure and begin propagating a
corresponding error indication identifying the failure to the
other nodes 1n the network. This error indication can be a link
state protocol data unit (PDU), or LSP, or any other appropri-
ate protocol message. In response to detecting the failure
(e.g., 1 response to recewving an LSP indicating the error),
cach node will in turn update 1ts view of the network (e.g., by
updating a link state database (LSB) (e.g., as used to imple-
ment IS-IS, OSPF, or any other LS routing protocol) or other
appropriate data structure), and, if needed by this updated
view of the network, recalculate one or more network paths
(e.g., using a shortest path algorithm) and update its forward-
ing tables accordingly.

Specifically in the example of FIG. 1, 1n response to receiv-
ing an indication that the link between nodes B and G has
failed, node F will update its forwarding information to indi-
cate that all traffic to node A should be forwarded along the
path E-D-C-B-A. Similarly, node E will update 1ts forwarding
information to indicate that all traific to node A should be
forwarded along the path D-C-B-A.

While the error indication 1s being propagated through the
network and the nodes are updating their network views,
different nodes may be 1n different states. A pre-convergence
state exists for all nodes that have not yet completed necessary
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updates to their forwarding information. A post-convergence
state exists for all nodes that have made the needed updates to
their forwarding information.

In general, nodes can reach the post-convergence state at
different times due to a variety of factors. For example, some
nodes may recerve the error indication more quickly (e.g., due
to faster network links, less intervening network congestion,
fewer intervenming nodes, and the like). Additionally, some
nodes may take longer to make all the appropriate updates
alter detecting a failure (e.g., due to having more forwarding
information to process, due to having less processing power,

and the like).

Additionally, some nodes may not need to update their
forwarding tables 1n response to detecting a network failure.
For example, before the failure, node C may not send any
packets via the link between nodes B and G, and thus all of
node C’s forwarding information 1s still valid after the failure
of this link. Accordingly, while node C will still update 1ts
view ol the network 1n response to detecting the failure, node
C’s pre- and post-convergence forwarding table states are the
same. Accordingly, node C 1s already 1n the post-convergence
state at the time the failure occurs.

While there are nodes within the network operating 1n both
pre- and post-convergence states, errors can arise. For
example, node F may arrive 1mn a post-convergence state
before node E. As a result, node E, while in the pre-conver-
gence state, may still be sending half of 1ts traffic to node A to
node F. Node F, which 1s already in the post-convergence
state, then sends this tratfic back to node E, effectively creat-
ing a loop. Thus, while the network 1s 1n the process of
converging, undesirable traflic loops can arise.

Many existing solutions to this 1ssue focus on reducing or
even eliminating the convergence window (1.e., the length of
time 1t takes for the network to reach a post-convergence state
and thus the length of time in which different nodes may be 1n
different states). For example, all nodes may wait to update
their forwarding tables, allowing all of the nodes to make the
transition at approximately the same time. While this may
avoild forwarding errors like the loops described above, it may
also negatively impact network performance, since invalid
paths may be 1dentified before the forwarding table updates.

Here, mstead of attempting to minimize the convergence
window, the network nodes handle convergence by selecting
to explicitly specity paths (e.g., using SR adjacency IDs,
which specily a single network hop between two directly
connected nodes) through the network during the potential
convergence window, and then specitying paths normally
(e.g., using more 1mplicit techniques, such as SR nodal IDs,
which can specily multi-hop paths) after the potential con-
vergence window closes.

In particular, each node can be configured to identify a time
during which the network may be inconsistent. This time can
be preconfigured, or it can be derived from information
obtained from a network protocol such as OSPF, depending
on the embodiment. After the node recalculates any paths
and/or makes any needed forwarding table updates 1in
response to detecting a network failure, the node starts a timer
set to the 1dentified time. During this time, the node forwards
all packets using explicit path identifiers. This state 1s referred
to as the explicit post-convergence state. Once this time has
clapsed, the node forwards all packets normally, using
implicit path identifiers when available. This state is referred
to as the classic post-convergence state. (Using implicit path
identifiers that can 1identity multi-hop segments 1s desirable,
since doing so can result in more compact packet heads, since
tewer 1dentifiers are needed to identify the same path.)
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In one embodiment, the time that tells a node how long to
stay 1n the explicit post-convergence state can be selected as
the maximum time needed for all of the nodes 1n the network
to at least reach the explicit post-convergence state. All nodes
in the same network can use the same time value.

While all nodes may use the same time value, 1t 1s noted
that different nodes will nonetheless be 1n the explicit post-
convergence state at different times. Accordingly, the explicit
post-convergence state will start earliest at those nodes that
detect the error and reach post-convergence soonest (which
are likely to be the nodes closest to the failure), and will then
ripple outwards to nodes that reach post-convergence later.
Accordingly, some nodes may already be 1n the classic post-
convergence state while other nodes are still 1n the explicit
post-convergence state.

In some embodiments, 1n order to reduce the number of
identifiers that might otherwise need to be included 1n a
packet header generated during the explicit post-convergence
state, network nodes may also be configured with a number N
ol hops required to reach the part of the network where the
pre- and post-convergence states are i1dentical (1.e., because
those nodes are unaffected by the failure). To be most con-
servative, N can be set higher, or even at infinity, thus causing

paths to be explicitly specified from beginning to end within
the network.

However, based on capacity planning analysis, a lower
value of N can be selected, thus allowing smaller packet
headers to be used (e.g., by requiring smaller SR stacks con-
taining fewer SR IDs). Here, while 1n the explicit post-con-
vergence state, a node would explicitly specity the first N
hops of each path, but could then use normal techniques
(including those in which a single identifier can 1dentily a
multi-hop segment) for the remainder of the path.

Returning to FIG. 1, 1f N 1s selected to be 3 (e.g., as
configured by an administrator), in the explicit post-conver-
gence state, node G can specily the path to node A by sending
a packet to node F specitying the adjacency between nodes F
and E, the adjacency between nodes E and D, and the adja-
cency between nodes D and C. After that, node G can implic-
itly 1dentily the remainder of the path to node A using a
multi-hop identifier (e.g., using the nodal segment ID for
node A).

Once the time for remaining in the explicit post-conver-
gence state has elapsed for node G, node G can move 1nto the
class post-convergence state. In this state, node G can specity
the path to node A normally. For example, to optimize the
packet headers of packets being sent to A, G can simply
include a multi-hop 1dentifier such as an SR nodal segment
ID. While this classic state allows paths to be specified
implicitly, 1t 1s important to recognize that both the explicit
and the classic post-convergence states i1dentily the exact
same paths; they just do so using different techniques.

The node (e.g., node G 1n this example) that generates the
header for a particular can be any one (or more, 1n some
situations) of a number of nodes that processes the packet. For
example, 1n some embodiments, the node can be the ingress
node for the packet (e.g., the node via which the packet enters
the SR network). Alternatively (or additionally), the node can
be the node that exists at the point at which the pre- and
post-convergence states 1nitially difier from each other.

While this example focuses on a situation in which a net-
work link fails, other failures or other topology changes can
also create similar problems. For example, 1if a node 1is
removed from the network (e.g., 1f an administrator takes that
node offline 1n order to perform maintenance), that failure can
be handled 1n a similar manner. Thus, this technique can be
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used 1n a variety of different situations, including node and/or
link failures and/or restorations.

FI1G. 2 1llustrates a method that can be performed by a node
like those shown 1n FIG. 1 1 order to avoid loops during
network convergence. It 1s noted that for a given failure, this
method may be performed by each node 1n the network, and
that, as described above, each node may perform this method
at a different time than 1ts neighbors.

The method begins at 205, when the node detects anetwork
disruption. This operation can be performed 1n response to
receiving an error indication, 1n response to detecting the
failure of a node to send a keep-alive message, and the like.
This disruption requires that the node update 1ts network view
due to a change 1n the network (e.g., an unavailable node, a
failed link, or the like).

Upon detecting the disruption, the node updates various
state information. For example, the node updates 1ts network
view (e.g., by updating a LSDB or OSPF graph) and, if
needed, updates its forwarding information, as shown at 210.
A node will need to update 1ts forwarding information 1f the
tailure detected at 203 renders some of its existing forwarding
information invalid.

At 215, the node identifies a maximum time for at least a
portion of the network to converge, or reach a post-conver-
gence state. The node can i1dentily this time by accessing a
value configured by an administrator, calculating a value
from protocol information (e.g., such as provided by OSPF),
or the like. In many embodiments, all nodes 1n the same
network will use the same value. In some embodiments, this
time 1s specified to be the maximum time for the entire net-
work to reach an explicit post-convergence state.

At 220, a determination 1s made as to whether the maxi-
mum time 1dentified at 220 has elapsed (e.g., using a timer).
This time can be measured from the time that the node com-
pletes operation 210. If the time has not elapsed, the node 1s
still 1n an explicit post-convergence state, and will need to
explicitly specily at least a portion of the path through the
network for each packet being forwarded, as shown at 225. As
mentioned above, in some embodiments, while 1n this state,
the node may explicitly encode the entire path. In other
embodiments, the node may only explicitly encode the first N
hops of the path. This operation can be performed using SR
segment IDs, and 1n particular, SR adjacency segment IDs.

Once the maximum time has elapsed, as detected at 220,
the node can begin processing packets in the classic post-
convergence state. Here, the node encodes paths through the
network normally, as shown at 230. Accordingly, paths can be
specified non-explicitly (e.g., using SR nodal segment IDs).

In certain situations, the packet headers generated during
the explicit post-convergence state can be additionally opti-
mized. FIG. 3 shows another simplified example of a net-
work, which contains nodes A, B, C, D, E, F, GG, H, and J.
Here, a network failure has occurred between nodes C and E.

In this example, as part of updating its network view in
response to a failure, a node can 1dentily two sets of nodes:
nodes 1n the “p space” and nodes 1n the “q space.” Nodes in
the p space are nodes that the node can communicate with
without being atfected by the failure (e.g., without needing to
update 1ts forwarding information). In this example, as 1den-
tified by node A, the p space includes nodes B, C, and D, since
node A can communicate with these nodes 1n the same man-
ner both betore and after the failure.

It 1s noted that each node may i1dentify its own p space.
Thus, node G, can have a drastically different p space than
node A. The nodes 1n a given p space can vary based upon
where the failure 1s and upon which node is identifying the p
space.

10

15

20

25

30

35

40

45

50

55

60

65

12

A node also 1dentifies one or more g spaces in response to
a Tailure. A g space 1s a set of nodes that communicate with a
destination node without being atfected by a network failure.
Here, node A has 1dentified a g space for destination node 1.
This g space includes nodes F, G, and H, since these nodes can
communicate with node J in the same manner both before and
aiter the failure.

As with the p spaces, q spaces can vary. Q spaces differ
based upon the location of the failure and the 1dentity of the
particular destination for which that q space 1s being calcu-
lated.

Once a node has 1dentified 1ts p space and a q space for a
given destination, that node can improve the way it specifies
paths while 1n the explicit post-convergence state. Instead of
needing to explicitly specily every hop in the path, the node
can 1stead specity an implicit path to the edge of its p space,
an explicit path between the p space and g space, and then an
implicit path within the g space.

Here, while 1n the explicit post-convergence state, node A
can specily a path to node I as follows: an implicit (i.e.,
non-explicit) path to node D at the edge of p space; an explicit
path to the edge of g space: from node D to node E and from
node E to node F, and an implicit path within the g space to the
destination node J. Accordingly, node A could use a multi-
hop SR nodal segment 1D for node D, SR adjacency segment
IDs to specity the path from p space to q space, and another
multi-hop SR nodal segment ID for node J.

In this example, the p space and g space are non-overlap-
ping. However, 1n some situations, these two spaces can have
common nodes. For example, 11 node F was calculating 1ts p
space and a g space for node J after the failure, the two spaces
would include some of the same nodes. Additionally, all of the
nodes on the path from F to J would be 1n the g space.
Accordingly, even while in the explicit post-convergence
state, node F could specily a path to node J non-explicitly,
since node of the path 1s outside the p and g spaces.

FIG. 4 15 a flowchart illustrating how a node can use p and
g spaces to improve path specification while 1n the explicit
post-convergence state. Like the method of FIG. 2, this
method can be performed by each node in the network at a
somewhat different time. Similar operations to those m FIG.
2 are 1dentified by the same numerals.

The method begins with the detection of a network disrup-
tion at 205. Then, 1n addition to updating its forwarding
information, 1f needed, the node 1dentifies 1ts p space and the
g space for any destinations the node needs to communicate
with, as shown at 410. Identification of p and g spaces can be
done using state iformation, like a LSDB or OSPF graph,
that shows the configuration of the network both before and
aiter the failure.

The node then identifies the maximum time for at least a
portion of the network to converge, as shown at 215. If the
maximum time has elapsed since the node converged (e.g., by
updating its forwarding information at 410), the node can
move 1nto the classic post-convergence state and encode
paths normally, as shown at 230.

If instead the maximum time has not yet elapsed, the node
1s still 1n the explicit post-convergence state. Here, for a given
destination, the node determines whether the path to that
destination from the node 1s entirely within the g space, as
shown at 425. I so, the node can encode the path normally, as
shown at 427, since none of the nodes along the path have
been affected 1n their ability to communicate with the desti-
nation by the failure.

I1 instead not all of the nodes along the path from the node
to the destination are in the q space, the node will only need
explicitly specity the portion of the path between the p and g
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spaces, as shown at 429. The node will also need to specily a
path from the node to the edge of p space, and from the edge
of q space to the destination, but these paths can be specified
non-explicitly.

Example Network Devices

FIG. 5 1s a block diagram 1llustrating certain additional
and/or alternative components of nodes that can be employed
in the networks shown 1 FIGS. 1 and 3. In this depiction,
node 500 includes a number of line cards (line cards 502(1)-
(N)) that are communicatively coupled to a forwarding
engine or packet forwarder 510 and a processor 520 via a data
bus 530 and a result bus 540. Line cards 502(1)-(N) include a
number of port processors 550(1,1)-(N.N) which are con-
trolled by port processor controllers 560(1)-(IN). It will also
be noted that forwarding engine 510 and processor 520 are
not only coupled to one another via data bus 530 and result
bus 540, but are also communicatively coupled to one another
by a communications link 570.

The processors 550 and 560 of each line card 502 may be
mounted on a single printed circuit board. When a packet or
packet and header are received, the packet or packet and
header may be 1dentified and analyzed by router 500 in the
tollowing manner. Upon receipt, a packet (or some or all of 1ts
control information) or packet and header 1s sent from the one
of port processors 550(1,1)-(N,N) at which the packet or
packet and header was received to one or more of those
devices coupled to data bus 530 (e.g., others of port proces-
sors 650(1,1)-(N,N), forwarding engine 510 and/or processor
520). Handling of the packet or packet and header can be
determined, for example, by forwarding engine 510. For
example, forwarding engine 510 may determine that the
packet or packet and header should be forwarded to one or
more of port processors 550(1,1)-(N,N). This can be accom-
plished by indicating to corresponding one(s) of port proces-
sor controllers 360(1)-(N) that the copy of the packet or
packet and header held 1n the given one(s) of port processors
550(1,1)-(N,N) should be forwarded to the appropriate one of
port processors 330(1,1)-(N,N). In addition, or alternatively,
once a packet or packet and header has been 1dentified for
processing, forwarding engine 510, processor 520 or the like
can be used to process the packet or packet and header 1n some
manner or add packet security information, in order to secure
the packet. On a node sourcing such a packet or packet and
header, this processing can include, for example, encryption
of some or all of the packet’s or packet and header’s infor-
mation, the addition of a digital signature or some other
information or processing capable of securing the packet or
packet and header. On a node receiving such a processed
packet or packet and header, the corresponding process 1s
performed to recover or validate the packet’s or packet and
header’s information that has been thusly protected.

FI1G. 6 15 a block diagram of anetwork device 600 (e.g., one
of the network nodes A-E of FIG. 1 or nodes A-J of FIG. 3).
As 1llustrated, network device 600 includes one or more pro-
cessors 602 (e.g., microprocessors, PLDs (Programmable
Logic Devices), or ASICs (Application Specific Integrated
Circuits)) configured to execute program 1nstructions stored
in memories 606 and/or 608. Memories 606 and 608 can
include various types of RAM (Random Access Memory),
ROM (Read Only Memory), Flash memory, MEMS (Micro
Electro-Mechanical Systems) memory, and the like. Network
device 600 also 1includes one or more ports 604 (e.g., one or
more hardware ports or other network interfaces that can be
linked to other network devices, hosts, servers, storage
devices, or the like). Processor 602, port 604, and memories
606 and 608 are coupled to send and recerve data and control
signals by one or more buses or other interconnects.
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In this example, program instructions executable to imple-
ment convergence module 640, which can be configured to
perform all or some of the functionality discussed above with
respect to FIGS. 2 and 4, are stored in memory 606. Memory
606 can also store all or part of a forwarding table 650, which
may store SR mformation. Memory 608 can also store all or
part of a packet 660 and a corresponding packet header 670.
The packet header 670 can 1include information specifying a
path through a network from network device 600 to a desti-
nation network device. The path can be specified 1n different
manners by convergence module 640 or by a normal forward-
ing module.

The program instructions and/or data can be stored on
various computer readable storage media such as a memory
(e.g., RAM (Random Access Memory)). In some embodi-
ments, such software 1s stored on a computer readable storage
medium such as a CD (Compact Disc), DVD (Digital Versa-
tile Disc), hard disk, optical disk, tape device, floppy disk, and
the like). In order be executed, the software 1s loaded nto
memory from another computer readable storage medium.
The mstructions and/or data can also be transferred to a com-
puting device for storage in memory via a network such as the
Internet or upon a carrier medium. In some embodiments, the
instructions and/or data are conveyed using a carrier medium
such as a network and/or a wireless link upon which signals
such as electrical, electromagnetic, or digital signals.

Although the present disclosure has been made 1n connec-
tion with several embodiments, the disclosure 1s not intended
to be limited to the specific forms set forth herein. On the
contrary, 1t 1s mtended to cover such alternatives, modifica-
tions, and equivalents as can be reasonably included within
the scope defined by the appended claims.

We claim:
1. A method comprising;:
detecting a topology change within a network 1n which a
segment routing (SR) protocol 1s implemented, wherein
the topology change disrupts an existing forwarding
path between a first network node and a destination
network node;
calculating new forwarding table information in response
to the topology change, wherein
the new forwarding table information comprises for-
warding table information for at least one updated
forwarding path from the first network node to the
destination network node, and
the new forwarding table information 1s generated
according to the SR protocol;
identifying a maximum time for at least a portion of the
network to reach a post-convergence state with respect
to the topology change;
until the maximum time has elapsed at the first network
node,
explicitly specifying at least a portion of the at least one
updated forwarding path in a packet header of a
packet, if the packet 1s being sent from the first net-
work node to the destination network node; and
aifter the maximum time has elapsed at the first network
node,
non-explicitly specitying the at least the portion of the at
least one updated forwarding path in a packet header
of an additional packet, if the additional packet 1s
being sent from the first network node to the destina-
tion network node, wherein
the detecting, the calculating, the identifying, the
explicitly specitying, and the non-explicitly speci-
tying are performed by the first network node.
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2. The method of claim 1, further comprising;
detecting the topology change at a second network node
within the network, wherein
the first network node calculates the new forwarding
information at a first time and performs the explicitly
speciiying the at least the portion of the at least one
updated forwarding path from the first time until the
first time plus the maximum time, and
the second network node calculates second new for-
warding imnformation at a second time; and
explicitly specitying at least a portion of a second updated
forwarding path between the second network node and a
second destination network node 1n a packet header of a
packet sent from the second network node to the second
destination network node from the second time until the
second time plus the maximum time, wherein
the explicitly specifying the at least the portion of the
second updated forwarding path 1s performed by the
second network node.
3. The method of claim 1, further comprising;
detecting, after the topology change, that the first network
node can communicate with a first set of network nodes
without being affected by the topology change, and that
a second set of network nodes can communicate with the
destination network node without being affected by the
topology change, but that the first set of network nodes 1s
not included 1n the second set of network nodes; and
performing the explicitly specitying by generating a packet
header that comprises: a first sub-path identifier that
identifies a path from the first network node to an edge of
the first set of network nodes; a second sub-path 1denti-
fier that identifies at least a portion of a path from the
edge of the first set of network nodes to an edge of the
second set of network nodes; and a third sub-path 1den-
tifier that 1dentifies a path from the edge of the second set
of network nodes to the destination network node,
wherein
the detecting and the performing are performed by the
first network node.
4. The method of claim 3, wherein the non-explicitly speci-
fying comprises:
generating a packet header that specifies fewer sub-path
identifiers than the packet header generated during the
explicitly specitying.
5. The method of claim 1, further comprising;
receiving a first packet, sent by the first network node, at a
second network node, wherein
the first packet comprises
a first header explicitly specitying the at least the
portion of the at least one updated forwarding path,
and
the second network node receives the first packet before
the second network node reaches a classic post-con-
vergence state 1n response to the topology change.
6. The method of claim 1, further comprising;
receiving a first packet, sent by the first network node, at a
second network node, wherein
the first packet comprises
a first header explicitly specitying the at least the
portion of the at least one updated forwarding path,
and
the second network node receives the first packet subse-
quent to the second network node reaching a classic
post-convergence state in response to the topology
change.
7. The method of claim 1, wherein the explicitly specifying
COmMprises:
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explicitly specifying a first N network nodes on the at least
one updated forwarding path between the first network
node and the destination network node.
8. A non-transitory computer-readable storage medium
comprising program instructions executable by a first net-
work node to:

detect a topology change within a network in which a
segment routing (SR) protocol 1s implemented, wherein
the topology change disrupts an existing forwarding

path between the first network node and a destination
network node;
calculate new forwarding table information 1n response to
the topology change, wherein
the new forwarding table information comprises for-
warding table information for at least one updated
forwarding path from the first network node to the
destination network node, and

the new forwarding table information 1s generated
according to the SR protocol;
identify a maximum time for at least a portion of the net-
work to reach a post-convergence state with respect to
the topology change;
until the maximum time has elapsed at the first network
node,
explicitly specily at least a portion of the at least one
updated forwarding path in a packet header of a
packet, if the packet 1s being sent from the first net-
work node to the destination network node; and

alter the maximum time has elapsed at the first network

node,

non-explicitly specily the at least the portion of the at
least one updated forwarding path in a packet header
of an additional packet, if the additional packet 1s
being sent from the first network node to the destina-
tion network node.

9. The non-transitory computer-readable storage medium
of claam 8, wherein the program instructions are further
executable by the first network node to:

calculate the new forwarding information at a first time and
execute the program 1nstructions executable by the first
network node to explicitly specily the at least the portion
of the at least one updated forwarding path from the first
time until the first time plus the maximum time, wherein
a second network node 1s configured to calculate second

new forwarding information at a second time, and
the second network node 1s configured to explicitly
specily at least a portion of a second updated forward-
ing path between the second network node and a
second destination network node 1n a packet header of
a packet sent from the second network node to the
second destination network node from the second
time until the second time plus the maximum time.

10. The non-transitory computer-readable storage medium
of claam 8, wherein the program instructions are further
executable by the first network node to:

detect, after the topology change, that the first network
node can communicate with a first set of network nodes
without being affected by the topology change, and that
a second set of network nodes can communicate with the
destination network node without being affected by the
topology change, but that the first set of network nodes 1s
not included 1n the second set of network nodes; and

execute the program instructions executable by the first
network node to explicitly specily by virtue of compris-
ing program instructions executable by the first network
node to generate a packet header that comprises
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a first sub-path 1dentifier that identifies a path from the
first network node to an edge of the first set of network
nodes,

a second sub-path identifier that identifies at least a

portion of a path from the edge of the first set of °

network nodes to an edge of the second set of network

nodes, and

a third sub-path i1dentifier that identifies a path from the
edge of the second set of network nodes to the desti-
nation network node.

11. The non-transitory computer-readable storage medium
of claim 10, wherein the program instructions executable by
the first network node to non-explicitly specily comprise
program instructions executable by the first network node to:

generate a packet header that specifies fewer sub-path 1den-

tifiers than the packet header generated during the non-
explicitly specitying.

12. The non-transitory computer-readable storage medium
of claam 8, wherein the program instructions executable by
the first network node to explicitly specily comprise program
instructions executable by the first network node to:

explicitly specity a first N network nodes on the atleast one

updated forwarding path between the first network node
and the destination network node.

13. The non-transitory computer-readable storage medium
of claim 8, further comprising program instructions execut-
able by a second network node to:

receive a first packet, sent by the first network node, at the

second network node, wherein
the first packet comprises
a first header explicitly specitying the at least the
portion of the at least one updated forwarding path.

14. A system comprising:

one or more processors; and

a memory storing program instructions executable by the

One Or more processors to
detect a topology change within a network 1n which a
segment routing (SR) protocol 1s 1mplemented,
wherein
the topology change disrupts an existing forwarding
path between a first network node and a destination
network node,
calculate new forwarding table information 1n response
to the topology change, wherein
the new forwarding table information comprises for-
warding table information for at least one updated
forwarding path from the first network node to the
destination network node, and
the new forwarding table information 1s generated
according to the SR protocol,
identily a maximum time for at least a portion of the
network to reach a post-convergence state with
respect to the topology change,
until the maximum time has elapsed at the first network
node,
explicitly specify at least a portion of the at least one
updated forwarding path 1n a packet header of a
packet, 1f the packet 1s being sent from the first
network node to the destination network node, and
alter the maximum time has elapsed at the first network
node,
non-explicitly specity the at least the portion of the at
least one updated forwarding path in a packet
header of an additional packet, 1f the additional
packet 1s being sent from the first network node to
the destination network node.
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15. The system of claim 14, wherein the program instruc-

tions are further executable by the one or more processors to:

calculate the new forwarding information at a first time and

execute the program 1nstructions executable by the one

or more processors to explicitly specity the at least the

portion of the at least one updated forwarding path from

the first time until the first time plus the maximum time,
wherein

a second network node 1s configured to calculate second
new forwarding information at a second time, and

the second network node 1s configured to explicitly
specily at least a portion of a second updated forward-
ing path between the second network node and a
second destination network node 1n a packet header of
a packet sent from the second network node to the
second destination network node from the second
time until the second time plus the maximum time.

16. The system of claim 14, wherein the program instruc-
tions are further executable by the one or more processors to:

detect, after the topology change, that the first network

node can communicate with a first set of network nodes
without being afiected by the topology change, and that

a second set of network nodes can communicate with the

destination network node without being affected by the

topology change, but that the first set of network nodes 1s
not included 1n the second set of network nodes; and
execute the program instructions executable by the one or
more processors to explicitly specity by virtue of com-
prising program instructions executable by the one or
more processors to generate a packet header that com-

Prises

a {irst sub-path identifier that identifies a path from the
first network node to an edge of the first set of network
nodes,

a second sub-path identifier that i1dentifies at least a
portion of a path from the edge of the first set of
network nodes to an edge of the second set of network
nodes, and

a third sub-path 1dentifier that identifies a path from the
edge of the second set of network nodes to the desti-
nation network node.

17. The system of claim 16, wherein the program instruc-
tions executable by the one or more processors to non-explic-
itly specily comprise program instructions executable by the
One Or more processors to:

generate a packet header that specifies fewer sub-path 1den-

tifiers than the packet header generated during the non-

explicitly specitying.

18. The system of claim 14, wherein the program instruc-
tions executable by the one or more processors to explicitly
specily comprise program instructions executable by the one
Or more processors to:

explicitly specily afirst N network nodes on the at least one

updated forwarding path between the first network node

and the destination network node.

19. The system of claim 14, wherein additional program
instructions are executable by the one or more processors of a
second network node to:

recerve a first packet, sent by the first network node, at the

second network node, wherein

the first packet comprises
a first header explicitly specitying the at least the

portion of the at least one updated forwarding path,
and

the second network node receives the first packet before
the second network node reaches a classic post-con-
vergence state in response to the topology change.
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20. The system of claim 14, wherein additional program
instructions are executable by the one or more processors of a
second network node to:

receive a first packet, sent by the first network node, at the

second network node, wherein
the first packet comprises
a first header explicitly specitying the at least the
portion of the at least one updated forwarding path,
and
the second network node receives the first packet subse-
quent to the second network node reaching a classic
post-convergence state in response to the topology
change.
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