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1

METHODS AND APPARATUS FOR SIGNAL
QUALITY ANALYSIS

FIELD

The present invention relates to methods and apparatus for
signal quality analysis, e.g., speech signal quality analysis,
and more particularly to methods and apparatus for objective,
non-intrusive voice quality assessment by the analysis of a
signal communicating speech, €.g., a signal which may have
been degraded by communication errors and/or noise.

BACKGROUND

The rapid increase 1n the usage of speech processing algo-
rithms 1n multi-media and telecommunications applications
raises the need for speech quality evaluations. An accurate
and reliable assessment of speech quality 1s thus becoming
important for the satisfaction of the end-user or customer of a
deployed speech processing system (e.g., cell phone, speech
synthesis system, etc.). Assessment of speech quality can be
done using subjective listening tests or using objective quality
measures. Subjective evaluation involves comparisons of
original and processed speech signals by a group of listeners
who are asked to rate the quality of speech along a predeter-
mined scale. Objective evaluation often mvolves a math-
ematical comparison of the original and processed speech
signals. Many objective measures quantily quality by mea-
suring the numerical “distance” between the original and
processed signals. For an objective measure to be considered
valid, the objective measure normally needs to correlate well
with subjective listening tests.

Subjective listening tests provide perhaps the most reliable
method for assessment of speech quality. However, these
subjective listening tests can be time consuming and require,
1n most cases, access to trained listeners. For these reasons,
researchers have investigated the possibility of devising
objective, rather than subjective, measures of speech quality.

Objective quality assessment models can be classified mnto
signal-based models, paramedic models, and protocol-infor-
mation-based models. The different classifications of objec-
tive quality assessment models are further discussed below.

Signal-based models employ speech signals transmitted or
otherwise modified by speech processing systems to estimate
quality. Two general types of signal-based models exist.
These include full reference models and reference-ifree mod-
els.

A full reference model, also known as an “intrusive” or
“double-ended” model, depends on a reference (system
input) speech signal and a corresponding degraded (system
output) speech signal. This allows for the degraded output to
be scored to be compared to the original input. In this case,
specific test calls are set up and measurement speech signals
are transmitted across a network which degrades the commu-
nicated signal. From a comparison of the output and input
signals, a direct quality estimate or quality-relevant network
parameters can be obtained. The International Communica-
tion Union (ITU) has standardized a Perceptual Evaluation of
Speech Quality as a full reference mode for Narrow Band
(NB) speech signals. Unfortunately, this approach requires
the availability of the original uncorrupted signal which 1s
often not available at a user location during actual call con-
ditions making such an approach to determining speech sig-
nal quality during actual calls impractical for many end users
who may seek to measure the quality of a speech signal being,
communicated by a network, e.g., to assess the impact and/or
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degradation caused by the communications network to the
speech communicated by a call through the network.

A reference-free model, also known as a “non-intrusive” or
“single ended” model, depends on the latter degraded signal
but does not require the availability of the original uncor-
rupted original speech signal. Since the reference-1ree model
does not require access to the original speech signal it 1s
considered “single ended” since 1t depends on the signal at
only one end, e.g., the measurement end. In this type of
model, ameasurement signal 1s acquired at a specific point of
the network during normal network operation. From this sig-
nal, network or conversation parameters relevant to quality or
indicative of quality can be measured and/or derived from the
signal. The ITU has standardized P.563 as a reference free
model.

FIG. 1 1s a drawing 100 illustrating the computation of
intrusive and non-1ntrusive models. As 1llustrated in the FIG.
1, the input signal 101, e.g. a speech signal, 1s supplied to the
system to be tested 102. ¢.g., a telecommunications system.
The processed speech signal, being output by the system 102,
1s labeled as degraded signal 103 since the output signal 1s
degraded 1n quality as compared to the original input signal.

For non-intrusive (reference free) evaluation model based
systems such as system 104, the degraded processed signal 1s
needed to evaluate the signal quality. Thus, as shown in the
FIG. 1, the degraded signal 103 1s supplied as an input signal
to the non-intrusive evaluation system 104. As discussed
above, from the supplied degraded, e.g., communicated, sig-
nal 103, the non-intrusive evaluation system 104 derives net-
work or conversation parameters relevant to quality, which
are output as information 105. Intrusive (full reference)
evaluation model based systems such as system 106 need
both a reference input signal and a corresponding degraded
output signal to evaluate the signal quality. Thus as shown 1n
the FIG. 1, both of these signals (101, 103) are supplied as
inputs to the intrusive evaluation system 106. Intrusive evalu-
ation system 106 compares the output and imnput signals (103,
101) and evaluates a direct quality estimate and/or derives
quality-relevant network parameters, which are output as
information 107.

Parametric models will now be discussed. Signal-based
models use speech signals as input to the quality estimation
methods. Thus, to use a signal-based model, at least a proto-
type implementation or simulation of the transmission chan-
nel has to be set up. However, during the network design
process, such signals are commonly not available but the
network can be characterized by the technical specifications
of 1ts elements. Such techmical specifications typically
include: delay associated with a particular transmission path,
the probability that packets get lost or discarded 1n Internet-
Protocol (IP)-based transmission, as well as the type of codec
and error concealment techmques used. Many of these speci-
fications can be quantified in terms of planming parameters
that enable a parametric estimation of speech quality to be
performed prior to the connection becoming alive. While
parametric models allow a network’s effect on speech to be
estimated or predicted without the need for actual signal
measurements, quality estimates based on parametric models
may be less accurate than actual signal measurements since
the number of parameters used may be limited and the param-
cters may not fully represent or predict the effect of the actual
network during real use on a speech signal communicated
through the network.

One of the common parametric models 1s the E-model, that
1s used to estimate the quality associated with a speech trans-
mission channel. The limitations of the E-model are dis-
cussed below. The E-model 1s limited to the speech impair-
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ments caused by packet loss and delay, and the E-model does
not take 1n account impairments due to noise, clipping and
codec distortions. In some cases in which a RTP (real-time
transport protocol) stream has been terminated at an interme-
diate node along the call path, e.g., for transcoding, the ter-
minated RTP stream 1s regenerated. As part of the regenera-
tion process packets may be sequentially numbered making,
previously lost packets undetectable from the packet number-
ing of the regenerated RTP stream. Thus a node receiving a
regenerated stream communicating a speech signal may be
unaware from the packet headers that speech has been lost.
Thus depending on the monitoring point across the call path,
the packet delay and loss, used by the E-model, may not be
accurate. For example, if the monitoring occurs aiter regen-
eration, a packet loss count based on RTP packet header
numbers may be lower than the actual number of lost packets.
A quality score that does not reflect the user perception of the
call quality may be reported in such a case. The E-model
assesses the speech quality based on network level metrics,
such as a missing packet count based on packet header num-
bers, and thus the E-model 1s not aware of the content of the
actual speech signal. For example, the E-model accounts for
all the packet loss measured at the network level and may not
accurately reflect the impact on the user perception of the
speech quality of the received signal. The E-model does not
take 1nto account the location of the packet loss, which can
impact user perception. For example, a packet loss that occurs
during silence will not impact user perception of speech qual-
ity; however, the E-model does not account for differences 1n
user perception as a function of whether the packet loss
occurred during a silence. In addition, the E-model does not
distinguish between a packet loss which occurs near the
beginning of a call from a packet loss which occurs near the
end of a call. From a user perception viewpoint, a packet loss
near the end of a call may more negatively impact the user’s
perception of speech quality than a packet loss near the begin-
ning of a call. The E-model approach reduces the MOS score
based on the number of packets lost and does not take into
account the location of the packet loss which may impact user
perception of speech quality.

Protocol-Information-based models will now be dis-
cussed. The E-model has also been used for monitoring qual-
ity of VoIP (voice over internet protocol), but often does not
provide accurate measurements for individual calls. As a
consequence, alternative models have been developed for
measuring and/or monitoring the quality of VoIP communi-
cated speech for individual calls. Instead of using the voice
payload of the transmitted packets, the known protocol infor-
mation model exploits protocol header information such as
the timestamps and sequence numbers of RTP headers for
delay and packet-loss related information, and information
on the end-point behavior such as dropped packet statistics or
PLC mformation. The main goal of such models 1s to enable
passive network and/or end-point monitoring with a light-
weight parametric approach, while at the same time avoiding,
privacy concerns when accessing user related payload infor-
mation.

Unfortunately, models and/or monitoring techniques
which are based solely on protocol information and/or header
information may not accurately reflect the quality of a
received speech signal and/or the loss of speech information
during the process ol communicating the speech signal
through a network, e.g., due to packet stream regeneration
and/or other factors.

In view of the above, 1t should be appreciated that there 1s
a need for methods and/or apparatus which allow the actual
content of a received speech signal into consideration when
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measuring and/or estimating recerved speech signal quality
without merely relying on packet header or network level
information. While 1t 1s desirable to take the actual content of
a recetved signal into consideration 1n generating a signal
quality measurement 1t 1s desirable that the content of a
received signal be used 1n a manner that does not create an
excessive processing burden on the system generating the
signal quality metric.

In view of the above 1t should be appreciated that there 1s a
need for methods and apparatus which overcome one or more
the limitations of the various known approaches discussed
above, allowing for faster analysis and/or evaluation of signal
quality and/or are more accurate than the known approaches.

SUMMARY

Some exemplary embodiments are directed to novel meth-
ods and/or apparatus for performing an objective, non-intru-
stve, voice quality assessment based on the analysis of a
speech signal, e.g., a speech signal degraded as a result of
communication through a commumnications network. Various
exemplary embodiments are well suited for numerous appli-
cations including, e.g., non-intrusive voice quality monitor-
ing, perceptional-based adaptive codec type/mode control,
perceptional-based adaptive sender-bit rate control, and per-
ceptional-based playout-butier optimization. At least some of
the methods take into consideration, when generating a qual-
ity estimate, e.g., metric mdicating recerved speech signal
quality, the actual content of a recerved speech signal, e.g., to
estimate the loss of packets and/or speech, while also taking
into consideration one or more other factors such as the cod-
ing/decoding (codec) used for speech signal coding and/or
data rate of the speech signal.

Various embodiments are directed to novel methods and/or
apparatus for performing non-intrusive objective speech
quality assessments, €.g., a quality assessment on a recerved
speech signal that was communicated through a communica-
tions network. The speech signal may be communicated via a
telephone call transmitted through a network. Various exem-
plary embodiments of the present invention may be viewed as
an improvement over the ITU-T P.563 standard in one or
more ways.

Some exemplary novel methods are lightweight, e.g., in

terms ol computational complexity, and thus, 1n at least some
embodiments, the method runs faster, e.g., around ten times
faster, than the I'TU-T P.563 standard method 11 hardware of
similar complexity were used for the standard method. In
addition to speed/relatively low computational complexity,
some embodiments of the present invention are more accurate
than the ITU-T P.563 standard method, 1n terms of handling
random and bursty packet losses.

An advantage of a lightweight approach, in accordance
with various embodiments of the present inventions, 1s that
the analysis can be performed 1n real time or near real time,
¢.g., as a call 1s 1n progress, as opposed to the ITU-T P.563
standard method, which may take a couple of seconds to
evaluate a 20 msec voice sample. The lightweight approach
can be used oftline or real time. The lightweight approach can
be, and sometimes 1s, used to tune the coding parameters, e.g.,
during an 1m-progress call. In some embodiments, a real time
score 1s used to adjust quality during a call, e.g., on an ongo-
ing basis during a call. For example, a long signal correspond-
ing to multiple minutes can be chopped into 20 msec voice
samples, which are evaluated, e.g., generating scores for
intervals 1n real time, and feedback from the evaluations are
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used to change encoding parameters, change codec, change
packet rate, change packet size, and/or adjust a codec, while
operating.

Some embodiments implemented 1n accordance with the
present invention are hybrids in terms of how they are imple-
mented 1n the sense that they perform a quality assessment
based on a combination of metrics collected from signal
analysis with metrics/parameters collected both from the net-
work-layer and/or information about the speech codecs along,
with information obtained from an actual examination of the
received signal whose quality i1s being assessed. Some
embodiments, using a hybrid approach, use network infor-
mation about the codec as well as signal information to come
up with a meaningiul signal quality measurement.

Various exemplary methods, m accordance with the
present mvention, combine signal processing with machine
learning. The learning phase, e.g. a neural network training
phase, may be, and in some embodiments 1s, implemented
prior to system deployment. The training may be performed
using known mnput data sets which have been scored by actual
listeners. Such training may be preformed using data sets and
scores Irom commercially available reference data and score
sets.

In various exemplary embodiments, received packetized
speech 1s analyzed, based on a limited set of signal features
and/or to generate an estimate of packet loss based on the
content of the recerved signal. An overall signal quality score
1s then generated based on neural network scoring of the
received signal and various network parameters and/or codec
information 1n addition to, or in combination with, an esti-
mate of packet loss generated based on the content of the
received signal.

In some such exemplary embodiments, five trained neural
networks, corresponding to five ditferent signal features, each
determine a signal feature quality score. In some such
embodiments, each of the five trained neural networks use
one the following five difierent sets of speech signaling mea-
surements: a set of signal to noise ratio measurements; a set of
spectral clarity measurements; a set of linear prediction skew
measurements; a set of linear prediction kurtosis measure-
ments; and a set of pitch average measurements. More or
tewer neural networks and/or speech features may be used
depending on the particular embodiment and five 1s intended
to be exemplary of one particular embodiment. In the exem-
plary embodiment a trained joint quality score determination
neural network determines an overall joint quality score
based onthe determined signal feature quality scores, e.g., the
five individual scores generated by the corresponding indi-
vidual feature score neural networks.

The overall joint score 1s adjusted 1n some embodiments
based on other information. In one embodiment, packet loss 1s
estimated based on received packet header information, e.g.,
packet size and/or packet rate, and detected gap durations,
based on detected edges and measured signal energy level of
the received signal being monitored 1n relation to energy level
thresholds. An advantage of estimating packet loss, based on
measured signal energy levels 1n accordance with a feature of
some embodiments of the present invention, i1s that packet
losses, which occur during silence intervals, which do not
impact user perception ol speech quality, will not be counted.
Thus, this approach gives a better estimate of quality than an
approach which uses an E-model to detect packet loss. The
determined joint quality score 1s adjusted, based on estimated
packet loss information, network level statistics and/or codec
parameters, to determine a final overall quality score. Thus,
the final overall quality score may, and 1n various embodi-
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ments does, depend on analysis of a variety of signal features,
packet loss and/or the codec used to communicate the speech

signal.

An exemplary method of measuring the quality of speech
communicated using packets, in accordance with some
embodiments, includes: operating a plurality of N neural
networks, each neural network processing one of N sets of
speech signal feature measurements corresponding to a
speech signal recovered from packets communicated via a
communications network to generate from the processed set
of speech signal feature measurements a signal feature qual-
ity score, each of the N different neural networks correspond-
ing to a different one of the N sets of speech signal feature
measurements, said N neural networks generating N signal
feature quality scores, each one of the N signal feature quality
scores corresponding to a different one of N speech signal
teatures. The exemplary method further includes operating a
joint quality score determination neural network to generate a
joint signal feature quality score from said N signal feature
quality scores.

An exemplary apparatus, in accordance with some
embodiments, for measuring the quality of speech commu-
nicated using packets, includes: a plurality of N neural net-
works, each neural network being configured to process one
of N sets of speech signal feature measurements correspond-
ing to a speech signal recovered from packets communicated
via a communications network to generate from the pro-
cessed set of speech signal feature measurements a signal
teature quality score, each of the N different neural networks
corresponding to a different one of the N sets of speech signal
feature measurements, said N neural networks generating N
signal feature quality scores, each one of the N signal feature
quality scores corresponding to a different one of N speech
signal features. The exemplary apparatus further includes a
joint quality score determination neural network configured
to generate a joint signal feature quality score from said N
signal feature quality scores.

While various embodiments have been discussed 1n the
summary above, 1t should be appreciated that not necessarily
all embodiments include the same features and some of the
features described above are not necessary but can be desir-
able 1n some embodiments. Numerous additional features,
embodiments, and benefits of various embodiments are dis-
cussed 1n the detailed description which follows.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 11s a drawing illustrating the computation of intrusive
and non-intrusive models.

FIG. 2 1llustrates an exemplary quality assessment system,
in accordance with various exemplary embodiments of the
present invention.

FIG. 3 illustrates an exemplary neural network scoring
system, 1n accordance with an exemplary embodiment.

FIG. 4 1llustrates an exemplary speech signal energy pro-
file that may be used to estimate packet losses 1n communi-
cation.

FIG. 5 1s a flowchart illustrating a method of measuring the
quality of a signal, e.g., a speech signal, 1n accordance with
some embodiments of the present invention.

FIG. 6 15 a flowchart illustrating the steps of an exemplary

neural network tramning method implemented 1n accordance
with the mvention.

FIG. 7A 1s a first part of a flowchart illustrating the steps of
an exemplary method of measuring the quality of a signal,
e.g., speech signal, communicated using packets, 1n accor-
dance with an embodiment of the invention.
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FIG. 7B 1s a second part of a flowchart 1llustrating the steps
of an exemplary method of measuring the quality of a signal,

¢.g., speech signal, communicated using packets, 1 accor-
dance with an embodiment of the invention.

FIG. 8 illustrates an exemplary apparatus, e.g., a signal
quality assessment system, capable of implementing methods
of the present invention, in accordance with various embodi-
ments.

FIG. 9A illustrates a first part of an assembly of modules
which can, and 1n some embodiments 1s, used 1n the exem-
plary system illustrated 1in FIG. 8.

FI1G. 9B 1llustrates a second part of an assembly of modules
which can, and 1n some embodiments 1s, used 1n the exem-
plary system illustrated in FIG. 8.

FIG. 10 1llustrates an exemplary communications system
including a signal quality evaluation system with feedback,
an exemplary degraded signal including exemplary packet
loss during non-silent portions, and time slot based signal
quality assessments 1n accordance with an exemplary
embodiment.

DETAILED DESCRIPTION OF THE FIGURES

FIG. 2 illustrates the architecture of an exemplary signal
quality assessment system 200 from a functional perspective,
in accordance with various embodiments of the present inven-
tion. FIG. 2 shows some of the elements of the exemplary
signal quality assessment system 200 which are used to pro-
cess received packets communicating speech signal. The
exemplary signal quality assessment system 200 includes a
packet header analysis module 202, a packet decoding mod-
ule 204, a pre-processing module 206, a packet loss estima-
tion module 208, a voice activity detection (VAD) and feature
extraction module 210, a neural network scoring system or
module 212, and a score adjustment module 214. Various
modules shown 1n the system 200 can be implemented in
software, hardware or a combination of software and hard-
ware. In some embodiments, the modules 1n FIG. 2 are imple-
mented 1n hardware within the system 200, e.g., as individual
circuits.

In accordance with an aspect of various embodiments, an
input speech signal 201 1s analyzed and a set of features, e.g.,
speech signal quality features, are extracted by the signal
quality assessment system 200. It has been observed that a
selected set of features 1s generally suflicient to characterize
the quality of a speech signal, and the features are generally
not influenced by the speaker’s gender. The features are
extracted for each media bulfer used 1 a system. For
example, in some embodiments a ten seconds media buifer
s1ze 15 selected so that enough speech 1s captured to provide
statistical consistency of the measured features.

Aswill be discussed, 1n various embodiments the extracted
features are passed to a neural network scoring system 212.
Neural network scoring system 212 i1s trained to score the
media quality given the input set of features. In some embodi-
ments a bank of back-propagation Neural Networks (NN) are
used 1n the neural network scoring system 212.

In some embodiments, packets communicating the input
speech signal 201. e.g., mput packetized speech signal, 1s
captured and supplied to the signal quality assessment system
200. The packet header analysis module 202 performs analy-
s1s of the header of the recerved packets to determine network
level statistics 203, e.g., a packet size and/or a packet rate. In
some embodiments the packet size information 1s expressed
in terms of a time period, e.g., mill1 seconds. The packet size
and/or packet rate information 1s used in determining an
estimate of the lost packets and an adjustment to be made to
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a quality score as will be discussed. The determined network
level statistics 203 1s then provided to the packet loss estima-
tion module 208 and the score adjustment module 214.

After the packet header analysis, the packets are processed
by the packet decoding module 204 which performs decoding
operations. The packet decoding module 204 derives encoder
parameters 205 corresponding to the encoder that was used to
encode the packets being analyzed. The encoding parameters
203, derived by the decoding module 204, include, e.g., the
packet si1ze and/or codec type. The encoding parameters 203
provide information regarding the robustness of the codec
used for encoding the packet stream. Diflferent coding
schemes/codecs have different robustness, e.g., robustness to
packet loss. In some embodiments, the higher the compres-
s1on used by the codec, the less robust the codec becomes to
packet loss. The encoder parameters 205 are also provided to
the score adjustment module 214 as illustrated in FIG. 2.

Following packet decoding, the packets are supplied to the
pre-processing module 206. The pre-processing module 206
performs butifer level normalization, e.g., as specified in ITU
recommendations related to speech level measurements, and
filtering with a standard, by ITU standards, headset filter. The
output of the pre-processing module 206 1s input to the packet
loss estimation module 208 and the VAD and feature extrac-
tion module 210.

The packet loss estimation module 208 determines an esti-
mate of the number of lost packets in the communication of
the speech signal in accordance with the features of the inven-
tion. The packet loss estimation module 208 includes an edge
based time gap detection module 220 and a lost packets
estimator 222. In some embodiments the determination of the
number of lost packets in the communication of the speech
signal includes using the edge based time gap detection mod-
ule 220 to determine an amount of time between a detected
falling edge and a detected rising edge corresponding to a
signal energy drop in the recovered speech signal during
which the signal energy level of the recovered speech signal
stays below an energy level threshold level. Thus the edge
based time gap detection module 220 detects the time dura-
tion between a detected falling edge and a detected rising
edge which indicates duration of time during which packets
are lost. Time duration information 221 output from module
220 1s provided to the lost packets estimator 222 which also
receives the packet size (e.g., converted to millisecond) and/
or packet rate information (e.g., providing packets/second)
203 from the packet header analysis module 202. Using the
time duration mformation 221 and the packet size and/or
packet rate information 203 the lost packet estimator 222
estimates a number of lost packets during the time interval
between the falling and rising edges and outputs packet loss
information 223. The packet loss information 223, e.g., a
determined estimate of the number of lost packets 1s provided
to the score adjustment module 214.

The voice activity detector (VAD) and feature extraction
module 210, can be implemented using one of various types
of voice activity detectors. For example in some embodi-
ments a simple energy based voice activity detectors with
adaptive thresholds 1s used while 1n other embodiments a
VAD such as the one used in current voice codecs may be
selected for use. In various embodiments several features can
be extracted from a speech signal that provide information
about 1ts quality. In some embodiments signal features that
are selected to estimate speech conversational quality include
the averaged pitch, an estimation of the global signal to noise
ratio in the portion of a captured signal to be analyzed, etc.
Various other features may, and 1n some embodiments are,




US 9,396,738 B2

9

extracted from a standard autoregressive modeling of the
current portion of the captured speech signal.

Two basic ways can be adopted for using the extracted
signal features for quality estimation, one 1s to use the entire
vector of features as they unfold in time, the other 1s to use a
simple or weighted average of the vector components. The
first method permaits capturing the dynamics of the features,
while the second one does not. In various embodiments, the
second method which has the merit of being simpler 1s pre-
terred and adopted to use the extracted signal features for
signal quality estimation. It has been observed that the lack of
dynamics of the features does not have a noticeable impact on
the signal quality scoring.

In various embodiments, the set of features 211 extracted
by the module 210 1s mapped to a quality score, e.g., a signal
teature quality score. The neural network scoring system 212
which, 1n some embodiments, includes a two stage neural
network architecture 1s used for generating the signal feature
quality scores corresponding to the extracted signal features
211 which are supplied to the neural network scoring system
212. In order that the neural network scoring system 212
outputs a score that can be mapped to a score according to a
known standard, e.g., such as a Mean Opinion Score (MOS)
score, standard I'TU databases, labeled by subjective MOS
scores, are used 1n some embodiments to train back-propa-
gation type of neural networks used in the neural network
scoring system 212. ITU-T Rec. P. Supplement 23, “ITU-T
coded-speech database,” International Telecommunication
Union, 1998 1s one exemplary database which can be used as
a source of traiming data and scores. To train the back-propa-
gation type neural networks used 1n the neural network scor-
ing system 212 features extracted from the standard ITU
speech signals and the corresponding subjective MOS scores
are used. In some other embodiments Radial Basis Functions
(RBF) neural networks or Adaptive Neuro-Fuzzy Inference
System (ANFIS) networks may be used but for voice signal
teature quality scoring such networks as the ANFIS networks,
are much more complex in terms of implementation. The
details regarding the neural network scoring system 212 are
illustrated 1n FIG. 3 and discussed later. The output of the
neural network scoring system 212 1s a joint quality score (JS)
213 corresponding to the extracted signal features 211.

The score adjustment module 214 recerves the joint signal
quality score IS 213 generated by the neural network scoring
system 212 and performs adjustments to the score taking into
consideration various factors including, e.g., encoder/codec
parameters 205, packet size communicated 1n statistics 203,
and estimated number of packets lost in communication
included in packet loss information 223. The information
(203, 205, 223) used for making score adjustments 1s received
by the score adjustment module 214 from various other ele-
ments (202, 204, 222) of the system 200 as 1illustrated. In
some embodiments the score adjustment module 214 gener-
ates an adjustment factor (AF) to be used i1n performing
adjustment to the joint quality score. The calculation of
adjustment factor 1s a multistep operation which, 1n some
embodiments, 1s performed 1n the following manner:

1. First an entity referred to as R factor 1s calculated for the
given type of codec with the packet loss probability of zero,
the packet loss probability being the probability that packet(s)
are lost in communication. The R factor 1s calculated 1n accor-
dance with the following equation:

R tactor=93.2-1 -1, .z (1)

where I,__»1s calculated as

I

&

o AO5-1 ) (Ppli(Ppl+Bpl)) (2)
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where 1, 1s the impairment factor representing all impair-
ments due to delay of voice signals;

I, srepresents subjective quality impairments due to low
bit rate CODEC, packet/cell loss, I 1s the Equipment Impair-
ment Factor at zero packet-loss, Ppl 1s the Packet-loss prob-
ability expressed in percents, and Bpl 1s the Packet-loss
Robustness Factor. The Packet-loss Robustness Factor Bpl
represents the resistivity of the used coding and decoding
technique (1.e. compression and decompression) of a voice
signal on packet loss. As discussed the robustness informa-
tion 1s dertved from the encoder/codec parameters supplied
by the packet decoding module 204.

11. Secondly, the calculated R factor at zero packet-loss
(Ppl=0) will be mapped to a MOS score, e.g., using a MOS
score mapping table or a formula, as there 1s a predetermined
known relationship between a calculated R factor and MOS
score value. For discussion purposes this MOS score at zero
packet-loss (Ppl=0) 1s represented as M.

111. Next packet loss probability (Ppl) 1s calculated as fol-
lows:

Ppl=Number of packets lost/Total number of packets,

where the information regarding number of packets lost 1s
provided by the edge based packet loss detection module 208.
Furthermore, the robustness factor (Bpl) 1s determined, e.g.,
from a table that includes Bpl information for various ditfer-
ent types of codecs. The information regarding the type of
codec used to encode the packets 1s determined and provided
by the packet decoding module 204.

v. Using the determined packet loss probability (Ppl) and
the robustness factor (Bpl), R factor 1s calculated using equa-
tions (1) and (2).

v. Next the R factor calculated using the Ppl and Bpl values
1s mapped to a MOS score 1n a similar manner as discussed 1n
step (11). For discussion purposes this MOS score 1s repre-
sented as M ,.

v1. Next a difference 1n the MOS score determined 1n step
(1) and that determined 1n step (v) 1s calculated. This differ-
ence 1s referred to as the score adjustment factor (AF) and 1s
calculated as follows:

AF=M _—-Mp; (3)

1.e., AF=(MOS score at Ppl=0)-(MOS score calculated at

non zero Ppl value), where AF=0.

vi1. Finally, the score adjustment module 214 calculates the
final quality score 215 by subtracting the determined adjust-
ment fact (AF) from the joint quality score 213 recerved as
input from the neural network system 212. Thus the final
score 213 1s calculated as:

Final Score=J5-AF (4)

FIG. 3 1s a drawing 300 illustrating a portion of the system
200 1including the neural network scoring system 212 1n
greater detail. As illustrated 1n the drawing 300, a plurality of
N sets of signal feature measurements corresponding to the
signal features (signal feature (F1) measurements set 1 302,
signal feature (F2) measurements set 2 304, . . . signal feature
(Fn) measurements set N 306) extracted by the feature extrac-
tion module 210, are supplied to a set of N neural networks
(neural network 1 308, neural network 2 310, . . . , neural
network N 312), respectively. Each set of signal feature mea-
surements (302, 304, 306) serves as an input to a different
neural network 1n the set of N neural networks (308, 310, . . .
312) as illustrated. It should be appreciated that F1, F2, . . .,
Fn each represents a speech signal feature extracted from a
speech signal recovered from packets communicated via a
communications network. In some embodiments the N sets of
signal feature measurements include speech signal measure-
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ments from a group of five sets of speech signal feature
measurements including: 1) a set of signal to noise ratio mea-
surements; 1) a set of spectral clarity measurements; 111) a set
ol linear prediction skew measurements; 1v) a set of linear
prediction kurtosis measurements and v) a set of pitch aver-
age measurements.

In accordance with the features of various embodiments,
cach neural network in the plurality of N neural networks
(308, 310, . . ., 312) processes one of the N sets of speech
signal feature measurements to generate from the processed
set of speech signal feature measurements a signal feature
quality score corresponding to the feature for which measure-
ments have been provided as iput to the corresponding neu-
ral network. Each of the N different neural networks (308,
310, ..., 312) corresponds to a different one of the N sets of
speech signal feature measurements, and as shown 1n FIG. 3,
the N neural networks (308, 310, . .., 312) generate N si1gnal
feature quality scores (signal feature F1 quality score 309,
signal feature F2 quality score 311, . . ., signal feature Fn
quality score 313), respectively. Each one of the N signal
scores corresponding to a different one of the N speech signal
teatures F1 through Fn. In various embodiments each neural
network (308, 310, . . ., 312) acts as a regression approxima-
tor, and each one of the neural networks (308, 310, ..., 312)
1s trained using the extracted features.

In some embodiments, the neural networks (308,
310, ...,312) are standard back-propagation neural network
units. In some such embodiments, there are 5 five inputs and
5 corresponding neural networks, one for each of 5 different
features extracted from the speech signal. In some embodi-
ments, the neural network umts (308, 310, . . ., 312) are
trained off-line with labeled databases of speech signals. The
joint quality score determination module 314 1s configured to
generate a joint signal feature quality score 213 from the N
speech signal feature scores (309, 311, . . ., 313) which are
provided as an 1nput to the joint quality score determination
module 314. The joint signal feature quality score 213 repre-
sents an estimate of the speech signal quality of the recovered
speech signal without adjustments to balance packet loss and
other equipment related impairment. The joint quality score
determination module 314, which 1n some embodiments also
includes a back-propagation neural network, 1s also trained 1n
some embodiments with the labels of the speech databases.
However, the inputs to the joint quality score determination
module 314 come from the outputs of the component neural
network units (308, 310, . .., 312). Therefore the component
neural network units (308, 310, . . ., 312) and the joint quality
score determination module 314 can be considered to work
synchronously. In some embodiments each one of the neural
network units (308, 310, . . ., 312) outputs its own estimation
of MOS score, and the joint quality score determination mod-
ule 314, for training, takes the true corresponding MOS score
from the labeled database as target, and trains accordingly. In
some embodiments the joint quality score determination
module 314 1s implemented either as a non-linear regression
function (e.g., a median filter), an averaging function, or
another neural network. As shown, the output of the joint
quality score determination module 314 1s the joint quality
score (IS) 213 which in some embodiments 1s subjected to
turther processing, ¢.g., for score adjustments taking the
packet loss and/or other factors into consideration as dis-
cussed later.

FI1G. 4 1s a drawing 400 illustrating an exemplary speech
signal energy profile 416 that may be used to estimate packet
losses 1n communication of a speech signal. In accordance
with one feature of various embodiments, packet losses are
estimated directly from the captured speech signal. Gener-
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ally, probable packet losses can be detected it they are not
concealed by any form of interpolation or extrapolation into
the time slot of the lost packet. Thus un-concealed packet
losses can be detected directly from the speech wavetorm.
However, such un-concealed packet losses can be detected
more reliably from the signal energy profile of the speech
wavelorm. In accordance with one feature 1n various embodi-
ments, the signal energy profile 1s used to detect un-concealed
packet losses, e.g., packet losses are estimated based on a
signal energy profile corresponding to a captured speech sig-
nal. A signal energy profile 1s obtained by one of a plurality of
standard means, for example, a short time running Root Mean
Square (RMS) 1s determined over the speech portion being,
analyzed. It 1s observed that usually at locations where there
1s an unconcealed packet loss, there 1s a sudden drop 1n the
energy profile. In various embodiments, packet loss detection
1s conducted on the signal before VAD. Thus, as should be
appreciated from the FIG. 2 embodiment of the system 200,
the packet loss estimation module 208, including the edge
based gap detection module 220, 1s placed 1n the system 200
such that packet loss detection can be performed on the recov-
ered speech signal prior to VAD operation. Such an approach
tacilitates that the packet losses which are reported are the
packet losses that affect the speech signal, and the losses in
between speech segments or mside silences go undetected.
Packet losses 1n between speech segments or 1nside silences
do not affect the quality of the signal.

In drawing 400, line 416 represents an exemplary signal
energy time series corresponding to an exemplary speech
signal. Energy 1s represented along the vertical axis and time
1s represented along the horizontal axis. Line 408 1s a zero line
representing a zero energy level. Time interval 412 1s a time
span corresponding to a falling edge. Time interval 414 1s a
time span between the end of the falling edge and start of the
rising edge. Time interval 414, which corresponds to an inter-
val o packet loss, 1s greater than or equal to the time period to
which a packet corresponds. In various embodiments, the
packet size 1s codec dependent. In one exemplary embodi-
ment an exemplary codec uses a packet size corresponding to
a time duration of 20 msec, ¢.g., 20 msec of audio. Thus, 1n
such an embodiment the data 1n a packet represents a 20 msec
audio signal. In such an embodiment time interval 414 1s
greater than or equal to 20 msec, e.g., approximately equal to
an iteger multiple of 20 msec. The size of interval 414 may
be, and 1n some embodiments, 1s used to determine the num-
ber of packets lost, e.g., how many packets, corresponding to
the codec 1n use, it into interval 414. Time interval 418 1s a
time span corresponding to a rising edge. Time 1nterval 412
corresponds to a sudden decrease, e.g., a decrease which
occurs 1n under 1 msec, and time 1nterval 418 corresponds to
a sudden 1ncrease, €.g., an increase which occurs 1n under 1
msec, for a packet loss situation. In some embodiments, cor-
responding to packet loss, time interval 412 and time interval
418 are less than 10 the duration of time to which a packet
corresponds. In some embodiments, corresponding to packet
loss, time interval 412 and time interval 418 are less than 1
msec in duration. However, 1 msec 1s exemplary and other
durations are possible, e.g., a sudden decrease may be a
decrease which occurs 1n under 0.75 msec 1n some embodi-
ments. In other situations, where the energy level decrease
and energy level rise are due to a pause 1n speech rather than
from packet loss, the falling and rising transitions can be
expected to be much more gradual and relatively longer 1n
duration. In some embodiments gradual increases and
decreases 1n signal energy are not treated a being sudden
enough to be indicative of a packet loss and such gradual
increase or decrease in signal energy 1s not used to mark or
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determine the start of a packet loss which 1s likely cause a
sudden transition in signal energy due to a packet loss.

Energy region 402 is a flatness measure corresponding to
time span for flatness 410 before the start of the falling edge.
Energy drop 404 1s an energy drop corresponding to a falling
edge. In various embodiments, the energy drop 404 1s mea-
sured as a ratio. Energy region 406 1s a flatness measure
corresponding to the time interval 414 between the falling
edge and the rising edge.

Energy rise 422 1s an energy rise corresponding to a rising,
edge. In various embodiments, the energy rise 422 1s mea-
sured as a ratio. Energy region 422 1s a flatness measure
corresponding to the time interval 422 following the rising
edge. In some embodiments energy drop 404 and energy rise
422 correspond to an energy change which 1s greater than the
energy change to which energy region 406 corresponds.

An energy profile can be generally considered to be a time
series. Exemplary speech signal energy profile 416 can be
considered to be a signal energy time series 416, as 1llustrated
in FIG. 4. In accordance with an aspect of some embodi-
ments, one dimensional edge detection 1s applied to signal
energy time series 416 to detect rising and falling edges
corresponding to signal energy increases and signal energy
drops, respectively. Thus, the edge based gap detection mod-
ule 220, 1n some embodiments, uses one or more edge detec-
tors, e.g., a Canny edge detector, for performing edge detec-
tion, and module 220 determines gaps based on detected
edges. In some embodiments, the energy profile time series
such as the exemplary energy profile 416 illustrated 1n FIG. 4
1s scanned to detect energy drops that exceed a certain thresh-
old which would 1ndicate a falling edge, 1n other words the
start of a packet loss. A rising edge 1s indicated by an energy
rise in a similar manner.

In summary, in some embodiments, the detector used 1n the
edge based gap detection module 220 detects the edges, then
classifies them as falling and rising edges, and then, according
to a model for packet loss formation, evaluates the distance
between an edge identified as a real falling edge and its
neighboring rising edge. In some embodiments one or more
constraints are imposed 1n the process of detecting and clas-
sitying the edges, including, e.g., 1) the energy values between
the two edges have to be below a certain threshold, e.g.,
flatness measure 406 has to be observed, and 11) the energy
profile just before a falling edge and just after arising edge has
to be flat for a certain amount of time, e.g., flatness measure
402 has to be maintained for time span 410 and flatness
measure 424 has to be maintained for time span 420. Reliable
estimates with this method have been observed forup to 1.5%
packetlosses. Thus in some embodiments 1n which the packet
losses are expected to be less than or equal to 1.5%, the above
described approach 1s used.

High noise content at the location of the lost packet usually
lowers detector performance. A more computationally
demanding implementation, a cross correlation pattern
matching scheme, can be, and sometimes 1s, used for esti-
mates of up to 5% packet loss. One exemplary such procedure
1s that of normalized cross correlation with a typical energy
template for a packet loss.

In some embodiments, an echo detection and evaluation
module that 1s I'TU standard P.560 and G.131 compliant, 1s
used 1n the quality assessment system described. Echo detec-
tion and evaluation module reuses media data stored for sig-
nal quality assessment and, 1n addition, implements means
for capturing far-end media data which 1s usetul for the detec-
tion and evaluation processes. In some embodiments, echo
evaluation results are presented separately and do not influ-
ence the MOS factor computed by the system.
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FIG. § 1s a flowchart 500 1llustrating the steps of an exem-
plary method performed 1n accordance with some embodi-
ments of the invention. Operation starts in step 502 and pro-
ceeds to step 504. In step 504 one or more neural networks are
trained 1n accordance with the features of the invention. An
exemplary neural network training subroutine 1llustrating the
details of an exemplary neural network training method 1s
shown 1n FIG. 6 and discussed later.

Operation proceeds from step 304 to step 506. In step 506
the trained neural networks are deployed 1n a signal quality
assessment system. Operation proceeds from deployment
step 506 to step 508. In step 508 the deployed trained neural
networks are used to process speech signal recovered from
packets communicated via a communication network to gen-
erate signal feature quality scores in accordance with the
invention. The operation proceeds from step 508 to step 510
where process ends.

FIG. 6 15 a flowchart 600 1llustrating the steps of an exem-
plary neural network training subroutine implemented in
accordance with the mvention. The exemplary neural net-
work training subroutine may be implemented by a neural
network system such as the neural network scoring system
212, e.g., prior to deployment and use in a signal quality
assessment system.

Operation starts 1 step 602 where the subroutine 1s
executed. Operation proceeds from step 602 to steps 604, 606
and 608 which may be performed in parallel.

In step 604 a first set of speech signal feature data and a
corresponding known signal feature quality score which were
obtained through subjective human testing 1s received. The
set of speech signal feature data and the corresponding set of
known signal feature quality scores, 1n some embodiments, 1s
included. e.g., 1n a labeled database of speech signals includ-
ing e.g., speech signal feature measurement values which are
used as mputs for training a neural network and a correspond-
ing signal feature quality score which 1s used as the corre-
sponding known output for traiming the neural network.
Operation proceeds from step 604 to step 610. In step 610 a
first one of N neural networks, e.g., neural network 1 308 of
neural networks (308, 310, . . . 312), 1s trained using the first
set of speech signal feature data and the corresponding known
signal feature quality score. Such databases including a set of
signal feature data input values and a corresponding signal
feature quality score output value are available for training of
neural networks. Operation proceeds from step 610 to step
616.

Referring now to step 606. In step 606 a second set of
speech signal feature data and a corresponding known signal
feature quality score which was obtained through subjective
human testing 1s received. The second set of speech signal
teature data and the corresponding known signal feature qual-
ity score corresponds to e.g., a set input values for a second
signal feature of the speech signal and a corresponding signal
feature quality score output value. Operation proceeds from
step 606 to step 612. In step 612 a second one of the N neural
networks, e.g. neural network 2 310, i1s trained using the
second set of speech signal feature data and the correspond-
ing known signal feature quality score. Operation proceeds
from step 612 to step 616.

In a similar manner, each one of the plurality of N neural
networks 1s trained using a set of speech signal feature data
and a corresponding known signal feature quality score. In
step 608 a Nth set of speech signal feature data and a corre-
sponding known signal feature quality score which was
obtained through subjective human testing is received. The
Nth set of speech signal feature data and the corresponding
known si1gnal feature quality score corresponds to e.g., input
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values for a Nth signal feature of the speech signal and a
corresponding signal feature quality score output value.
Operation proceeds from step 608 to step 614. In step 614 the
Nth. e.g., neural network N 312, 1s trained using the Nth set of
speech signal feature data and the corresponding known sig-
nal feature quality score. In one exemplary embodiments,
N=5. Operation proceeds from step 614 to step 616.

Referring now to step 616, 1n step 616 a known set of signal
teature quality scores, e.g. signal feature quality scores output
by the N neural networks, and a corresponding predetermined
joint signal feature quality score 1s received. In accordance
with one aspect of some embodiments, this recerved set of
signal feature quality scores and corresponding predeter-
mined joint signal feature quality score 1s used to train a joint
signal feature score determination neural network, e.g., joint
quality score determination module 314. Thus in some
embodiments, signal feature quality scores outputs from the
N neural networks 1s used as mputs for training the joint
signal feature quality score determination network 314 while
a corresponding known predetermined joint signal feature
quality score 1s used as a corresponding output for training. In
some embodiments, the predetermined joint quality scores
are generated from ITU (International Telecommunication
Union) Perceptual Evaluation of Speech Quality test P.563. In
some embodiments, the predetermined joint quality scores
are generated from a subjective database, e.g., a database of
signals with known scores. In some embodiments, the prede-
termined joint quality scores are generated from a combina-
tion of ITU (International Telecommunication Union) Per-
ceptual Evaluation of Speech Quality test P.563 and a
subjective database. The use of the P.563 test for generating
predetermined quality scores allows for generating scores for
speech signals beyond those which can be obtained from a
commercially available database of subjectively scored
speech samples. Thus, by using the P363 scoring method to
score a wide range of speech signals and then use the scored
speech signals and scores as training data for one or more
neural networks, a much richer set of training data can be
generated and used than would be the case if training were
limited to subjectively scored data. By using subjectively
scored training data along with P.563 scored training data to
train the one or more neural networks a robust system capable
ol accurately scoring a large variety of speech and/or other
acoustic signals can be achieved in accordance with the
invention. However, training based on a particular set of data
or data scored 1n a particular way 1s not critical and a variety
ol training methods/training sets of data may be used.

Operation proceeds from step 616 to step 618. In step 618
the joint signal feature score determination neural network 1s
trained using the known set of signal feature quality scores
and the corresponding predetermined joint signal feature
quality score.

It should be appreciated that multiple sets of: (1) a set of
speech signal feature data and (11) a corresponding known
signal feature quality score which was obtained through sub-
jective human testing, may be received corresponding to a
neural network corresponding to a signal feature, and the
neural network, corresponding to the signal feature, may be,
and sometimes 1s, trained using the receirved information.
Steps (604, 610) may be repeated for different sets of training
data. Steps (606, 612) may be repeated for different sets of
training data. Steps (608, 614) may be repeated for different
sets of training data.

It should be appreciated that different known sets of signal
feature quality scores, each with a corresponding predeter-
mined joint signal feature quality score may be received, and
the joint quality score determination neural network may be
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trained using that received information. Thus steps 616 and
618 may be performed multiple times corresponding to dif-
ferent training information.

In some embodiments various steps may be performed
iteratively for training the neural networks. In various
embodiments a trained set of neural networks and a trained

joint signal feature score determination neural network 1s

deployed and used 1n a signal quality assessment system used
for performing speech signal quality assessment.

FIG. 7, comprising the combination of FIG. 7A and FIG.
7B, 1s a flowchart 700 illustrating the steps of an exemplary
method of measuring the quality of a signal, e.g., the quality
ol a speech signal, communicated using packets, 1n accor-
dance with various embodiments of the invention. The exem-
plary method of flowchart 700 may be, and 1n some embodi-
ments 1s, implemented by a signal quality assessment system
such as the exemplary system 200 of FIG. 2.

Operation starts in step 702 where the system 1s 1imitialized.
Operation proceeds from step 702 to step 704. In step 704
packets corresponding to a speech signal communicated via a
communications network are recerved. For example, the
received packets may correspond to a portion of a communi-
cated speech signal of a given duration, e.g., 10 seconds.
Operation proceeds from step 704 to step 706. In step 706 the
received packets are processed to recover the communicated
speech signal. In various embodiments a sufficient number of
packets 1s obtained and processed so that the corresponding
recovered portion of speech signal 1s enough to ensure that
various signal features can be reliably extracted and statistical
consistency of the signal features can be ensured. Operation
proceeds from step 706 to steps 708, 710 and 712 (via con-
necting node 711) which are performed independently in
parallel in some embodiments.

First, referring to step 708 and the steps along that process-
ing path, 1 step 708 the recovered speech signal 1s analyzed,
and a set of signal features are extracted, e.g., by module 210.
Thus feature extraction operations are performed on the
recovered speech signal to generate speech signal feature
measurements corresponding to different points 1n time, the
feature extraction operations generating N different sets of
speech signal feature measurements. An example 1llustrating
N different sets of signal feature measurements 1s shown in
FIG. 3 and was discussed earlier. Operation proceeds from
step 708 to step 713.

In step 713 a plurality of deployed N neural networks 1s
operated to process the speech signal feature measurements
that are supplied to the N neural networks. Fach of the N
neural networks processes one of the N sets of speech signal
feature measurements corresponding to the recovered speech
signal to generate from the processed set of speech signal
feature measurements a signal feature quality score, each of
the N different neural networks corresponding to a different
one of the N sets of speech signal feature measurements. The
N neural networks generate N signal feature quality scores,
with each one of the N signal feature quality scores corre-
sponding to a different one of the N speech signal features. In
some embodiments the plurality of N neural networks
includes at least a first neural network corresponding to a first
speech signal feature and a second neural network corre-
sponding to a second speech signal feature. That 1s, a first
neural network corresponds to and processes signal feature
measurements for a first speech signal feature and a second
neural network corresponds to and processes signal feature
measurements for a second speech signal feature.

In various embodiments the N sets of speech feature signal
measurements include a first set of speech signal feature
measurements, e.g., set 302, generated from the recovered
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speech signal and a second set of speech signal feature mea-
surements, ¢.g., set 304, generated from the recovered speech
signal. In some embodiments the N sets of speech signal
feature measurements include as least two sets of speech
signal measurements from a group of sets of speech signal
feature measurements including: a set of signal to noise ratio
measurements; a set of spectral clarity measurements; a set of
linear prediction skew measurements; a set of linear predic-
tion kurtosis measurements and a set of pitch average mea-
surements. In some embodiments N=5. In some such embodi-
ments the N sets of speech signaling measurements are: a set
ol signal to noise ratio measurements; a set of spectral clarity
measurements; a set of linear prediction skew measurements;
a set of linear prediction kurtosis measurements and a set of
pitch average measurements.

In some embodiments the step 713 of operating the plural-
ity of N neural networks includes one or more of steps 714,
716 and 718. In step 714 the first neural network 1s operated
to generate a first signal feature quality score from the first set
of speech signal feature measurements. In step 716 the second
neural network 1s operated to generate a second signal feature
quality score from the second set of speech signal feature
measurements. Similarly 1n some embodiments other neural
networks 1n the plurality of N neural networks are operated to
generate corresponding signal feature quality score. In step
718 the Nth neural network 1s operated to generate Nth signal
feature quality score from Nth set of speech signal feature
measurements. Thus in some embodiments N signal feature
quality score are generated as outputs. In some embodiments
N=>5, thus 5 different signal features are extracted and 5 sets of
signal feature measurements are generated. In some embodi-
ments the N sets of speech signal feature measurements
include speech signal measurements from the group of five
sets of speech signal feature measurements including: 1) a set
of signal to noise ratio measurements; 11) a set of spectral
clarity measurements; 111) a set ol linear prediction skew
measurements; 1v) a set of linear prediction kurtosis measure-
ments and v) a set of pitch average measurements.

Operation proceeds from step 713 to step 720. The output
signal feature quality score from each of the N neural net-
works 1s provided to a joint score determination neural net-
work, e.g., such as the joint score determination neural net-
work 314 as shown 1n FIG. 3, 1n step 720. The output signal
feature quality scores include a first signal feature quality
score 722, second signal feature quality score 724, . . ., and
Nth s1ignal feature quality score 726. Operation proceeds from
step 720, via connecting node B 728, to step 730. In step 730
the joint signal feature quality score determination neural
network 1s operated to generate a joint signal feature quality
score from the N speech signal feature quality scores received
as mputs. The generated joint signal feature quality score 1s
represented 1n FI1G. 7B by data 732 which 1s the output of the
joint signal feature quality score determination neural net-
work. In accordance with various embodiments the generated
joint signal feature quality score 732 1s provided to a score
adjustment module which performs further processing in
accordance with the features of the invention. Operation pro-
ceeds from step 730 to step 752. As illustrated 1n FIG. 7B the
output data 732 serves as an mput to step 752.

Returming to step 710, 1n step 710 the packets are analyzed
to extract packet header information to determine packet size
and/or packet rate, as part of determining network level sta-
tistics. In some embodiments this operation 1s performed by,
¢.g., the packet header analysis module 202. The packet size
and/or packet rate information 1s used to derive a time interval
corresponding to a packet, e.g., in milliseconds. This time
interval information may be, and in some embodiments 1is,
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used 1in determining an estimate of the lost packets. The
output of step 710 1s the determined packet size and/or packet
rate information 715 which 1s provided as an input to a step for
determining an estimate of the number of lost packets as
discussed later.

Operation proceeds from step 710 to step 734. In step 734
the packets are analyzed to determine codec parameters, e.g.,
such as codec type, coding scheme, codec robustness to
packet loss etc. In some embodiments, step 734 1s performed
by packet decoding module 202. The output of step 734 1s the
determined codec parameters information 735 which 1s used
as an input by the score adjustment module to adjust the signal
feature quality as discussed later. Operation proceeds from
step 710 back to step 704 via connecting node C 756.

Referring now to step 712, shown in FIG. 7B, and the steps
along that processing path, in step 712 the system generates,
from the recovered speech signal, an estimate of the number
of packets lost in the communication of the speech signal. In
some embodiments, the step of generating an estimate of the
number of lost packets includes performing steps 736, 738,
740 and 742. As part of determining the estimate of the
number of lost packets, 1n step 736 the system analyzes the
recovered signal energy profile to detect a falling edge corre-
sponding to a signal energy drop in the recovered speech
signal. Operation proceeds from step 736 to step 738. In step
738 the system analyzes the recovered signal energy profile to
detect a rising edge corresponding to a signal energy increase
in the recovered speech signal. Operation proceeds from step
738 to step 740. In step 740 an amount of time between the
detected falling edge and the detected rising edge, during
which the signal energy level of the recovered speech signal
stays below an energy threshold level, 1s determined. In some
embodiments the functions corresponding to the steps 736,
738 and 740 are performed by the edge based time gap detec-
tion module 220 shown 1n FIG. 2. The determined amount of
time information, output ifrom step 740, 1s provided as an
input to step 742 which also receives the packet size and/or
packet rate mformation 715 as an input. In step 742 the
estimate of the number of packets lost in the communication
of the speech signal 1s determined based on an estimated
number of packets which would have been used to commu-
nicate a portion of the speech signal having a duration equal
to the determined amount of time between the detected falling
edge of the recovered speech signal and the detected rising
edge of the recovered speech signal. In some embodiments
the function corresponding to step 742 1s performed, e.g., by
the lost packet estimator 222, based on the inputs, e.g., the
determined amount of time mnformation and the packet size
and/or packet rate information 713. The output of step 712 1s
packet loss information 744 that includes an estimate of the
number of packets lost in the communication of the speech
signal via the communications network. In some embodi-
ments, operation proceeds from step 712 to step 751 1n which
packet loss location information 1s determined. In some
embodiments, the packet loss information 1s further included
packet loss iformation 744. Operation proceeds from step
712 (including steps 736, 738, 740 and 742) to step 752.

Following the determination of various parameters and
other information that 1s used 1n adjusting the joint quality
score, 1n step 752 the score adjustment module, e.g., module
214, 15 operated to adjust the joint quality score 732 recerved
by the score adjustment module based on packet loss 1nfor-
mation 744 and codec parameters 735 to generate a final
overall quality score 754 for the recovered speech signal. In
some embodiments the packet loss information 744 includes
an estimate of the number of packets lost. In some embodi-
ments, the packet loss information includes packet loss loca-
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tion information, €.g., information indicating the temporal
location within the signal or call being analyzed 1n which the
packets were lost, e.g., beginning, middle or end of signal or
call. In some embodiments, the score adjustment module
adjusts the joint signal feature quality score based on codec
type and/or location of lost packets 1n a call. For example, lost
packets detected at the end of the call may have a greater
impact than lost packets at the beginning of a call on per-
ceived call quality since the information communicated at the
end of a call 1s often more important then information com-
municated at the beginning of the call. The quality score may,
and 1n some embodiments 1s, adjusted differently based on
where the lost packets which were detected were located 1n
the call. For example, a joint features signal quality score may
be lowered more when a given number of packets are lost at
the end of a call then when the same number of packets are
lost at the beginning of a call.

In some embodiments, different types of codecs corre-
spond to different packet loss robustness factors. The packet
loss factors may be predetermined based on how well a par-
ticular codec (coder/decoder combination) can handle and/or
tolerate packet loss. A codec which can handle packet loss
very well, e.g., due to a hugh level of error correcting coding,
and/or redundancy, will have a packet loss factor which low-
ers a quality score less than the packet loss factor for a codec
which handles packet loss poorly assuming a higher quality
score indicates a better quality signal. In various embodi-
ments the final overall quality score 1s calculated by the score
adjustment module, e.g., module 214, 1n accordance with
equations (1), (2), (3) and (4) discussed earlier with regard to
adjustment module 214 of FIG. 2. In various embodiments
the adjusted final quality score 754 1s an approximation of a
MOS score adjusted to take into consideration packet loss
corresponding to signal portions which indicate non-silent
signal portions. The output 754, which 1s the final overall
signal feature quality score, can be stored in the signal quality
assessment system, e.g., system 200, and/or transmitted to an
external device/server. Operation proceeds from step 732, via
connecting node C 756 back to step 704 and may continue 1n
a similar manner.

FIG. 8 illustrates an exemplary apparatus, e.g., a signal
quality assessment system, capable of implementing methods
of the present invention, in accordance with various embodi-
ments. The system 800 includes various modules for per-
forming the steps of methods of the present invention, e.g.,
such as the methods of flowchart 500 of FIG. 5, of flowchart
600 FIG. 6, and/or flowchart 700 of FIG. 7.

As shown 1n FI1G. 8, the system 800 includes a display 802,
an mput device 804, a processor 806, an interface 808 and a
memory 810 coupled together by a bus 809 over which the
various elements may exchange data and information.

The display 802 can be used to display, e.g., an 1image,
signal energy profile graph and/or other generated signal
processing results, etc., 1n accordance with the mnvention and
for displaying one or more control screens which may display
control information, e.g., user selected control parameters
and 1information. The mput device 804 includes, e.g., a key-
board, microphone, camera and/or other input device and can
be used to provide mput to the system 800. The user can, and
in some embodiments does, input control parameters using
the mput device 804.

The processor 806 performs various operations 1n accor-
dance with the invention, e€.g., under direction of routines 816
and/or one or more of the modules stored 1n the assembly of
modules 818 stored 1n the memory 810.

The interface 808 includes an I/O interface 812 and a
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a recerver for transmitting and receiving information respec-
tively. In some embodiments the speech signal communi-
cated using packets 1s recerved via the interface 808.

The memory 810 includes routines 816, an assembly of
modules 818 and data/information 820. In some embodi-
ments the routines 816 include communications routines and
control routines for controlling the operation of the device 1n
accordance with the invention. In some embodiments, each of
the modules 1n the assembly of modules 818 1s included in
with routines 816. Routines 816 includes, e.g., main routines
and subroutines. In some embodiments the neural network
training subroutine 600 1s included 1n the routines 816. Thus
when executed by the processor 806, the neural network
training subroutine 600 controls the system 800 to implement
the functions corresponding to the steps 1llustrated 1n FIG. 6,
¢.g., to train neural networks used 1n the system 800.

While the assembly of modules 818 includes various soft-
ware modules, the modules may and in some embodiments
are, implemented in hardware. In some embodiments, some
modules 1n the assembly of modules 818 are implemented in
hardware and other modules 1n the assembly of modules 818
are implemented 1n soitware. In some embodiments, some or
all of assembly of modules 818 are included within signal
quality assessment system 800 outside of memory 810.

The stored data/information 820 1n memory 810 includes
received packets communicating the speech signal to be pro-
cessed, speech signal recovered after processing recerved
packets, recetved control parameters, derived parameters
including the packet s1ze and/or packet rate, packet loss infor-
mation, encoder parameters, codec parameters, processing
results, e.g., generated signal feature quality scores, joint
signal feature quality score, final signal feature quality score
and/or other related information, etc. The final signal quality
score which 1s an output at the completion of processing
performed 1n accordance with the methods of the invention 1s
also stored as part of data/information 820.

FIG. 9, which comprises a combination of FIGS. 9A and
9B, illustrates an assembly of modules 900 which can, and 1n
some embodiments 1s, used in the exemplary system 800
illustrated 1n FIG. 8. In some embodiments, assembly of
modules 900 1s assembly of modules 818 1n system 800 in
FIG. 8. FIG. 9A 1llustrates a first part of the assembly of
modules 900 while FIG. 9B 1illustrates a second part of the
assembly of modules 900.

In some embodiments the assembly of modules 900 can be
implemented in hardware within the processor 806 of the
system 800, e¢.g., as individual circuits. The modules 1n the
assembly 900 can, and 1n some embodiments are, 1mple-
mented fully in hardware within the processor 806, e¢.g., as
individual circuits. In other embodiments some of the mod-
ules are implemented, e.g., as circuits, within the processor
806 with other modules being implemented, e.g., as circuits,
external to and coupled to the processor. As should be appre-
ciated the level of integration of modules on the processor
and/or with some modules being external to the processor
may be one of design choice. An exemplary hardware imple-
mentation of modules 1s 1llustrated 1n FIG. 2.

Alternatively, rather than being implemented as circuits, all
or some of the modules may be implemented 1n software and
stored in the memory 810 ofthe system 800, with the modules
controlling operation of system 800 to implement the func-
tions corresponding to the modules when the modules are
executed by a processor, e.g., processor 806. In some such
embodiments, the assembly of modules 900 1s included 1n the
memory 810. In still other embodiments, various modules are
implemented as a combination of hardware and software,
¢.g., with another circuit external to the processor providing
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input to the processor 806 which then under software control
operates to perform a portion of a module’s function. While
shown 1n the FIG. 8 embodiment as a single processor, €.g.,
computer, it should be appreciated that the processor 806 may
be implemented as one or more processors, €.g., computers.

When implemented in soitware the modules include code,
which when executed by the processor 806, configure the
processor 806 to implement the function corresponding to the
module. In embodiments where the assembly of modules 900
1s stored 1n the memory 810, the memory 810 1s a computer
program product comprising a computer readable medium
comprising code, ¢.g., individual code for each module, for
causing at least one computer, e.g., processor 806, to 1mple-
ment the functions to which the modules correspond.

Completely hardware based or completely software based
modules may be used. However, 1t should be appreciated that
any combination of software and hardware, e.g., circuit
implemented modules may be used to implement the func-
tions. As should be appreciated, the modules 1llustrated in
FIG. 9 control and/or configure the system 800 or elements
therein such as the processor 806, to perform the functions of
the corresponding steps illustrated in the method flowchart
700 of FIG. 7. Thus the assembly of modules 900 1ncludes
various modules that perform functions of the corresponding,
steps of the method shown 1n FIG. 7.

As 1llustrated mn FIG. 9, the assembly of modules 900
includes a neural network module 901, ¢.g., a neural network
scoring system, including a set of N neural network modules
903 (neural network module 1 905, neural network module 2
907, . . ., neural network module N 909) and a joint quality
score determination neural network module 911, a module
906 configured to process recerved packets corresponding to
a speech signal, communicated via a communications net-
work, to recover the speech signal, and a module 908 config-
ured to analyze the recovered speech signal and perform
signal feature extraction operations on the recovered speech
signal to generate speech signal feature measurements corre-
sponding to different points 1n time, the feature extraction
operations generating N different sets of speech signal feature
measurements. The set of N neural network modules 903 1s
configured to process the speech signal feature to generate N
signal feature quality scores while the joint quality score
determination neural network module 911 1s configured to
generate a joint signal feature quality score. In various
embodiments the N sets of generated speech feature signal
measurements include a first set of speech signal feature
measurements and a second set of speech signal feature mea-
surements generated from the recovered speech signal. In
some embodiments the N sets of speech signal feature mea-
surements include as least two sets of speech signal measure-
ments from a group of sets of speech signal feature measure-
ments including: a set of signal to noise ratio measurements;
a set of spectral clarity measurements; a set of linear predic-
tion skew measurements; a set of linear prediction kurtosis
measurements and a set of pitch average measurements. In
some embodiments, N=5, and the 5 sets of speech signal
feature measurements are: a set of signal to noise ratio mea-
surements; a set of spectral clarity measurements; a set of
linear prediction skew measurements; a set of linear predic-
tion kurtosis measurements, and a set of pitch average mea-
surements.

Assembly of modules 900 further includes a module 910
configured to analyze packet header information to determine
packet size and/or packet rate, as part of determinming network
level statistics, a module 912 configured to generate from the
recovered speech signal an estimate of the number of packets
lost 1n the communication of the speech signal from the
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recovered speech signal, a module 951 configured to deter-
mine packet loss location information, a module 913 config-
ured to control a plurality of N neural network modules 903 to
process the speech signal feature measurements to generate N
corresponding signal features quality scores, each of the N
neural network modules processing one of the N sets of
speech signal feature measurements corresponding to the
recovered speech signal to generate from the processed set of
speech signal feature measurements a signal feature quality
score, each of the N different neural network modules corre-
sponding to a different one of the N sets of speech signal
feature measurements, and a module 920 configured to pro-
vide output generated by one or more modules (905,
907, . . ., 909) in the assembly 903 to another module or
modules 1n the system 800, e.g., to joint score determination
neural network module 911. In some embodiments the set
903 of N neural network modules includes at least a first
neural network module corresponding to a first speech signal
feature and a second neural network module corresponding to
a second speech signal feature. In some embodiments, the set
of N neural network modules includes 5 modules correspond-
ing to five different speech signal features. In some embodi-
ments the module 913 includes a module 914 configured to
control a first neural network module 1n the set of modules
903 to generate a first signal feature quality score from the
first set of speech signal feature measurements, a module 916
configured to control a second neural network module to
generate a second signal feature quality score from the second
set of speech signal feature measurements, . . ., and a module
918 configured to control an Nth neural network module 1n
the set of modules 903 to generate Nth signal feature quality
score from Nth set of speech signal feature measurements.
The output signal feature quality scores from the module 913
include a first signal feature quality score 722, second signal
teature quality score 724, . . . , and Nth signal feature quality
score 726. In some embodiments the module 920 provides
output generated by each of the N neural network modules
(905,907, . .., 909) to the joint quality score determination
module 911.

In various embodiments the assembly of modules 900 fur-
ther includes a module 930 configured to control the joint
quality score determination module 905 to generate a joint
signal feature quality score from N signal feature scores, and
a module 934 configured to determine codec/encoder param-
eters e.g., such as codec type, coding scheme, codec robust-
ness to packet loss, etc. In various embodiments the module
912 includes a module 936 configured to detect a falling edge
corresponding to a signal energy drop 1n the recovered speech
signal, a module 938 configured to detect a rising edge cor-
responding to a signal energy increase in the recovered
speech signal, a module 940 configured to determine an
amount of time between the detected falling edge and the
detected rising edge, during which the signal energy level of
the recovered speech signal stays below an energy threshold
level, and a module 942 configured to determine the estimate
of the number of packets lost 1n the communication of the
speech signal based on an estimated number of packets which
would have been used to communicate a portion of the speech
signal having a duration equal to the determined amount of
time between the detected falling edge of the recovered
speech signal and the detected rising edge of the recovered
speech signal. In some embodiments the modules 936, 938
and 940 are implemented as a single module for analyzing
speech signal energy profile. In various embodiments the
module 942 1s configured to make the determination based on
different 1nputs, e.g., the determined amount of time 1nfor-
mation output by module 940 and the packet size and/or
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packet rate information output by module 910. Thus module
912 genecrates and output packet loss information that
includes an estimate of the number of packets lost 1n the
communication of the speech signal via the communications
network.

The assembly of modules 900 further includes a score
adjustment module 952 configured to adjust the joint quality
score based on packet loss information, network level statis-
tics, and codec parameters to generate a final overall signal
quality score for the recovered speech signal, a module 960
configured to control a transmutter, e.g., included 1n interface
908, to transmit the final overall signal quality score to an
external device, and amodule 962 configured to store the final
overall signal quality score, e.g., in memory 810. In various
embodiments the final score 1s calculated by the adjustment
module 952 1n accordance with equations (1), (2), (3) and (4)
discussed earlier with regard to score adjustment module 214
of FIG. 2. In some embodiments the adjusted final quality
score 1s an approximation ol a MOS score adjusted to take
into consideration packet loss corresponding to signal por-
tions which indicate non-silent signal portions.

Assembly of module 900 further includes a module 965
configured to train N neural networks and a module 969
configured to train the joint quality score determination neu-
ral network using a known set of signal feature quality scores
and a predetermined joint signal feature quality score. Mod-
ule 965 includes a module 967 configured to train a neural
network using a set of speech signal feature data and a known
signal feature quality score which was obtained through sub-
jective human testing.

In some embodiments, one or more modules shown 1n FIG.
9 which are included within another module may be 1mple-
mented as an independent module or modules.

Drawing 1000 of FIG. 10 1llustrates an exemplary calling
party device 1002 coupled to an exemplary called party
device 1004 by a communications network 1006. An evalu-
ation system 1008 1s coupled to the communications network
1006 1n the vicinity of the called party device. The calling
party device generates a transmitted signal 1005, and a
degraded s1ignal 1007, corresponding to the transmaitted signal
1005, 1s recetved and processed by the evaluation system
1008. The evaluation system 1008 1s, e.g., signal quality
assessment system 200 of FIG. 2, and/or signal quality
assessment system 800 of FIG. 8 and/or an evaluation system
implementing a method 1n accordance with the flowcharts of
FIGS. §, 6, and 7, and/or a signal quality assessment system
including the assembly of modules 900 of FIG. 9.

In this exemplary embodiment, the evaluation system 1008
generates and sends feedback information (1012, 1014) to
devices (1002, 1004), respectively, based on one or more
determined final adjusted scores. The feedback information
(1012, 1014) includes, e.g., control information such as
encoding and/or decoding parameters, codec parameters,
information selecting a particular codec, packet size informa-
tion, and/or packet rate information. The feedback informa-
tion 1s used to adjust, control and/or modily encoding and/or
packetization 1n accordance with or based on the feedback
information 1n an attempt to improve and/or maintain the
signal quality of the commumnicated signal, e¢.g., as 1t will be
percerved by the end listener to which the signal i1s being
communicated. In some embodiments, feedback information
1s communicated during an ongoing call, e.g., with adjust-
ments being performed in real time or near real time. In some
other embodiments, the feedback information 1s communi-
cated after a completed call. In various embodiments, a
detected packet loss during a non-silent period 1s weighted
differently as a function of the location of the packet loss
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within the call, e.g., a packet loss at a beginning of a call has
less of a negative impact than packet losses near the end of a
call with regard to a determined final adjusted score.

Drawing 1050 of FIG. 10 illustrates a plot of signal energy
level 1056 corresponding to a degraded signal such as exem-
plary degraded signal 1007. Vertical axis 1052 represents
measured signal energy level while horizontal axis 1054 rep-
resents time. In this example, four exemplary time slots are
shown (slot 1 1062, slot 2 1064, slot 3 1066, slot 4 1068).
Evaluation system 1008 determines a final adjusted quality
score corresponding to each time slot (score 1 1070, score 2
1072, score 3 1074, score 4 1076). Packet loss information 1s
used 1n determining the final adjusted quality score for each
slot. In this example, both the number of packets lost and the
location of the packet loss are used as mputs 1n determining a
final adjusted quality score for a slot. Consider that during slot
1 1062 and slot 4 1068, packet loss 1s detected during a
non-silent signal portion (1058, 1060), ¢.g., based on the
signal energy characteristics meeting certain criteria, e.g.,
level thresholds, transition thresholds, and time duration
thresholds. Further consider that the number of packets deter-
mined to be lost during slot 1 1s the same as the number
packets determined to be lost during time slot 4. In this
example, a packet loss that occurs during later interval slot 1n
a call has a more negative impact on a quality score than an
equivalent packet loss that occurs during an earlier time slotin
the call. In this example, consider that score 3 1s approxi-
mately equal to score 2; score 2 1s greater than score 1; and
score 1 1s greater than score 4. In this example, the deciding
factor as to why score 4 1s less than score 1 1s because of
packet loss location information. In various embodiments,
confidence values are also generated indicating confidence
that a packet loss was observed at a location.

Various features of the embodiments of the present inven-
tion are novel and various approaches 1n accordance with the
present invention are an order of magnitude faster than the
known signal quality assessment approaches, as well as hav-
ing comparable accuracy (e.g., correlation coetlicient 0.98),
as compared to known approaches. Some features of the
methods of the present invention address one or more short-
comings 1n the previous system such as the I'TU P.563 related
to handling packet loss. Packet loss 1s the main source of
quality degradation in VoIP networks. In the P.563 standard
the packet loss 1s determined by counting sharp level drops in
the signal, and then 1t applies the count toward the final MOS
score output a the psycho-acoustic model. Clearly the
approach used 1n the P.563 standard does not take in account
consecutive packet loss as well as the codec robustness for
packet losses. Such factors are considered for evaluating sig-
nal quality 1n various embodiments of the present invention
and therefore the described features of various embodiments
are both novel and better.

The techniques of various embodiments may be 1mple-
mented using software, hardware and/or a combination of
software and hardware. Various embodiments are directed to
apparatus, e€.g., signal analyzers, telecommunications sys-
tems, network nodes and/or network equipment devices. Vari-
ous embodiments are also directed to methods, e.g., method
of measuring quality of speech communicated using packets.
Various embodiments are also directed to machine, €.g., com-
puter, readable medium, e.g., ROM, RAM, CDs, hard discs,
etc., which include machine readable instructions for control-
ling a machine to implement one or more steps of a method.
The computer readable medium 1s, €.g., non-transitory com-
puter readable medium.

It 1s understood that the specific order or hierarchy of steps
in the processes disclosed 1s an example of exemplary
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approaches. Based upon design preferences, 1t 1s understood
that the specific order or hierarchy of steps in the processes
may be rearranged while remaining within the scope of the
present disclosure. The accompanying method claims present
clements of the various steps 1n a sample order, and are not
meant to be limited to the specific order or hierarchy pre-
sented.

In various embodiments nodes described herein are imple-
mented using one or more modules to perform the steps
corresponding to one or more methods, for example, packet
reception, packet processing to recover signal, and/or other
steps. Thus, 1n some embodiments various features are imple-
mented using modules. Such modules may be implemented
using soitware, hardware or a combination of software and
hardware. Many of the above described methods or method
steps can be implemented using machine executable 1instruc-
tions, such as software, included 1n a machine readable
medium such as a memory device, e.g., RAM, tloppy disk,
etc. to control amachine, e.g., general purpose computer with
or without additional hardware, to implement all or portions
of the above described methods, e.g., in one or more nodes.
Accordingly, among other things, various embodiments are
directed to amachine-readable medium, e¢.g., anon-transitory
computer readable medium, including machine executable
instructions for causing a machine, e.g., processor and asso-
ciated hardware, to perform one or more of the steps of the
above-described method(s). Some embodiments are directed
to an apparatus, e.g., a signal quality assessment apparatus,
including a processor configured to implement one, multiple
or all of the steps of one or more methods of the invention.

In some embodiments, the processor or processors, €.g.,
CPUs, of one or more devices, e.g., signal quality assessment
apparatus, are configured to perform the steps of the methods
described as being performed by the apparatus. The configu-
ration of the processor may be achieved by using one or more
modules, e.g., software modules, to control processor con-
figuration and/or by including hardware 1n the processor, e.g.,
hardware modules, to perform the recited steps and/or control
processor configuration. Accordingly, some but not all
embodiments are directed to a device, e.g., such as a signal
quality assessment apparatus, with a processor which
includes a module corresponding to each of the steps of the
various described methods performed by the device 1n which
the processor 1s included. In some but not all embodiments an
apparatus, €.g., signal quality assessment apparatus, includes
a module corresponding to each of the steps of the various
described methods performed by the device in which the
processor 1s included. The modules may be implemented
using soitware and/or hardware.

Some embodiments are directed to a computer program
product comprising a computer-readable medium, e.g., a
non-transitory computer-readable medium, comprising code
for causing a computer, or multiple computers, to implement
various functions, steps, acts and/or operations, €.g. one or
more steps described above. Depending on the embodiment,
the computer program product can, and sometimes does,
include different code for each step to be performed. Thus, the
computer program product may, and sometimes does, include
code for each individual step of a method, e.g., a method of
controlling a signal quality assessment apparatus. The code
may be in the form of machine, e.g., computer, executable
istructions stored on a computer-readable medium, e.g., a
non-transitory computer-readable medium, such as a RAM
(Random Access Memory), ROM (Read Only Memory) or
other type of storage device. In addition to being directed to a
computer program product, some embodiments are directed
to a processor configured to implement one or more of the
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various functions, steps, acts and/or operations of one or more
methods described above. Accordingly, some embodiments
are directed to a processor, e¢.g., CPU, configured to imple-
ment some or all of the steps of the methods described herein.
Numerous additional variations on the methods and appa-
ratus of the various embodiments described above will be
apparent to those skilled in the art 1n view of the above
description. Such variations are to be considered within the
scope. Numerous additional embodiments, within the scope
of the present invention, will be apparent to those of ordinary
skill 1n the art 1n view of the above description and the claims
which follow. Such variations are to be considered within the
scope of the invention.
What 1s claimed 1s:
1. A method of measuring the quality of speech communi-
cated using packets, the method comprising:
operating a plurality of N independent neural networks,
cach neural network processing one of N separate sets of
speech signal feature measurements corresponding to a
speech signal recovered from packets communicated via
a communications network to generate from the pro-
cessed set of speech signal feature measurements a sig-
nal feature quality score, each of the N different neural
networks corresponding to a different one of the N sets
of speech signal feature measurements, said N neural
networks generating N signal feature quality scores,
cach one of the N signal feature quality scores corre-
sponding to a different one of N speech signal features;
operating a joint quality score determination neural net-
work to generate a joint signal feature quality score from
said N signal feature quality scores;
adjusting said joint quality score based on packet loss
information and codec type to generate a final overall
quality score for said recovered speech signal wherein
different types of codecs correspond to different packet
loss robustness factors; and
wherein said N sets of separate speech signal feature mea-
surements mnclude at least two sets of speech signal
measurements from a group of sets of speech signal
feature measurements including: a set of signal to noise
ratio measurements, a set of spectral clarity measure-
ments, a set of linear prediction skew measurements, a
set of linear prediction kurtosis measurements and a set
of pitch average measurements.
2. The method of claim 1,
wherein said plurality of N neural networks includes at
least a first neural network corresponding to a first
speech signal feature and a second neural network cor-
responding to a second speech signal feature;
wherein said N sets of speech feature signal measurements
include a first set of speech signal feature measurements
generated from recovered speech signal and a second set
of speech signal feature measurements generated from
recovered speech signal the method further comprising:
wherein said operating a plurality of N neural networks
includes:
operating the first neural network to generate a first
signal feature quality score from the first set of speech
signal feature measurements; and
operating the second neural network to generate a sec-
ond s1gnal feature quality score from the second set of
speech signal feature measurements.
3. The method of claim 2,
wherein N 1s 5; and
wherein said N sets of speech signal feature measurements
include speech signal measurements from the group of
five sets of speech signal feature measurements includ-
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ing: 1) a set of signal to noise ratio measurements, 1) a set
of spectral clarity measurements, 111) a set of linear pre-
diction skew measurements, 1v) a set of linear prediction
kurtosis measurements and v) a set of pitch average
measurements.

4. The method of claim 1, further comprising;

performing feature extraction operations on said recovered

speech signal to generate speech signal feature measure-
ments corresponding to different points n time, said
feature extraction operations generating said N different
sets of speech signal feature measurements.

5. The method of claim 1, wherein said adjusted joint
quality score 1s an approximation of a MOS score (mean
opinion score) adjusted to take into consideration packet loss
corresponding to signal portions which are non-silent signal
portions.

6. The method of claim 1, wherein said packet loss 1nfor-
mation includes an estimate of a number of packets lost 1n the
communication of said speech signal via said communica-
tions network; and wherein said packet loss information
includes packet loss location information.

7. The method of claim 6, further comprising;

receiving said packets communicated via the communica-

tions network:

processing said packets to recover said speech signal; and

generating the estimate of the number of packets lost in the

communication of said speech signal from the recovered
speech signal.

8. The method of claim 7, wherein generating the estimate
of the number of packets lost 1n the communication of said
speech signal includes:

detecting a falling edge corresponding to a signal energy

drop 1n said recovered speech signal;
detecting a rising edge corresponding to a signal energy
increase in said recovered speech signal; and

determining an amount of time between said detected fall-
ing edge and said detected rising edge during which the
signal energy level of said recovered speech signal stays
below an energy level threshold level.

9. The method of claim 8, wherein generating the estimate
of the number of packets lost 1n the communication of said
speech signal further includes:

determining the estimate of the number of packets lost in

the communication of the speech signal based on an
estimated number of packets which would have been
used to communicate a portion of said speech signal
having a duration equal to the determined amount of
time between said detected falling edge of said recov-
ered speech signal and said detected rising edge of said
recovered speech signal.

10. The method of claim 1, further comprising:

prior to operating said N neural networks, training at least

one of said N neural networks using a set of speech
signal feature data and a corresponding known signal
feature set quality score which was obtained through
subjective human testing.

11. The method of claim 10, further comprising:

prior to operating said joint quality score determination

neural network to generate a joint quality score, training,
said joint quality score determination neural network
using a known set of signal feature quality scores and a
corresponding predetermined joint signal feature set
quality score.

12. The method of claim 11, wherein said predetermined
joint quality scores are generated from I'TU (International
Telecommunication Union) Perceptual Evaluation of Speech

Quality test P.563.
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13. An apparatus for measuring the quality of speech com-
municated using packets, comprising;:

a plurality of N independent neural networks, each neural
network being configured to process one of N separate
sets of speech signal feature measurements correspond-
ing to a speech signal recovered from packets commu-
nicated via a communications network to generate from
the processed set of speech signal feature measurements
a signal feature quality score, each of the N different
neural networks corresponding to a different one of the
N sets of speech signal feature measurements, said N
neural networks generating N signal feature quality
scores, each one of the N signal feature quality scores
corresponding to a different one of N speech signal
features:;

a j01nt quality score determination neural network config-
ured to generate a joint signal feature quality score from
said N signal feature quality scores;

a score adjustment module configured to adjust said joint
quality score based on packet loss information and
codec type to generate a final overall quality score for
said recovered speech signal wherein different types of
codecs correspond to different packet loss robustness
factors; and

wherein said N sets of separate speech signal feature mea-
surements include at least two sets of speech signal
measurements from a group of sets of speech signal
feature measurements including: a set of signal to noise
ratio measurements, a set of spectral clarity measure-
ments, a set of linear prediction skew measurements, a
set of linear prediction kurtosis measurements and a set
of pitch average measurements.

14. The apparatus of claim 13,

wherein said plurality of N neural networks includes at
least a first neural network corresponding to a first
speech signal feature and a second neural network cor-
responding to a second speech signal feature;

wherein said N sets of speech feature signal measurements
include a first set of speech signal feature measurements
generated from recovered speech signal and a second set
ol speech signal feature measurements generated from
recovered speech signal; and

wherein said first neural network 1s configured to generate
a first signal feature quality score from the first set of
speech signal feature measurements, and said second
neural network 1s configured to generate a second si1gnal
feature quality score from the second set of speech sig-
nal feature measurements.

15. The apparatus of claim 13, further comprising:

a feature extraction module configured to perform feature
extraction operations on said recovered speech signal to
generate speech signal feature measurements corre-
sponding to different points in time, said feature extrac-
tion module generating said N different sets of speech
signal feature measurements.

16. The apparatus of claim 13, wherein said adjusted joint
quality score 1s an approximation of a MOS score (mean
opinion score) adjusted to take into consideration packet loss
corresponding to signal portions which are non-silent signal
portions.

17. The apparatus of claim 13, further comprising:

an 1nterface including a recerver configured to recerve said
packets communicated via the communications net-
work:

a processing module configure to process said packets to
recover said speech signal; and
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a packet loss estimate generation module configured to
generate, Irom the recovered speech signal, an estimate
of the number of packets lost 1n the communication of
said speech signal via said communications network.
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