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PROVIDING SUGGESTION AND
TRANSLATION THEREOF IN ACCORDANCE
WITH A PARTIAL USER ENTRY

RELATED APPLICATION

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 12/171,253, now U.S. Pat. No. 8,312,032, filed

Jul. 10, 2008, entitled “Dictionary Suggestions for Partial
User Entries,” which 1s hereby incorporated by reference in
its entirety.

TECHNICAL FIELD

The disclosed embodiments relate generally to online auto-
mated dictionary services.

BACKGROUND

Online dictionary services include web-based services for
translating individual words or terms from one language to
another. To obtain a translation, the user enters a complete
word or term 1n one language to recerve a translation, defini-
tion, or other mformation in the other language.

SUMMARY

Systems and methods for providing suggestion and trans-
lation thereof 1n accordance with a partial user entry are
disclosed. In some embodiments, a method includes, at a
computer system with one or more processors and memory,
storing one or more programs for execution by the one or
more processors. The one or more programs comprise
instructions for performing the following. A partial search
query 1s obtained and, from the partial search query, a set of
predicted complete queries relevant to the partial search
query are predicted. The partial search query and the set of
predicted complete queries are 1n a first language. Subsequent
to the predicting, translations of at least a subset of the set of
predicted complete queries 1s obtained. The translations are in
a second language different from the first language. The sec-
ond language 1s predicted based, at least 1n part, on the partial
search query. Both the set of predicted complete queries and
the corresponding translations are formatted for display.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts an exemplary screen shot in accordance with
some embodiments.

FIG. 2 depicts a block diagram of a query processing
system 1n accordance with some embodiments.

FIG. 3 illustrates the data structure associated with pro-
cessing of query information, 1 accordance with some
embodiments.

FIG. 4 depicts a conceptual block diagram of a database
builder 1n accordance with some embodiments.

FIG. SA depicts the process of handling a partial search
query and displaying predicted queries in accordance with
some embodiments.

FIG. 5B depicts a process 1n a prediction assistant in accor-
dance with some embodiments.

FI1G. 6 1llustrates the processing of a partial search query at
a server 1n accordance with some embodiments.

FI1G. 7 1llustrates the processing of a partial search query at
a client 1n accordance with some embodiments.

FIG. 8 1s a block diagram of a server system 1n accordance
with some embodiments.
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2

FIG. 9 1s a block diagram of a client system 1n accordance
with some embodiments.

DESCRIPTION OF EMBODIMENTS

FIG. 1 1illustrates an example of a web page 100, as dis-
played on a client device. The web page, which may be
associated with an online dictionary service, includes a text
entry box 102 depicting the entry of a partial search query of
“bank”. In this 1llustration, a user has selected from a pull-
down menu 104 a pair of languages indicating that the user 1s
secking translation of a word or term 1n a first language 1nto a
second language. In response to detecting the partial search
query, the client system obtains a set of predicted complete
queries from a server and displays the predicted complete
queries 1n a display area of the web page for possible selection
by the user. As depicted, the complete predictions are pre-
sented 1n a drop-down box 106 that extends from the text
entry box 102. Note that the partial query “bank™ generates
predicted complete queries, such as <bank>, <banker>, and
<banking>, as well as their Korean translations. If one of the
predictions matches the user’s itended (but not yet fully
entered) query, then the user can select a respective predicted
query from the drop down box 106, for example by “clicking”
on (or scrolling to or highlighting) that predicted query. If the
user selects a predicted query or finishes typing the complete
query, the user may press the “Find” button 108 or click on the
predicted query to obtain further information from a dictio-
nary. For example, the complete query may be a word or term
for which the user 1s requesting a translation, and the obtained
information includes a translation and optionally includes
additional information, such as examples ol use of the word or
term 1n various contexts. Alternatively, the user may modify
the partial query, input more characters to the partial query, or
terminate the query.

In some embodiments, the predicted complete queries each
begin with the same letters or symbols as the partial query.
However, 1n some other embodiments, 11 a potential misspell-
ing has been identified (e.g., by a server), one or more of the
predicted complete queries may begin with the letters or
symbols of a suggested spelling correction. Alternately, 1n
some embodiments the predicted complete queries each
include a component (e.g., a word or syllable) that begins with
the same letters or symbols as the partial query or a suggested
spelling correction of the partial query.

FIG. 2 1llustrates a distributed system 200, 1n accordance
with some embodiments. The distributed system 200 may
include one or more client systems 202 connected to a server
206 by a communication network 204. Each client system
202 has a prediction assistant (described below with reference
to FIGS. 5A, 5B and 6). A respective client system 202,
sometimes called a client or client device, may be a desktop
computer, laptop computer, kiosk, cell phone, personal digi-
tal assistant, or the like. The communication network 204
may include one or more communication networks, such as
the Internet, other wide area networks, local area networks,
metropolitan area networks, and so on. The server 206 option-
ally includes a front end server 208 that forwards user
requests, such as complete search queries and partial search
queries, to appropriate portions or services within the server
206. In some embodiments, the server 206, which may be a
system that includes multiple servers, includes a prediction
server 210, for processing partial search queries. A query
server 214, for processing complete search queries, 1s option-
ally included in the server 206. In the embodiment shown, the
prediction server 210 accesses query prediction information
in a prediction database 212, while the query server 214
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accesses translations and optionally additional imnformation
from a dictionary database 218. In some embodiments, the
prediction server 210 and the query server 214 are distinct
servers, for example at distinct locations and/or having dis-
tinct URLs or IP addresses, while 1n other embodiments the
prediction server 210 and the query server 214 are either the
same server or located within the same server system.

An optional query log 216 stores information about search
queries submitted by a community of users. In some embodi-
ments, the query log 216 stores complete search queries sub-
mitted to the server 206, while 1n other embodiments it stores
search queries submitted to one or more other services, such
as an Internet search engine. As described in more detail
below, the prediction database 212 may be generated based on
information in the query log 216 and a dictionary database,
which may or may not be the same dictionary database 218
used by the query server 214.

FIG. 3 illustrates a mapping function and data structures
for processing partial search queries, 1n accordance with
some embodiments. A partial search query 302 received from
a respective user 1s processed by a mapping function 304. The
mapping function 304 identifies, within a chunk table 306, an
entry 307 that matches the partial search query 302. For
example, the mapping function 304 and chunk table 306 may
be implemented using a hash function and hash table; how-
ever, other implementations may be used as well. Each entry
307 of the chunk table 306 1s associated with a text string that
1s a potential partial search query that may be recerved from a
user. A respective entry 307 1n the chunk table contains, for a
respective partial search query, one or more pointers 310 to
entries 314 1 a token table 312 for complete query terms 320.
Optionally, each entry 307 of the chunk table contains a text
string 308 or other value (e.g., a fixed-length CRC value) for
verilying a match between the user specified partial search
query and the chunk table entry identified by the mapping
function 304.

As illustrated, a pointer 310-1-2 1n a respective chunk table
entry 307-1 1s associated with a string 308-1 (or other value
representing a string) and points to an entry 314-2 in the token
table 312. Furthermore, in many embodiments, multiple
entries 307 1n the chunk table 306 include pointers 310 to the
same entry 314 in the token table. For example, entries in the
chunk table for <b>, <ba> and <ban> each contain a pointer
to the token table entry 314 for the complete query term
<bank>.

Each entry 314 1n the token table 312 specifies a complete
query term 320 and a short translation 318 of the complete
search query. In some embodiments, each entry 314 also
includes a frequency 316 or other value associated with the
complete query term. The frequency or other value 316, 1f
included, may represent a weight, importance or popularity of
the complete query term. Within a respective entry 314, the
complete query term 320 1s 1n a different language from the
short translation 318. In some embodiments, a single token
table 312 may contain entries 314 that translate terms 1n a first
language (e.g., English) into a second language (e.g., Korean)
as well as other entries 314 that translate terms 1n the second
language 1nto the first language. This 1s particularly practical
where words 1n the two languages are encoded distinctly
(e.g., using standard Unicode encoding). In some embodi-
ments, the server 206 or prediction server 210 (FIG. 2) used
for generating predicted complete search queries and defini-
tions include multiple chunk tables and token tables, each for
providing prediction information relating to a particular pair
of languages.

FI1G. 4 depicts a conceptual block diagram that shows how

a database builder builds the chunk table and token table of
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FIG. 3, 1n accordance with some embodiments. Historical
query log 402 contains queries submitted by a community of
users. The queries may be queries for looking up translations
of those queries, or they may be queries submitted to an
Internet search engine or other online service(s). Dictionary
database 404 contains terms and their translations. Contents
of the historical query log 402 and the dictionary database 404
are processed by a filter 406 to create a token table 408. The
filter removes queries (from the log 402) that do not have
matching entries in the dictionary database 404. The filter 406
may further remove queries matching a set of predefined
terms, such as words that may be considered to be objection-
able, even though they are included 1n the dictionary data-
base. The filtered queries become terms 410 (also called
complete search queries) 1n the token table 408. The token
table 408 also includes a short definition of each term 410,
and optionally includes a frequency or weight 412 for each
term 410. The frequency 412 1s derived from the historical
query log 402. For example, the frequency 412 for a respec-
tive term 410 may be computed as a count or normalized
count of the number of historical queries that include the term
410. As noted, the frequency 412 may be normalized so that
all frequency values 1n the token table 408 fall within a pre-
defined range, suchas 0to 1, or 0 to 2"-1, or 0 to M, where N
1s an positive integer and M 1s a positive value.

In some alternate embodiments, the filter 406 creates a
token table 408 with the contents of the dictionary database
404, without access to the historical query log 402. In such a
case, the token table 408 may contain the terms from the
entire dictionary database or a subset of terms 1n the dictio-
nary database.

The short defimition 414 1n a respective token table entry
416 1s copied from or derived from the dictionary database
404; for example, the short defimition 414 may be extracted
from the first defimtion of the term 410 in the dictionary
database 404. Alternately, the short definition 414 may be
derived from information in the dictionary database 404 1n
accordance with a set of rules whose goal 1s to extract the most
meaningtul portion of a defimition that can be presented in just
a few words. Typically, the term 410 1s 1n a first language (e.g.,
English) and the short definition 414 1s a translation of the
term 410 1n a second language (e.g., Korean). In this context,
the “translation” of the term 410 can be either a conventional
translation, or i1t can be an explanation of the term 1n the
second language. For some terms, as discussed below, the
short definition 414 1s (or includes) a synonym or completion
of the corresponding term 410 1n the same language as the
corresponding term 410.

In some embodiments, when a respective term 410 1n the
token table 1s an abbreviation or shortened term, the corre-
sponding short definition 414 (in the token table 408)
includes a completion or synonym of the abbreviation or
shortened term, 1n addition to or instead of translations. For
example, the short definition 414 can be “United States of
America” for an entry 1n which the term 410 1s “USA;” other
examples are “etcetera” for the term “etc.” and “for example™
for the term “e.g.” In some embodiments, the completions
(also called “spelled out terms”™) and/or synonyms are copied
from or derived from the dictionary database 404. In some
other embodiments, the completions and/or synonyms are
separately mserted from a different dictionary or a database.
In these special cases (e.g., synonyms or completions), the
synonym or completion 1s 1n the same language as the corre-
sponding predicted complete query.

The terms 410 1n the token table 408 are further processed
by aparser 418 and a chunk table builder 420. The parser 418
takes each term 410 from the token table 408 and parses the
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term 1nto partial queries 422. In some embodiments, the par-
t1al quernies 422 are strings corresponding to the 1nitial one or
more characters of the terms 410. For example, a parser may
generate partial queries <b>, <ba>, <ban>, and <bank> from
a term “bank”. In another example, a parser may generate
partial queries <b>, <ba>, <bat>, and <bath> from a term
“bath”.

The chunk table builder 420 builds a chunk table 424 based
on the partial queries 422 and the token table 408. The chunk
table 424 contains partial queries 426 and pointers 428 to
token table entries associated with the partial queries 426. For
example, a chunk table entry for the partial query <ba> may
have pointers to token table entries for the complete query
terms <bank> and <bath>. The chunk table 424 may be struc-
tured 1nto one or more tables to facilitate access to partial
queries 426 and/or pointers 428 to token table entries. In some
other embodiments, the partial queries 422 include, 1n addi-
tion or alternatively, sequences of characters that begin at the
syllable boundaries of two or more distinct syllables in multi-
syllable terms 410. For example, for the term “database” the
partial queries 1n the chunk table 424 may include <b>, <ba>>,
<bas>, etc. as well <d>, <da>, <dat>, and so on.

In some embodiments, the chunk table builder 420
includes in the chunk table 424 a representation of a partial
search query 1n a second language when the partial search
query 1s intended to be 1n a first language. For example, when
a user intends to enter a search query, “ »nu}< ” which means
“mobile” 1n Korean, 1f the user incorrectly uses an English
input method, the user’s typing will lead to a Romanized
search query, “ahgkdlf” which corresponds to the keyboard
strokes that would have generated the Korean search query 11
typed in an Korean input method. The chunk table builder 420
may add a search query “ahgkdlf” and 1ts partial search que-
ries (in addition to the Korean search query and 1ts partial
search queries) to the chunk table 424. Each of these addi-
tional entries imncludes a pointer 428 to an entry 416 1n the

token table token 408 corresponding to the Korean term
&< EH]‘?_] n‘

The conversion of a Korean character string 1n a query into
a Romanized representation can be accomplished by calcu-
lating an 1ndex for each consonant or vowel forming a con-
stituent of each syllabic block character. For Korean charac-
ters represented 1n Unicode, the characters are arranged as:

Unicode=(initial consonant®21*28)+(middle
vowel*28)+optional ending+0x ACO0

FIG. SA depicts a process of handling a partial search
query and obtaining predicted complete queries, in accor-
dance with some embodiments including a client system 502
and a server 504. Additional details and embodiments of this
process are discussed below with reference to FIGS. SA, 6
and 7. The process starts when a client receirves a partial
search query from a user (also called a search requestor)
(506). The partial search query may be one or more charac-
ters, or one or more words. The client obtains from a server a
set of predicted complete queries and translations of the pre-
dicted complete queries (508). This may be accomplished by
making a request to the server and receiving a response from
the server. The request includes the partial search query from
the user. When the server receives the partial search query
from the client (510), the server predlcts from the partial
search query, a set of complete queries (312). In some
embodiments, the prediction 1s made by mapping the partial
search query to an entry 1n a chunk table, as described with
reference to FIG. 3. The server also obtains translations of at
least a subset of the predicted complete queries, where the
predicted completed queries are 1n a first language, and the
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translations (also called definitions or short definitions) are in
a second language (512). The server conveys to the client a
response which includes the predicted complete queries and
corresponding translations (514). The client receives the
response as described above. Subsequently, the client dis-
plays two or more complete queries from the set of predicted
complete queries and at least a portion of the translations of
the displayed predicted complete queries (516). As discussed
in more detail elsewhere, the recerved prediction data for one
or more of the predicted complete queries may include a short
definition other than a translation of the corresponding com-
plete query.

As discussed above, 1n some embodiments, when the pre-
dicted complete queries include an abbreviation or shortened
term, the information returned to the client optionally
includes a completion or synonym of the predicted complete
query, either 1n addition to or instead of a translation of the
predicted complete query.

In some embodiments, the client may display the entire set
of predicted complete queries as obtained from the server. In
some other embodiments, the client displays two or more
complete queries selected based on predefined criteria,
including factors such as the screen size or window size of an
Internet browser window and/or the number of complete que-
ries to display set by the user or by default.

In some embodiments, the client displays the translations
obtained from the server. In some other embodiments, the
client displays portions of the translations. The portions are
selected based on another predefined criteria, including one
or more factors such as the screen size or window size of an
Internet browser window and the string length of the transla-
tions. In some embodiments, the client displays synonyms or
spelled out terms, 1n addition to or mstead of translations, 11
any synonyms or spelled out terms are included 1n the infor-
mation returned by the server.

FIG. 5B illustrates an embodiment that may be imple-
mented 1n the prediction assistant 550 of a client system 202.
A prediction assistant 550 monitors the user’s entry of a
search query into a text entry box on a client system (5352).
The user’s entry may be one or more characters, or one or
more words (e.g., the first word or two of a phrase, or a first
word and the beginning letter, characters or symbols of a new
word ol a phrase of a compound term). The prediction assis-
tant 550 may 1dentily two different types of queries. First, the
prediction assistant 550 receives or 1dentifies a partial search
query when an entry 1s identified prior to when the user
indicates completion of the input string (as described below).
Second, the prediction assistant 530 receives or identifies a
user input when the user has selected a presented prediction,
or indicated completion of the input string.

When a user imnput or selection 1s 1dentified as a completed
user input, the completed user input 1s transmitted to a server
for processing (554). The server returns a set of search results,
which 1s recetved by the prediction assistant 550 or by a client
application, such as a browser application (556). In some
embodiments, the browser application displays the search
results at least as part of a web page. In some other embodi-
ments, the prediction assistant 350 displays the search results.
Alternately, the transmission of a completed user input 554
and the receipt 556 of search results may be performed by a
mechanism other than a prediction assistant 350. For
example, these operations may be performed by a browser
application using standard request and response protocols.

A user input may be identified by the prediction assistant
5350 (or by a browser or other application) as a completed user
input, in a number of ways such as when the user enters a
carriage return, or equivalent character, selects a “find” or
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“search” button 1n a graphical user interface (GUI) presented
to the user during entry of the search query, or by selecting
one of a set of predicted queries presented to the user during
entry of the search query. One of ordinary skall 1n the art will
recognize a number of ways to signal the final entry of the
search query.

Prior to the user signaling a completed user input, a partial
search query may be identified. For example, a partial search
query 1s 1dentified by detecting entry or deletion of characters
in a text entry box. Once a partial search query 1s 1dentified,
the partial search query 1s transmitted to the server (338). In
response to the partial search query, the server returns predic-
tions, including predicted complete search queries and trans-
lations of at least a subset of the predicted complete search
queries. The prediction assistant 350 receives (560) and pre-
sents (e.g., displays, verbalizes, etc.) the predictions (562).

After the predicted queries and translations are presented
to the user (562), the user may select one of the predicted
complete search queries 11 the user determines that one of the
predictions matches the intended entry. In some 1instances, the
predictions may provide the user with additional information
which had not been considered. For example, a user may have
one query 1n mind as part of a search strategy, but seeing the
predicted results causes the user to alter the mput strategy.
Once the set 1s presented (562), the user’s mput 1s again
monitored. If the user selects one of the predictions, the user
input 1s transmitted to the server (554) as a complete query
(also herein called a completed user input). After the request
1s transmitted, the user’s input activities are again monitored
(552).

In some embodiments, the prediction assistant 550 may
preload additional predicted results from the server (564).
The preloaded predicted results may be used to improve the
speed of response to user entries. For example, when the user
enters <ban>, the prediction assistant 550 may preload the
prediction results for <bana>, . . . , and <bank>, 1n addition to
the prediction results for <ban>. If the user enters one more
character, for example <k>, to make the (partial search query)
entry <bank>, the prediction results for <bank> can be dis-
played without transmitting the partial search query to the
server or recerving predictions.

In some embodiments, one or more sets of predicted results
are cached locally at the client. When the search requestor
modifies the current query to reflect an earlier partial input
(e.g., by backspacing to remove some characters), the set of
predicted results associated with the earlier partial input 1s
retrieved from the client cache and again presented again to
the user 1nstead of the partial input being sent to the server.

After recerving the results or document for a final 1nput
(556), or after displaying the predicted complete search que-
ries (362), and optionally preloading predicted results (564 ),
the prediction assistant 350 continues to monitor the user
entry (352) until the user terminates the prediction assistant
550, for example by closing a web page that contains the
prediction assistant 550.

FIG. 6 1llustrates a method or process for processing a
partial search query at a server in accordance with some
embodiments. The process at the server starts when the server
receives a partial search query from a client device (602). In
some embodiments, the server receives the partial search
query from a web page on the client device (608).

Prior to recerving a respective partial search query, the
server 1dentifies a pair of languages, for use when returning a
result that includes a word or term 1n a first language and a
translation of that word or term into a second language. In
some embodiments, the server may recetve from the client a
language pair selected by the user (604). In some other
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embodiments, the server may predict the language pair, for
example, based on multiple factors, such as the Unicode of
the partial search query, the Internet protocol (IP) address of
the client, and/or statistics based on search queries submitted
by a community of users.

After recerving the partial search query, the server predicts,
trom the partial search query, a set of complete queries (610).
In some embodiments, the set of predicted complete queries
include a plurality of distinct terms. In some other embodi-
ments, all of the predicted complete quernies are different from
cach other. In some embodiments, the predictions are based
on complete queries previously submitted by a community of
users. The queries may be queries for looking up translations
of those queries, or they may be queries submitted to an
Internet search engine or other online services.

In some embodiments, the prediction includes, 1n addition
to obtaining a set of complete queries for the partial search
query, converting the partial search query 1n a first language to
a representation in the second language (e.g., by treating the
user’s keystrokes as 11 they had be used to enter a partial query
in the second language), and obtaining a set of complete
queries for the converted partial search query.

In some embodiments, the predictions are made by map-
ping the partial search query to an entry in a chunk table (612).
The chunk table may be structured, including pointers to
entries 1n a token table, as described with reference to FIG. 3.
In some embodiments, a distinct chunk table 1s used for each
language pair for mapping partial search queries to predicted
complete search queries.

For at least a subset of the respective predicted complete
queries, the server obtains corresponding translations (610).
The translations may be obtained from a prediction database
212, a dictionary database 218, a token table 312, or any other
dictionary database by looking up entries that match respec-
tive predicted complete queries. As discussed above, in some
embodiments, when a respective predicted complete query 1s
an abbreviation or shortened term, the information returned to
the client optionally includes a completion or synonym of the
respective predicted complete query, etther 1n addition to or
instead of a translation of the respective predicted complete
query. Thus, for such terms, the prediction data includes a
short definition, which comprises a completion or synonym
of the term, or both (A) a completion/synonym in the same
language as the term and (B) a translation or other explanation
of the term 1n a second language.

In some embodiments, the predicted complete queries are
filtered to remove any queries that match set of predefined
terms, such as words that may be considered to be objection-
able (614). Stated 1n another way, the set of predicted com-
plete quernies are filtered to remove any predicted complete
queries that are members of a set of predefined queries.

In some embodiments, a subset of queries 1s selected from
the predicted complete queries, where the number of queries
in the subset 1s a predefined number, N (616). The selection
may be made based on predefined criteria, such as a lexico-
graphical order (sometimes called alphabetical order), the
frequency of submission of each of the predicted complete
queries by a community of users, the order of entry of the
complete queries 1n a database, and the predefined number, N.

In some embodiments, the i1dentified (or selected) pre-
dicted complete queries are ordered (618) by the server. In
some embodiments, the ordering (618) re-orders the pre-
dicted complete queries 1n lexicographical order (620). In
some embodiments, the predicted search queries are ordered
in accordance with the frequency of submission of the pre-
dicted complete queries by a community of users. In some
embodiments, the search queries are ordered, at least 1n part,
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in accordance with a last time/date value that the query was
submitted. In some embodiments, the search queries are
ordered 1n accordance with personalization information, such
as user personalization information or community informa-
tion. For instance, user personalization information may
include mformation about subjects, concepts and/or catego-
ries ol iformation that are of interest to the user. The user
personalization information may be provided directly by the
user, or may be inferred with the user’s permission from the
user’s prior search or browsing activities, or may be based at
least 1n part on information about a group associated with the
user or to which the user belongs (e.g., as a member, or as an
employee). The set of predicted search queries may be 1ni-
tially ordered 1n accordance with a first ranking criteria, such
as predefined popularity criteria, and then reordered 1f any of
the predicted search queries match the user personalization
information of the user so as to place the matching predicted
search queries at or closer to the top of the ordered set of
predicted search queries. In some embodiments, when the
partial search query matches an entry of the set of predicted
complete queries, the partial search query can be placed at the
top or 1n a predefined first place of the ordered predicted
complete queries (622).

In some embodiments, the server formats a response,
including the identified (or selected) predicted complete que-
ries and the corresponding translations (624). In some
embodiments, the server will also incorporate a spelling cor-
rected term into the response, 1f a spelling corrected term 1s
provided (626).

In some embodiments, a spelling corrected term 1s pro-
vided 1f the server (or another server that performs spell
checking) determines that the user input may include a spell-
ing error. The spelling correction can be generated 1n many
ways. For example, the partial search query can be checked
against entries 1n a spelling dictionary, which contains mis-
spelled search queries and corresponding search queries with
correct spelling (628). In another example, spelling correc-
tion may be suggested based on the similarity and dissimilar-
ity between the partial search query and the closest matching
complete search query. Regardless of the method to generate
spelling corrections, 1f there 1s a spelling correction, the spell-
ing correction 1s returned (630).

The server will convey to the client the response, which
includes predicted complete queries and corresponding trans-
lations (632). In some embodiments, receiving a partial
search query (and language pair selection) from the client and
conveying the response 1s completed 1n a single transaction
between the client and the server (634). For example, the
single transaction may comprises a single H1'TP request and
single response to the HI'TP request.

FI1G. 7 1llustrates the processing of a partial search query at
a client 1n accordance with some embodiments. The process
at the client starts when the client receives a partial search
query from a search requestor (702). In some embodiments,
the client recetves the partial search query from a web page on
the client (706).

In some embodiments, a user may select a language pair,
indicating that the user 1s seeking translation of a word or term
in a {irst language into a second language (704). In some
embodiments, the user’s previous selection of the language
pair or the language pair predicted by the server may be stored
locally, for example 1n a cache or a cookie. Upon receiving a
partial search query from the user, the client may look up the
language pair used previously and transmit the language pair
information as part of the transaction with the server.

Then the client obtains, from a server, a set of predicted
complete queries and translations of the predicted complete
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queries (710). To accomplish this, the client may transmit a
request and recetve a response, as described with reference to
FIG. 5B. In some embodiments, the predictions are based on
complete queries previously submitted by a community of
users. The queries may be queries for looking up translations
of those queries, or they may be queries submitted to an
Internet search engine or other online services. In some
embodiments, the client may obtain a spelling corrected term
as part of the response (712).

In some embodiments, the predicted complete queries are
filtered at the client to remove any queries that match a set of
predefined terms (714). The set of predefined terms may be
words that may be considered to be objectionable, or words
set by a user or provided by other applications, such as paren-
tal control applications. As noted above, 1n some embodi-
ments the predicted complete queries are filtered at the server
to remove objectionable terms, 1n which case the filtering at
the client, 1f performed, 1s 1n addition to the filtering at the
server. For example, the client may implement more stringent
filtering than the filtering (11 any) performed by the server.

In some embodiments, a subset of queries 1s selected from
the predicted complete queries, where the number of queries
in the subset 1s a predefined number, N (716). The selection
may be made based on predefined criteria, such as a lexico-
graphical order, the order of the predicted complete queries 1n
the response received from the server, the order of entry of the
complete queries 1n a database, and the predefined number, N.
For example, 1n some embodiments the predicted complete
queries 1n the response are monotonically ordered (within the
response) from most popular to least popular, or highest value
to lowest value, and the client selects the N most popular or N
highest value queries 1n the response. Alternately, the client
may lexicographically order (e.g., alphabetically order) the
predicted complete queries in the response (720) and then
select the N first queries in the reordered list of predicted
complete queries.

In some embodiments, the i1dentified (or selected) pre-
dicted complete queries are ordered by the client (718). For
example, the ordering can reorder the identified (or selected)
predicted complete queries 1 a lexicographical order (720).
In some embodiments, if the partial search query matches an
entry of the set of predicted complete queries, the partial
search query can be placed at the top of a list (or 1n a pre-
defined first place) of the predicted complete queries (722).

In some embodiments, the client formats a response,
including the identified (or selected) predicted complete que-
rics and the corresponding translations (724). In some
embodiments, the server will also incorporate a spelling cor-
rected term 1nto the response, 1f a spelling corrected term 1s
provided (726).

The client displays two or more complete queries from the
set of predicted complete queries and at least portions of the
translations of the displayed predicted complete queries
(728), as described above with reference to FIG. SA. The
number of predicted complete queries to display and the
portion of the translations to display may be determined using
any of the methods described above. One skilled 1n the art will
recognize a number of ways to present the predicted complete
search queries and translations to the user. For example, the
predicted complete search queries and translations can be
displayed 1n a portion of a non-persistent window, a pop-up
window, or 1n a portion of the current display or a portion of
a user mterface. The client may also display spelling cor-
rected term, if a spelling corrected term 1s provided (730).

Referring to FI1G. 8, an embodiment of a client system 800
(also herein called client 800) that implements the methods
described above includes one or more processing units
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(CPU’s) 802, one or more network or other communications
interfaces 804, memory 806, and one or more communication
buses 808 for interconnecting these components. Client 800
1s an embodiment of a client device or system that may
correspond to client 202 of FIG. 2, and client 504 of FIG. 5A.
The communication buses 808 may include circuitry (some-
times called a chipset) that interconnects and controls com-
munications between system components. The client 800
may optionally include a user interface 810. In some embodi-
ments, the user interface 810 includes a display device 812
and/or a keyboard 814, but other configurations of user inter-
face devices may be used as well. Memory 806 may include
high speed random access memory and may also include
non-volatile memory, such as one or more magnetic or optical
storage disks, flash memory devices, or other non-volatile
solid state storage devices. The high speed random access
memory may include memory devices such as DRAM,
SRAM, DDR RAM or other random access solid state
memory devices. Memory 806 may optionally include mass
storage that 1s remotely located from CPU’s 802. Memory
806, or alternately the non-volatile memory device(s) within
memory 806, comprises a computer readable storage
medium. Memory 806 stores the following elements, or a
subset of these elements, and may also include additional
clements:

an operating system 816 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a network communication module (or instructions) 818
that 1s used for connecting the client system 800 to other
computers via the one or more communications network
interfaces 804 and one or more communications net-
works, such as the Internet, other wide area networks,
local area networks, metropolitan area networks, and so
on;

a client application 820 (e.g., an Internet browser applica-
tion); the client application may include instructions for
interfacing with a user to receive search queries, submit-
ting the search queries to a server or online service, and
for displaying search results;

aweb page 822, which includes web page content 824 to be
displayed or otherwise presented on the client 800; the
web page 1n conjunction with the client application 820
implements a graphical user interface for presenting
web page content 824 and for interacting with a user of
the client 800;

data 836 including predicted complete search queries and
corresponding translations; and

a prediction assistant 826.

At a mimmum, the prediction assistant 826 transmits par-
t1al search query information to a server. The prediction assis-
tant may also enable the display of prediction data including,
the predicted complete queries and corresponding transla-
tions, and user selection of a displayed predicted complete
search query. In some embodiments, the prediction assistant
826 includes the following elements, or a subset of such
clements: an entry and selection monitoring module (or
instructions) 828 for monitoring the entry of search queries
and selecting partial search queries for transmission to the
server; a partial/complete entry transmission module (or
instructions) 830 for transmitting partial search queries and
(optionally) completed search queries to the server; a predic-
tion data receipt module (or mstructions) 832 for recerving,
predicted queries; and prediction data display module (or
instructions) 834 for displaying predictions and results. The
transmission of final (i1.e., completed) queries, receiving
search results for completed queries, and displaying such
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results may be handled by the client application/browser 820,
the prediction assistant 826, or a combination thereof The
prediction assistant 826 can be implemented 1n many ways.

In some embodiments, the web page (or web pages) 822
used for entry of a query and for presenting responses to the
query also includes JavaScript or other embedded code, for
example a Macromedia Flash object or a Microsoit Silver-
light object (both of which work with respective browser
plug-1ns), or 1structions to facilitate transmission of partial
search queries to a server, for recerving and displaying pre-
dicted search queries, and for responding to user selection of
any ol the predicted search queries. In particular, 1n some
embodiments the prediction assistant 826 1s embedded 1n the
web page 822, for example as an executable function, imple-
mented using JavaScript (trademark of Sun Microsystems) or
other instructions executable by the client 800. Alternately,
the prediction assistant 826 1s implemented as part of the
client application 820, or as an extension, plug-in or toolbar of
the client application 820 that 1s executed by the client 800 in
conjunction with the client application 820. In yet other
embodiments, the prediction assistant 826 1s implemented as
a program that 1s separate from the client application 820.

FIG. 9 depicts an embodiment of a server system 900 that
implements the methods described above. Server system 900
includes one or more processing units (CPU’s) 902, one or
more network or other communications interfaces 904,
memory 906, and one or more communication buses 908 for
interconnecting these components. The communication
buses 908 may include circuitry (sometimes called a chipset)
that interconnects and controls communications between sys-
tem components. It should be understood that 1n some other
embodiments the server system 900 may be implemented
using multiple servers so as to improve 1ts throughput and
reliability. For instance the query log 910 could be imple-
mented on a distinct server that communications with and
works 1n conjunction with other ones of the servers in the
server system 900. As another example, the prediction data-
base builder 912 could be implemented in separate servers or
computing devices. Thus, FIG. 9 1s intended more as func-
tional description of the various features which may be
present 1n a set of servers than as a structural schematic of the
embodiments described herein. The actual number of servers
used to implement a server system 900 and how features are
allocated among them will vary from one implementation to
another, and may depend in part on the amount of data traffic
that the system must handle during peak usage periods as well
as during average usage periods.

Memory 906 may include high speed random access
memory and may also include non-volatile memory, such as
one or more magnetic or optical storage disks, tlash memory
devices, or other non-volatile solid state storage devices. The
high speed random access memory may include memory
devices such as DRAM, SRAM, DDR RAM or other random
access solid state memory devices. Memory 906 may option-
ally include mass storage that 1s remotely located from CPU’s
902. Memory 906, or alternately the non-volatile memory
device(s) within memory 906, comprises a computer readable
storage medium. Memory 906 stores the following elements,
or a subset of these elements, and may also include additional
clements:

an operating system 916 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a network communication module (or instructions) 918
that 1s used for connecting the server system 900 to other
computers via the one or more communications network
interfaces 904 and one or more communications net-
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works, such as the Internet, other wide area networks,
local area networks, metropolitan area networks, and so
on;

a query server 920 for receiving, from a client, complete
search queries and for producing and conveying
responses; and

a prediction server 922 for recerving, {rom a client, partial
search queries and for producing and conveying
responses.

The query server 920 may include the following elements,
or a subset of these elements, and may also include additional
clements:

a client communication module (or instructions ) 924 that 1s
used for communicating queries and responses with a
client:;

a query receipt, processing and response module (or
instructions) 926;

a database 928, including one or more dictionaries 930 that
contain mformation including translations and option-
ally additional information, such as examples of use of
the word or term 1n various contexts; and

an optional query log 910 that contains information about
queries submitted by a community of users.

The prediction server 922 may include the following ele-
ments, a subset of these elements, and may also include
additional elements:

a partial query recerving module (or 1nstructions) 932;

a language pair determination module (or instructions)

934;

a module (or 1nstructions) for predicting complete search
queries and obtaining translations 936;

a results conveyance module (or instructions) 938;

a mapping function 304;

a prediction database builder 912 that may optionally
include one or more filters 406; and

a prediction database 946 that may include one or more
chunk tables 424 and one or more token tables 408
(described above with reference to FIG. 4).

In addition, the prediction server 922 may optionally

include:

a results ordering module (or 1nstructions) 940;

a filter module (or instructions) 952; and

a spelling correction module (or istructions) 954.

Although the discussion herein has been made with refer-
ence to a server designed for use with a dictionary or trans-
lation database remotely located from the search requestor, 1t
should be understood that the concepts disclosed herein are
equally applicable to other search environments. For
example, the same techniques described herein could apply to
queries against any type of information repository against
which queries, or searches, are run. Accordingly, the term
“server” should be broadly construed to encompass all such
uses.

Although 1llustrated in FIGS. 8 and 9 as distinct modules or
components, the various modules or components may be
located or co-located within either the server or the client. For
example, 1n some embodiments, portions of prediction server
922, and/or the prediction database 946 are resident on the
client system 800 or form part of the prediction assistant 826.
For example, in some embodiments mapping function 942
and token table 408 and chunk table 424 for the most popular
searches may be periodically downloaded to a client system
800, thereby providing fully client-based processing for at
least some partially search queries.

In another embodiment, the prediction assistant 826 may
include a local version of the prediction server 922, for mak-
ing complete search query predictions based at least 1n part on
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prior queries by the user. Alternately, or 1n addition, the local
prediction server may generate predictions based on data
downloaded from a server or remote prediction server. Fur-
ther, the prediction assistant 826 may merge locally generated
and remotely generated prediction sets for presentation to the
user. The results could be merged 1n any of a number of ways,
for example, by interleaving the two sets or by merging the
sets while biasing queries previously submitted by the user
such that those queries would tend to be placed or nserted
toward the top of the combined list of predicted queries. In
some embodiments, the prediction assistant 826 mserts que-
ries deemed 1mportant to the user into the set of predictions.
For example, a query frequently submitted by the user, but not
included 1n the set obtained from the server could be 1nserted
into the predictions.

Although some of various drawings illustrate a number of
logical stages 1n a particular order, stages which are not order
dependent may be reordered and other stages may be com-
bined or broken out. While some reordering or other group-
ings are specifically mentioned, others will be obvious to
those of ordinary skill in the art and so do not present an
exhaustive list of alternatives. Moreover, it should be recog-
nized that the stages could be implemented in hardware,
firmware, software or any combination thereof

The foregoing description, for purpose of explanation, has
been described with reference to specific embodiments. How-
ever, the 1llustrative discussions above are not intended to be
exhaustive or to limit the embodiments to the precise forms
disclosed. Many modifications and variations are possible 1n
view ol the above teachings. The embodiments were chosen
and described 1n order to best explain the principles of the
disclosed embodiments, to thereby enable others skilled 1n
the art to best utilize the disclosed embodiments with various
modifications as are suited to the particular use contemplated.

What 1s claimed 1s:

1. A method, comprising:

at a computing system with one or more processors and

memory storing one or more programs for execution by

the one or more processors,

obtaining a partial search query;

mapping the partial search query to an entry 1n a chunk
table, the entry in the chunk table having at least one
pointer to a complete query 1n a first language 1n a
token table, wherein an entry in the token table
matches a complete query 1n the first language to a
translation of the complete query i a second lan-
guage; and

formatting both a set of complete queries 1n the first
language and the matching translations for display,
wherein the set 1s determined from the pointers for the
entry 1n the chunk table.

2. The method of claim 1, wherein the token table 1s popu-
lated based on complete queries previously submitted by a
community of users that also exist in a dictionary database
having translations from the first language to the second
language.

3. The method of claim 1, the token table further including,
entries matching complete queries in the first language to
synonyms 1n the first language and the method further com-
prising:

formatting a synonym of a first complete query in the set of

complete queries 1n the first language for display 1n
place of or 1n addition to a translation of the first com-
plete query.

4. The method of claim 1, wherein the second language 1s
determined based on one of:
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Unicode of the partial search query; or statistics based on

search queries submitted by a community of users.

5. The method of claim 1, further comprising;

in accordance with a determination that the partial search

query includes a misspelled term:

obtaining a correct spelling of the misspelled term; and

forming a modified partial search query in accordance
with the partial search query and the correct spelling,

wherein the modified partial search query 1s used as the
partial search query in the mapping.

6. The method of claim 1, wherein, when the set of com-
plete queries 1n the first language 1ncludes the partial search
query, the partial search query 1s formatted for display at a top
position of the set of complete queries.

7. The method of claim 1, the token table further including,
entries matching complete queries in the first language to
expansions 1n the first language and the method turther com-
prising:

formatting an expansion of a first complete query 1n the set

of complete queries for display concurrently with a
translation of the first complete query.

8. The method of claim 1, wherein the entry 1n the chunk
table 1s a first entry and the chunk table includes at least a
second entry, the second entry having a pointer that also
points to the entry in the token table.

9. A computing system, comprising:

one or more processors; and

memory to store data and one or more programs to be

executed by the one or more processors, the one or more

programs including instructions for:

obtaining a partial search query;

mapping the partial search query to an entry in a chunk
table, the entry 1n the chunk table having at least one
pointer to a complete query 1n a first language 1n a
token table, wherein an entry in the token table
matches a complete query 1n the first language to a
translation of the complete query in a second lan-
guage; and

formatting both a set of complete queries 1n the first lan-

guage and the matching translations for display, wherein
the set1s determined from the pointers for the entry 1n the
chunk table.

10. The computer system of claim 9, wherein the token
table 1s populated based on complete queries previously sub-
mitted by a community of users that also exist 1n a dictionary
database having translations from the first language to the
second language.

11. The computer system of claim 9, the token table entries
turther include an entry matching a complete query in the first
language to a synonym in the first language and wherein the
one or more programs further comprise nstructions for:

formatting a synonym of a first complete query in the set of

complete queries 1n the first language for display in
place of or 1n addition to a translation of the first com-
plete query.

12. The computer system of claim 9, wherein the second
language 1s determined based on one of:

Unicode of the partial search query; or

statistics based on search queries submitted by a commu-

nity of users.

13. The computer system of claim 9, wherein the one or
more programs further comprise mstructions for:

in accordance with a determination that the partial search

query includes a misspelled term:

obtaining a correct spelling of the misspelled term; and

forming a modified partial search query 1n accordance
with the partial search query and the correct spelling,
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wherein the modified partial search query 1s used as the
partial search query 1n the mapping.

14. The computer system of claim 9, wherein, when the set
of complete queries 1n the first language includes the partial
search query, the partial search query 1s formatted for display
at a top position of the set of complete queries.

15. The computer system of claim 9, the token table further
including entries matching complete queries 1n the first lan-
guage to expansions in the first language and wherein the one
or more programs further comprise mstructions for:

formatting an expansion of a first complete query 1n the set

of complete queries for display concurrently with a
translation of the first complete query.
16. The computer system of claim 9, wherein the entry in
the chunk table 1s a first entry and the chunk table includes at
least a second entry, the second entry having a pointer that
also points to the entry 1n the token table.
17. A non-transitory computer readable storage medium
storing one or more programs for execution by one or more
processors of a computer system, the one or more programs
comprising instructions for:
obtaining a partial search query;
mapping the partial search query to an entry in a chunk
table, the entry 1n the chunk table having at least one
pointer to a complete query 1n a first language 1n a token
table, wherein an entry in the token table matches a
complete query 1n the first language to a translation of
the complete query 1n a second language; and

formatting both a set of complete queries 1n the first lan-
guage and the matching translations for display, wherein
the set 1s determined from the pointers for the entry in the
chunk table.

18. The non-transitory computer readable storage medium
of claim 17, wherein the token table 1s populated based on
complete queries previously submitted by a community of
users that also exist in a dictionary database having transla-
tions from the first language to the second language.

19. The non-transitory computer readable storage medium
of claim 17, the token table further including entries matching
complete queries 1n the first language to synonyms in the first
language and wherein the one or more programs further com-
prise mstructions for:

formatting a synonym of a first complete query 1n the set of

complete queries 1n the first language for display 1n
place of or 1n addition to a translation of the first com-
plete query.

20. The non-transitory computer readable storage medium
of claim 17, wherein the second language 1s determined based
on one of:

Unicode of the partial search query; or

statistics based on search queries submitted by a commu-

nity of users.

21. The non-transitory computer readable storage medium
of claim 17, wherein the one or more programs further com-
prise mstructions for:

in accordance with a determination that the partial search

query includes a misspelled term:

obtaining a correct spelling of the misspelled term; and

forming a modified partial search query 1n accordance
with the partial search query and the correct spelling,

wherein the modified partial search query 1s used as the
partial search query in the mapping.

22. The non-transitory computer readable storage medium
of claim 17, wherein, when the set of complete queries 1n the
first language includes the partial search query, the partial
search query 1s formatted for display at a top position of the
set of complete queries.
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23. The non-transitory computer readable storage medium
of claim 17, the token table further including entries matching
complete queries 1n the first language to expansions in the first
language and wherein the one or more programs further com-
prise 1structions for:

formatting an expansion of a first complete query 1n the set

of complete queries for display concurrently with a
translation of the first complete query.

24. The non-transitory computer readable storage medium
of claim 17, wherein the entry 1n the chunk table 1s a first entry
and the chunk table includes at least a second entry, the
second entry having a pointer that also points to the entry 1n
the token table.
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