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METHOD AND APPARATUS FOR ENCODING
CHANNEL QUALITY INDICATOR AND
PRECODING CONTROL INFORMATION
BITS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 13/766,211, filed Feb. 13, 2013; which 1s a
continuation of U.S. patent application Ser. No. 13/246,199,
filed Sep. 27, 2011, now U.S. Pat. No. 8,407,534, 1ssued Mar.
26, 2013; which 1s a continuation of U.S. patent application
Ser. No. 11/866,086, filed Oct. 2, 2007, now U.S. Pat. No.
8,078,932, 1ssued Dec. 13, 2011; which claims the benefit of
U.S. provisional application Nos. 60/827,829 filed Oct. 2,
2006, 60/855,682 filed Oct. 30, 2006, 60/884,116 filed Jan. 9,
2007, 60/887,829 filed Feb. 2, 2007, 60/888,272 filed Feb. 5,
2007, 60/888,867 filed Feb. 8, 2007, 60/889,038 filed Feb. 9,
2007, and 60/895,093 filed Mar. 15, 2007, all of which are

incorporated by reference as 1 fully set forth.

FIELD OF INVENTION

The present invention 1s related to wireless communication
systems.

BACKGROUND

In the conventional third generation partnership project
(3GPP) wireless communication systems, the downlink data
channel, (i.e., high speed downlink shared channel (HS-
DSCH)), may carry different amounts of data using different
spreading codes and different modulation and coding
schemes (MCSs). The amount of data that can be delivered to
auser equipment (UE) over the HS-DSCH depends 1n part on
the downlink channel quality. The UE reports the downlink
channel quality to a Node-B using a channel quality indicator
(CQI). The Node-B schedules the downlink transmissions
based on the CQI reported by the UE.

For generation of the CQI, the UE performs channel qual-
ity measurements. The channel quality measurements are
converted into a CQI value. Conventionally, a CQI value
between 1 and 31 1s generated using a lookup table. This CQI
value 1s then encoded into CQI bits that are sent over the
uplink channel by the UE.

Multiple-input multiple-output (MIMO) 1s a scheme that
both the UE and the Node-B use more than one antenna in
transmission and reception. When MIMO 1s implemented,
multiple data streams may be transmitted between the UE and
the Node-B and the UE may need to report multiple CQI
values to the Node-B. In addition to the CQI, the UE also
sends precoding control mformation (PCI) to instruct the
Node-B as to preferences for downlink precoding.

When 1n a non-MIMO mode, the UE sends a five (5) bit
CQI to the Node-B. The CQI bits are encoded using a (20, 5)
code. When 1n a MIMO mode, the UE may send two types of
information to the Node-B. Type-A information 1s for support
of two streams and type-B information 1s for support of a
single stream. Type-A information currently requires ten (10)
information bits: two (2) for PCI and eight (8) for CQI values,
(e.g., Tour (4) CQI bits for each stream). Type-B information
requires seven (7) mformation bits: five (5) for CQI and two
(2) for PCI. Different bit combinations may be used, but
generally type-A information requires more bits than type-B
information. Type A and B information are interspersed in

uplink transmission as instructed by the network.
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The CQI bits 1n a non-MIMO mode, and type A and type B
information bits are block coded using (20, 35), (20, 10), and
(20, 7) codes, respectively, to a total 20 coded bits using a
generator matrix including a plurality of basis vectors. A
linear (20, 10) code with a minimum distance of 6 1s currently
used for the type A information. The basis sequences for
encoding type A mformation i1s shown in Table 1. The basis
sequences for the type-B code are a subset of the basis
sequences for the type-A code. For type B information, a
linear combination o the first seven (7) basis sequences of the
(20, 10) code 1s used for a (20, 7) code which also results 1n a
minimum distance of 6 that 1s not the lowest that can be found

for a (20, 7) code.

TABLE 1
i Mg M, M, M3 My, Ms Mg M, Mg Mg
0[] [0] [0 [o] [0] [0] [0] [0] [0] [0
L[] [ [0o] [o] [o] [o] [0] [o] [0] [O
2 [o] [o] [ [o] [0 [0] [0 [0] [o] [0
3 [0 [0 [0 [ [0 [0] [0] [0] [o] [0
4 [o] [0 [0] [o] [ [o] [o] [o] [0] [0
s [o] [o] [0 [o] [0] [ [0] [0o] [o] [0
6 [0 o] [0] [0 [o] [0] [ [0o] [0] [0
700 [0 [0 [0 [0 [0 [0 [ [0 [0
8 [0 o] [0o] [0] [0o] [0] [0] [0o] [1] [0
o [0] [0o] [0 [0 [0] [0] [0 [0] [o] [L
10 [1] o] [0] [o] [ [o] [ [ [ [L
[ [ [0 [o] [0 [ o] [1] [1] [L
12 [0o] [ [ [o] [0 [o] [ [o] [1] [L
13 Q1] [ [ [ [ [0 o] [ [0] [L
4 (11 [ [0 [ [ [o] [ [o] [1] [0
15 [ [ [ [0 [ [ [ [0 [0] [L
16 [1] L 1O [ [ [0 [o] [0
17 [0] L 1O [ [ [0 [
18 [1] [0 1[0 [ [ [o
19 [0] [1] [0 [ [0 o[

Since the CQI and PCI bits are transmitted to the Node-B
without a cyclic redundancy check (CRC), the transmitted
CQI bits may be incorrectly received. Consequently, incor-
rect CQI bits may be used for the downlink scheduling by the
Node-B, which results in system capacity degradation.
Unlike errors 1n other decoding, the size of the error matters
in CQI decoding. The CQI value ranging from 1 to 31 1s
mapped to CQI values, an error 1n a most significant bit
(MSB) would generate a bigger error than an error 1n a non-
MSB. Conventional codes are designed to minimize the
occurrence ol any errors and do not necessarily minimize the
average ‘size’ of the errors.

Therefore, 1t would be desirable to use codes that minimize
the si1ze of the errors. In addition or alternatively, a better code
with a higher minimum distance and weight would improve
the detection probability of type-B information.

SUMMARY

A method and apparatus for encoding CQI and PCI bits are
disclosed. Each of input bits, such as CQI bits and/or PCI bats,

has a particular significance. The mput bits may be encoded
with a linear block coding. The input bits are provided with an
unequal error protection based on the significance of each
input bit. The input bits may be duplicated based on the
significance of each mput bit and equal protection coding
may be performed. A generator matrix for the encoding may
be generated by elementary operation of conventional basis
sequences to provide more protection to an MSB.

BRIEF DESCRIPTION OF THE DRAWINGS

A more detailed understanding may be had from the fol-
lowing description of a preferred embodiment, given by way
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of example and to be understood in conjunction with the
accompanying drawings wherein:

FIG. 1 1s a block diagram of an example WTRU;

FIG. 2 15 a block diagram of an example Node-B;

FI1G. 3 shows throughput comparison between the conven-
tional 3GPP CQI code and the above code modified 1n just
one bit of 1ts generator matrix;

FIG. 4 shows an RMS error performance comparison
between an unequal error protection code and a maximum
mimmum Hamming distance code; and

FIGS. 5-12 show simulation results for the coding scheme
disclosed herein.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

When referred to hereafter, the terminology “wireless
transmit/recerve unit (W1TRU)” includes but 1s not limited to
a user equipment (UE), a mobile station, a fixed or mobile
subscriber unit, a pager, a cellular telephone, a personal digi-
tal assistant (PDA), a computer, or any other type of user
device capable of operating 1n a wireless environment. When
referred to hereatter, the terminology “base station™ includes
but is not limited to a Node-B, a site controller, an access point
(AP), or any other type of interfacing device capable of oper-
ating 1n a wireless environment.

It should be noted that although the following description
references the specific application of CQI and/or PCI, the
coding scheme of the present invention 1s applicable to cod-
ing any information. It should also be noted that specific
dimension of the generator matrices are given only as an
example, not as a limitation, and the exact presentation of the
code depends on the bit placement of PCI and CQI.

FIG. 1 1s a block diagram of an example WTRU 100. The
WTRU 100 may include a data generator 102, an encoder 104
and a transmitter 106. It should be noted that FIG. 1 shows
only a transmit branch for simplicity and the WTRU 100 may
turther include any conventional processing components
including a recerver and components 1n a recerve branch. The
data generator 102 may include a CQI generator 108 and/or a
PCI generator 110. The CQI generator 108 generates at least
one set o CQI bits. The PCI generator 110 generates PCI bits.
The data generator 102 generates either CQI bits only, or type
A or type B CQI/PCI bits. The CQI bits or the type A or type
B CQI/PCI bits are encoded by the encoder 104. The detailed
encoding schemes will be explained 1n detail below. The
encoded CQI bits or CQI/PCI bits are transmitted by the

transmitter 106.
FI1G. 2 1s a block diagram of an example Node-B 200. The

Node-B 200 may include a receiver 202, a decoder 204 and a
scheduler 206. It should be noted that FIG. 2 shows only a
receive branch for simplicity and the Node-B 200 may further
include any conventional processing components mncluding a
transmitter and components in a transmit branch. The receiver
202 receives the encoded CQI bits or CQI/PCI bits from the
WTRU 100. The decoder 204 decodes the encoded CQI or
CQI/PCI bits to recover the CQI and/or PCI bits. The recov-
ered CQI bits and/or PCI bits are used by the scheduler 206
for scheduling the next transmission to the WITRU 100.

In accordance with one embodiment, the error protection
of the mput bits 1s given 1n accordance with significance of
cach of the bits such that the most error protection is given to
an MSB and a least protection is given to a least significant bit
(LSB). The mnput bits can be thought of as a bit vector. For
example, the range of the CQI value 1s 1 to 31, the CQI value
1s converted nto S bit vector, b=[b,, . . ., b,], where b, 1s the
MSB and b, 1s the LSB. It should be noted that the position of
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the MSB and the LSB may be opposite. The linear block
coding may be described by an nxk generator matrix, where
k 1s the number of input bits, (e.g., 5 CQI bits, 8 CQI bits and
2 PCI bits, or 5 CQI bits and 2 PCI bits), and n 1s the number
of output bits, (e.g., 20 bits). The k input bits are multiplied by
the generator matrix to produce an n-bit codeword as follows:

c=mG; Equation (1)

where ¢ 1s the output codeword, m 1s the input vector and G
1s the generator matrix.

Each one of the output bits (elements 1n ¢) can be thought
of a parity-check on a subset of bits 1n m. Which bits “par-
ticipate’” 1n each one of the parity check 1s determined by G.
The more parity checks a particular bit participates in, the
more redundancy 1s generated from it and the better protected
it will be.

The mput bits are ordered in descending or ascending need
of protection. A list of k positive integers m,, . . . m,_,, 1S
generated such that:

nEmoz .. .2y =1, Equation (2)

The generator matrix G 1s then generated as follows: the
row ol G corresponding tob,, (1.., row 1+1), 1s populated with
m, 1’s and the rest of the entries are 0’s. Thus, the mput bits
participate 1n progressively less and less parity checks and
therefore 1incur progressively less error protection.

This method reduces the probability of large errors at the
expense of the probability of much smaller errors which are
insignificant to system performance. This offers substantial
freedom 1n the design of the code and depending on the
specific placement on 1’°s a code may turn out to be good or
bad. In particular, the matrix G should remain full row-rank.
The minimum number of 1’s 1n any non-zero linear combi-
nation of the rows may be minimized. A pseudo-random code
design 1s likely to result 1n a good code especially as block
length increases. For very large lengths such codes are a
sub-family of irregular low density parity check (LDPC)
codes. Two alternative 5x20 generator matrix examples for
the conventional CQI configuration are shown below (the
MSB 1n the input vector 1s the leftmost bit and the LSB 1s the
rightmost bit 1n this example).

GENERATOR MATRIX EXAMPLE 1

1111111111111 11111/1
01 0 1 0 0101010101010
001 00100100 001 001 0.
o001 0001000100010 00
o000l 0000100001 0000

GENERATOR MATRIX EXAMPLE 2

11111 111111111111 T11
0 1 0 01 01 010 01 01 010
00 0 1 0 00 00010001000,
L 0000000 100000001000
000 0000000000001 000

The WTRU 100 may need to transmit two or more CQI
values that pertain to a single stream or to two or more MIMO
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streams. In such a case, the WIRU 100 generates multiple
CQI values and maps the CQI values to multiple sequences of
CQI bits. For example, the WIRU 100 may generate three
CQIs mncluding one CQI for a single stream case and two
CQIs for a two stream case. One of the CQI bits, (e.g., the
single stream CQI bits), 1s denoted as a primary sequence (P),
and the others are denoted as secondary sequences, (e.g., S'1
and S'2). Then, the primary and the secondary sequences are
concatenated for coding according to the above coding
scheme, (1.e., the mput to the encoder 104 1s defined as m=[P
S'1 8'2]). Alternatively, the primary sequence and the second-
ary sequences may be combined, (e.g., S1=S'1-P and S2=S"2-
P) and concatenated to be input into the encoder 104, (e.g.,
m=[P S1 S2]). Either way, the rows 1n the generator matrix
should reflect the fact that the weights of the bits of m are now
not exponential, although the weight of 1ts components 1s.

Alternatively, the input bits may be unequally duplicated
and then coded using an equal protection code, such as Reed-

Muller (RM) code.

The CQI bits may be concatenated with acknowledgement
information. In the 3GPP frequency division duplex (FDD)
Release 6 standard, the high speed uplink control channel
(HS-DPCCH) 1s constructed such that the first two time slots
carry CQI information and the third time slot carries acknowl-
edgement information, (1.e., positive acknowledgement
(ACK) or negative acknowledgement (NACK)). Since the
WTRU 100 usually generates a CQI value based on channel
estimation prior to the CRC check on the recerved data block,
the WTRU 100 may transmit the CQI first, and then transmit
the ACK/NACK so that the latency 1n the link adaptation can
be reduced. In order to preserve this advantage while using an
unequal error protection coding scheme, the CQI bits and
acknowledgement bits are concatenated and encoded as fol-
lows:

c=mG=[Mcor M4 /G, Equation (3)

where max 1s CQI bits, m , _, 1s acknowledgement informa-
tion, and G 1s a generator matrix. For example, m,.,,1s a 1x5
row vector, m ,_, 1s one bit for a single scream (in general 1xm
row vector for m streams), and G 1s a 6x30 matrix with the
first 20 elements 1n the last row being Os.

This embodiment may be extended to encode a set of
multiple codes which require different transmait time as fol-
lows:

_G“ G12 GIN | Equati{m (4)
0 Grr ... Gop
[€1,C2, ... CN]=[m1, M2, ... Wiy] 00 -
00 . Gun |

In accordance with another embodiment, the conventional
3GPP type A or type B code 1s changed by moving one or
more bits 1n the generator matrix to improve the performance.
The basis sequences for the new (20, 5) code generated 1n this
way are shown 1n Table 2. The code 1s based on the conven-
tional 3GPP (20,5) code 1n the non-MIMO mode. In Table 2,
the fifth column corresponds to the MSB and the fourth col-

umn corresponds to the next MSB. The bit °1’ 1n the fifth
column and 20th row 1s changed to ‘0’ and the bit ‘0’ in the
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fourth column and 20th row 1s changed to ‘1’ to give more
protection to the next MSB at the expense of the MSB pro-
tection.

TABLE 2
1 Mz’,ﬂ Mz’, 1 Mz',:z Mz‘,ﬁ M, A
0 1 0 0 0 1
1 0 1 0 0 1
2 1 1 0 0 1
3 0 0 ] 0 1
4 1 0 | 0 1
5 0 1 1 0 1
6 1 1 1 0 1
7 0 0 0 ] 1
8 1 0 0 1
9 0 1 0 1
10 1 1 0 1 1
11 0 0 1 1 1
12 1 0 1 1 1
13 0 1 1 1 1
14 1 1 1 1 1
15 0 0 0 0 1
16 0 0 0 0 1
17 0 0 0 0 1
18 0 0 0 0 1
19 0 0 0 1 0

FIG. 3 shows throughput comparison between the conven-
tional 3GPP CQI code and the code in Table 2. FIG. 3 show
the performance improvement with the new code.

The generator matrix in Table 2 or its variance may be
generated by starting with a maximum minimum Hamming
distance code of a size somewhat smaller than the desired
code. For example, 1f a (20, 35) code 1s desired, a maximum
minimum Hamming distance code of s1ze (17, 5), (1.e., 5x17
generator matrix), 1s first found. Once the 5x17 generator
matrix 1s found, the si1ze of the generator matrix 1s extended by
adding a 5x3 matrix Z of zeros to the 5x17 generator matrix.

Thereatter, some or all of the zeros 1n the p-th row of the Z

matrix are setto ‘1, where p corresponds to the position of the
MSB 1n the data being encoded. This makes the distance
between codewords with MSB=1 and those with MSB=0

larger, (1.e., more protection to the MSB). If not all elements

i row p are setto °1°, then the element 1n row q and in column
that 1s not set to ‘1’ 1n p-th row 1s set to °1” where q corre-
sponds to the position of the next MSB 1n the data being

encoded. In this way, the more important bits are better pro-

tected. However, 1t comes at the cost of having a minimum

distance set by the smaller (n,k) code.

Generator matrix example 3 for an (20, 8) unequal error
protection code generated 1n the similar way 1s shown below.
The generator matrix example 3 1s generated from a (17, 8)
maximum minimum Hamming distance code. The right most
8x3 submatrix 1s added to the 8x17 matrix. In this example,
the first row corresponds to the MSB and the second row
corresponds to the next MSB. All elements of the submatrix
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are zeros, except the first row and the element 1n the second
row and the last column for better protection of the next MSB.

GENERATOR MATRIX EXAMPLE 3

1 oo0000001 11001100111
o 10000001 110000110201
001 00000 001 11010000
o001 00001 00101101000
000010000101 10101000
o 000010001001 1011000
o 0000010001 1001 1 0 0 0
ocoo0oo0oo0001 001011 1 10000

FIG. 4 shows an RMS error performance comparison
between an unequal error protection code constructed in
accordance with this embodiment and a maximum minimum
Hamming distance code. The RMS error 1s better for the
unequal error protection code in accordance with this
embodiment than the maximum minimum Hamming dis-
tance code 1n the region of interest.

In current 3GPP standards, type A information 1s coded
with (20, 10) code and type B information 1s coded with a (20,
'7) code which 1s a subset code of the (20, 10) code for the type

A 1nformation. A subset code refers to the case where the
basis vectors of the (20, 7) code are a subset of the basis
vectors of the (20, 10) code.

In accordance with one embodiment, a non-subset, linear
(20, 7) code 1s used for type B information and the conven-
tional type A information coding (the (20, 10) coding speci-
fied 1n the current 3GPP standards) 1s used for type A infor-
mation. The non-subset (20, 7) code may be the subset (20, 7)
code of the conventional (20, 10) code with one (or more) bit
flipping. The mimmum distance of the (20, 7) code 1s eight
(8). The non-subset (20, 7) code 1s generated such that the
weight distribution of the code 1s non-optimal and the code
offers better protection to the MSB of the CQI value. A
generator matrix example 4 for this embodiment 1s shown
below (1n this example, the MSB in the mput vector 1s the
rightmost bit and the LSB 1s the leftmost bit).

GENERATOR MATRIX EXAMPL.

(Ll
=

S B e B

R o B oo T e ol

S S e T o A s T e
o SR oo IR o B e B i B
o SR oo T o B e B e B e
S S S T U I s B
S S B e [y S S (e S
S e S L e T ol S o B
—_ o O o O O O
_ o OO o OO O
—_ = = D = O D
—_ 0 = = = O
— e D = D e
—_ = 0 = = O D
e N~ o B p—
e N e T o T S a
_ = 3 D —
_ o OO o OO O o

A better protection of the MSB of CQI bits reduces the
probability of large magnitude errors in CQI at the Node-B at
the expense of a slightly higher probability of error. Both PCI
errors and small magnitude CQI errors have a small impact on
system performance while large magnitude CQI errors have a
significant 1mpact. Therefore, better error protection pro-
vided to the MSB of CQI bits 1s advantageous.

In accordance with another embodiment, a non-subset (20,
7) linear code that has a minimum distance of 8 1s used and
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equal error protection 1s provided for type B information, and
the conventional type A information coding (the (20, 10)
coding specified in the current 3GPP standards) 1s used for
type A mformation. One way of generating this non-subset
(20, 7) code 1s to start with a good smaller code and search for
extensions. A generator matrix example 5 for this embodi-

ment 1s shown below (1n this example, the MSB 1n the input
vector 1s the nghtmost bit and the LSB 1s the leftmost bit).

GENERATOR MATRIX EXAMPL.

T
N

loooo0oo0oo0ol1l 100011101010
o1 00000101 100100 | 0
001000010 01 1 0011010
ooo0ol1oool1 o1 0011110100,
00001001001 0 01 1 0 0
000001 0100 01 1 1 0011
0000001011 ] 1 1 1 11111

In accordance with another embodiment, for the case
where CQI and PCI use 4 and 2 bits, respectively, approxi-
mately equal error protection code i1s used for type B infor-
mation coding and the conventional type A information cod-
ing 1s used for type A information. A (20, 6) generator matrix
example 6 for this embodiment 1s given below (in this

example, the MSB 1n the input vector 1s the rightmost bit and
the LSB 1s the leftmost bit).

GENERATOR MATRIX EXAMPL.

T
o)

looo0oo001 110111101000
o1 00001 001110010100 ]
001 000010 0 1 0 0 0 1 0
0001 00001 1 00 1 1 000 ]
oco0oo0o0101 11100000111
oo0oo0oo001 0000011111171

In accordance with another embodiment, type B input bits
are unequally duplicated belfore encoding. There are many
variations on this scheme 1n which one or more of the CQI
MSBs and/or some or all of the PCI bits are emphasized to
create a 10-bit mnput to the (20, 10) encoder used for type A
information coding. For example, the MSB of type B CQI
may be repeated 3 times. Note that this 1s still a (20, 7) code
with a generator matrix that can be constructed from linear

combinations of the basis vectors of the generator matrix of
the (20, 10) code.

In accordance with another embodiment, both type A and
type B codes are changed from the conventional code and the
type B code 1s a subset code comprising the first 7 columns of
the type A code. A new type A generator matrix 1s created
from the conventional (20, 10) generator matrix by using
clementary column operations, (such as a column 1s altered
by adding one other column to 1t). It 1s well known that these
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operations do not lead to codewords that are not also part of Further coding examples may be obtained by permutation
the original code. They do, however, enable construction of a of the above codes or by starting with a smaller code and
better type B subset code. searching for the best extensions. Further generator matrix
examples are provided herein.
5
The appropnate type B code can be determined in terms of
its separation vector. For a linear (n,k) binary code C, the
separation vector (SV) s(G)=(s(G),, . . ., s(G),) of length k
with respect to a generator matrix G of C 1s defined by: 10

s(G)=min{wt(mG)|meGF(2)* m~0},i=1, . . ., k. Equation (5)
GENERATOR MATRIX EXAMPLI

T
co

It1s generally understood that the value of an element of the
SV corresponds to the protection that 1s given to the corre- 5
sponding information bit akin to minimum distance proper-
ties of codes 1n general. Thus, for approximately equal error
protection code, all the elements of the separation vector are
equal. By finding codes with unequal element values, 1t 1s
possible to protect better some desired information bits. Spe- 20
cifically, if a code 1s found that has mini(s((),)=6 with larger
clements for the MSB of CQI bits, then this code 1s an
improvement over the conventional type B coding without
changing the properties of type A code.

For example, this code may be obtained by the following <2°
operations:

1) The 5th column basis sequence 1s replaced by the XOR
operation of column 5 and column 8;

2) The 6th column basis sequence 1s replaced by the XOR
operation of column 6 and column 9; and

3) The 7th column basis sequence 1s replaced by the XOR G
operation of column 7 and column 10.

The generator matrix obtained 1n this way (in a transpose
torm) with separating vector ot s(G1)=(7, 6, 6,6, 7,7, 7)1s ;5
shown below.
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Further subset coding examples may be created in the
following manner. First, the ‘best’ type A code 1s identified.
For example, for the (20,10) codes, 1t 1s known that there are
1,682 non-equivalent maximal minimum distance linear
binary (20,10,6) codes having a minimum distance of si1x (6).
A maximal (n.k) minimum distance code 1s a code that
achieves the theoretical maximum minimal distance between
all pairs of codewords. Among these codes, codes with a
lowest block error rate (BLER) are found. The BLER may be
computed from 1ts weight distribution. For the case of the
(20,10) codes, the best code 1n the state of the art1s unique and
casily 1dentified as 1t has a minimum distance of six (6) and
the fewest number of minimum distance codewords (40) by a
large margin. When looking for a good subset code, 1t 1s only
needed to mvestigate the (20,10,6,40) codes from which to
draw a subset code.

By taking an (n, k) code and applying any sequence of
clementary operations, other codes are created whose code-
words are eirther the same as the original codewords of (n.k)
code, which makes the codes equivalent, or a smaller subset
of those codewords. The codes with smaller subsets of code-
words are degenerate and are not worth mvestigation. The
others are potential candidates to be used to create a subset
code.

For a (n, k) type A code, all sequences of elementary
operations may be represented as a pre-multiplying kxk
matrix of 1’s and O’s to the generator matrix. The pre-multi-
plying matrix 1s called a translation matrix, (e.g., 10x10 or
alternatively 7x10). The translation matrix may be generated
deterministically or randomly. Each of these subset codes are
then checked for good properties, such as achieving max min
distance, counting the number of mimmum weight code-
words, and computation of the separation vector.

For all (20,10) coding examples, there are many bit map-
ping possibilities that may result 1n different coding proper-
ties. For example, there may be two CQI values of four (4) bits
cach mapped as pci0, pcil, cqil_0, cqil_1, cqil_2, cqul_3,
cqi2_0,cqi2_1,cqi2_2,cqi2_3, wherecqil_3 and cqi2_3 are
MSBs. This sequence 1s mapped to rows 1:10 of the generat-
ing matrix. Alternatively, the sequence may be mapped to
rows 10:1 of the generator matrix in reverse order.

Alternatively, the two four bit CQI values may be com-
bined ito a single eight bit CQI composite (CQIC). For
example, it has been proposed that CQIC={15*CQI1+CQI2+
31} for two streams, and {SingleCQI} for one stream. CQI1
and CQI2 have 15 possible values each and SingleCQI has 30
possible values. Then, cqic/, cqic6, cqic5, cqic4, cqic3,
cqic2, cqicl, pcil, pci0, cqicO may be applied to rows 1:10 of
the generator matrix, or alternatively 10:1 1n reverse order.
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For type B (20, 7) coding, cqi4, cqi3, cqi2, cqil, cqi0, pcil,
pci0 may be mapped to rows 1:7, or alternatively 7:1 in
reverse order. A generator matrix example 15 obtained 1n this
way 1s shown below.

GENERATOR MATRIX EXAMPLE 15

l10oo0000OO0OO0OCODOLI 101111010
010000000001 1011110°1
0010000001110000 11
0001000100111 1001100
00001001101 10001100°1
000001001011 10010110
0000001 1011100110100
000000010011 101000°11
000000001101 01011100
0000000001111 101000°1

Type B PCI/CQI information coding results in lower trans-
mitted power requirements due to different coding rate and
coding gain. Such lower transmit power 1s desirable as 1t
lowers the average uplink interference. Type A power level 1s
currently determined by the network as a multiple of an
uplink reference channel, (1.e., dedicated physical control
channel (DPCCH). In accordance with the embodiments dis-
closed herein, different transmission powers are used for type
A and type B information. Both type A and type B power may
be independently defined, (1.e., as power multiplier or addi-
tion 1n dBs), 1n terms of the power of another channel. The
multipliers or additions are provided by the network. The
reference channel may be downlink channel or uplink chan-
nel. The downlink reference channel may be common pilot
channel (CPICH), primary common control physical channel
(P-CCPCH), synchronization channel (SCH), high speed
shared control channel (HS-SCCH) or any other channel. The
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power of some of these channels may be defined in terms of 40

power ol other channels. The uplink reference channel may
be DPCCH, enhanced uplink DPCCH (E-DPCCH), random

access channel (RACH) (after ACK/NACK) or any other
channel. Likewise, the power of some of these channels may
be defined 1n terms of power of other channels.

After CQI bits are spread to the chip rate, the real-valued
spread signals are weighted by a gain factor. The gain factor
3, . for the CQI bits on the HS-DPCCH 1s derived from the
quantized amplitude ratio (A, =p, /P ), which 1s translated
trom A, signaled by a higher layer. [5_ 1s the gain factor for
the DPCCH. The translation ot A ., 1nto the quantized ampli-
tude ratio A, . 1s shown 1n Table 3.

TABL.

L1l

3

Signalled Quantized amplitude ratios
values for A, Ay =Pu/P.
9 38/15
8 30/15
7 24/15
6 19/15
5 15/15
4 12/15
3 9/15
2 8/15
1 6/15
0 5/15
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For HS-DPCCH slots carrying CQI bats, if the WTRU 1s
not configured in MIMO mode, A, equals the quantized
amplitude ratio translated from the signaled value A, If the
WTRU 1s configured in MIMO mode, A;_ equals the quan-
tized amplitude ratio translated from the signaled value A,
when a CQI of type B 1s transmitted, and A,  equals the
quantized amplitude ratio translated from the signaled value
Acorr1 when a CQI of type A 1s transmatted.

Alternatively, once one of the type A or type B power 1s
defined as explained above and transmission power for the
other type may be determined as a network provided multi-
plier or dB addition or may be computed from the defined one
based on a pre-defined formula. For example, type B power
may be computed by the WTRU using a look up table
(LUT ,). The LUT , may be used to compute type A power
from an index A -, signaled by the network. Given A, type
B power may be computed using a separate lookup table
LUT that implements the function Pz=LUT; (A,,;). An

example LUT 5 1s shown 1n Table 4.

TABL.

4

(1]

Quantized amplitude

Signalled values for ratios
AC’QI Ahs = Bhs/l?)r:
8 21/15
7 17/15
6 14/15
5 11/15
4 9/15
3 7/15
2 6/15
1 5/15
0 5/15

Alternatively, a tfunction g that operates on A, may be
used to create an mput to LUT |, thus keeping the same set of

power levels that are used for type A. This operation may be
described as Pz=LUT ,(g(A, ;). The function g may itself be
implemented as a lookup table. For example, g(A.,;,)=maxi-

mum(0, g(A-o)-1).
FIG. 5 shows an individual bit error rate using the generator
matrix example 4. It shows that the MSB of CQI bits (cqi4) 1s

about 0.6 dB better than the rest of PCI/CQI bits. As a refer-

ence, the bit error rate of the conventional coding scheme
(labeled as “pcicqi in [1]7) 1s also plotted. The BER measure-
ment using the generator matrix example 4 1s about 0.8 dB
better than the conventional coding scheme. FIG. 6 shows a
block error rate (BLER) for the conventional type B 7-bit
PCI/CQI and the coding using the fourth generator matrix
example. At 1% BLER, there i1s about a 0.8 dB difference 1n
coding again. FIG. 7 shows BLER vs. the coded bit signal-
to-noise ratio (SNR) for the conventional type A 10 bit PCI/
CQI, conventional type B 7-bit PCI/CQI and the coding using
the fourth generator matrix example. For comparison
between the type A and type B reporting formats, the power
required at 1% BLER for type A PCI/CQI format 1s about 1.5
dB higher than the one using the generator matrix example 8
for type B. FIG. 8 1s a plot of CQI mean square error (MSE)
measurement in two type B coding schemes. For the same
amount of MSE errors, there 1s about >1 dB in SNR required.

FIGS. 9-12 show performance comparisons for conven-
tional coding and the coding using the fifth and/or the seventh
generator matrix examples. Note that in FIGS. 9-12, “[1]”
refers to prior art for type-B, “optimal EEP” represents the
case using the fifth generator matrix example, and “G1” rep-
resents the case using the seventh generator matrix example.
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FIG. 9 shows that type-A matnx transiformation does not
change the BLER of type-A code. FIG. 10 shows a compari-
son for PCI BLER {for prior art type-B code, the case using the
fifth generator matrix example and the case using the seventh
generator matrix example. FIG. 11 shows a graphical com-
parison of CQI BLER for the prior art type-B code, the case

using the fifth generator matrix example and the case using
the seventh generator matrix example. FIG. 12 shows com-

parison of CQI standard deviation, (computed as root mean

square error (RMSE)), for prior art type-B coding, and the
case using the fifth generator matrix example and the case
using the seventh generator matrix example. As can be seen in
FIGS. 9-12, both the fifth and the seventh generator matrix
examples perform better than the prior art.

Although the features and elements are described 1n the
embodiments 1n particular combinations, each feature or ele-
ment can be used alone without the other features and ele-
ments of the embodiments or 1n various combinations with or
without other features and elements of the embodiments. The
methods or flow charts provided may be implemented in a
computer program, software, or firmware tangibly embodied
in a computer-readable storage medium for execution by a
general purpose computer or a processor. Examples of com-
puter-readable storage mediums 1include a read only memory
(ROM), a random access memory (RAM), a register, cache
memory, semiconductor memory devices, magnetic media
such as internal hard disks and removable disks, magneto-
optical media, and optical media such as CD-ROM disks, and
digital versatile disks (DVDs).

Suitable processors include, by way of example, a general
purpose processor, a special purpose processor, a conven-
tional processor, a digital signal processor (DSP), a plurality
ol microprocessors, one or more miCroprocessors i associa-
tion with a DSP core, a controller, a microcontroller, Appli-
cation Specific Integrated Circuits (ASICs), Field Program-
mable Gate Arrays (FPGAs) circuits, any other type of
integrated circuit (IC), and/or a state machine.

A processor 1n association with software may be used to
implement a radio frequency transceiver for use in a wireless
transmit recerve unit (W1TRU), user equipment (UE), termi-
nal, base station, radio network controller (RNC), or any host
computer. The WTRU may be used in conjunction with mod-
ules, implemented 1in hardware and/or software, such as a
camera, a video camera module, a videophone, a speaker-
phone, a vibration device, a speaker, a microphone, a televi-
s1on transcerver, a hands free headset, a keyboard, a Blue-
tooth® module, a frequency modulated (FM) radio unit, a
liquad crystal display (LCD) display unit, an organic light-
emitting diode (OLED) display unit, a digital music player, a
media player, a video game player module, an Internet
browser, and/or any wireless local area network (WLAN)
module.

What 1s claimed 1s:
1. A wireless transmit/receive unit (W1TRU) configured at
least 1 part to:

determine a quantized amplitude ratio based at least 1n part
on whether multiple-input multiple-output (MIMO)
mode 1s configured, wherein on a condition that MIMO
mode 1s configured, the WTRU 1s configured to deter-
mine the quantized amplitude ratio based on a channel
quality indicator (CQI) type, and

derive a gain factor based on the quantized amplitude ratio.
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2. The WTRU of claim 1, wherein the quantized amplitude
ratio 1s translated from a variable, and the value of the variable
for CQI of type A 1s greater than the value of the variable for
CQI of type B.

3. The WTRU of claim 1, wherein the quantized amplitude
ratio 1s translated from a variable, and the varniable equals a
signaled value ACQI signaled by a higher layer on a condition
that MIMO mode 1s not configured.

4. The WTRU of claim 1, wherein the WTRU 1s configured
to weight a real-valued spread value using the gain factor.

5. The WTRU of claim 4, wherein the real-valued spread
value comprises CQI bits, the quantized amplitude ratio 1s

translated from a variable, and the variable equals a signaled
value ACQI plus one on a condition that MIMO mode 1s

configured and the CQI bits are of type A.

6. The WTRU of claim 5, wherein the signaled value ACQI
1s signaled by a higher layer.

7. The WTRU of claim 4, wherein the real-valued spread

value comprises CQI bits, the quantized amplitude ratio 1s
translated from a variable, and the variable equals a signaled
value ACQI on a condition that MIMO mode 1s configured
and the CQI bits are of type B.

8. The WTRU of claim 1, wherein the quantized amplitude
ratio 1s translated to 38/15 on a condition that a signaled value

ACQI equals to 9.
9. A wireless transmit/receive unit (W1TRU) comprising:

a processor; and
a memory comprising instructions that when executed by
the processor cause the device WITRU to:
determine a quantized amplitude ratio based at least 1n
part on whether multiple-input multiple-output
(MIMO) mode 1s configured, wherein on a condition
that MIMO mode 1s configured, the quantized ampli-
tude ratio 1s determined based on a channel quality

indicator (CQI) type, and
derive a gain factor based on the quantized amplitude
ratio.

10. The WTRU of claim 9, wherein the quantized ampli-
tude ratio 1s translated from a variable, and the value of the
variable for CQI of type A 1s greater than the value of the
variable for CQI of type B.

11. The WTRU of claim 9, wherein the quantized ampli-
tude ratio 1s translated from a variable, and the variable equals
a signaled value ACQI signaled by a higher layer on a condi-
tion that MIMO mode 1s not configured.

12. The WTRU of claim 9, wherein the memory further
comprises 1nstructions that when executed by the processor
cause the WTRU to weight a real-valued spread value using
the gain factor.

13. The WTRU of claim 12, wherein the real-valued spread
value comprises CQI bits, the quantized amplitude ratio 1s
translated from a variable, and the variable equals a signaled
value ACQI plus one on a condition that MIMO mode 1s
configured and the CQI bits are of type A.

14. The WTRU of claim 13, wherein the signaled value
ACQI 1s signaled by a higher layer.

15. The WTRU of claim 12, wherein the real-valued spread
value comprises CQI bits, the quantized amplitude ratio 1s
translated from a variable, and the variable equals a signaled
value ACQI on a condition that MIMO mode 1s configured
and the CQI bits are of type B.

16. The WTRU of claim 9, wherein the quantized ampli-
tude ratio 1s translated to 38/15 on a condition that a signaled
value ACQI equals to 9.
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