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(57) ABSTRACT

Embodiments of the present invention provide a communi-
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cation method includes: recerving a packet, encapsulating all
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sponding relationship between a port that receives the packet
and a corresponding maintenance enftity group end point,
sending the encapsulated packet to an apparatus that includes
the maintenance entity group. The communication method,
apparatus, and system provided by the embodiments of the
present invention implement IP address-based communica-
tion and management for a device that does not have an IP

address by means of port mapping and packet encapsulation.
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COMMUNICATION METHOD, APPARATUS
AND SYSTEM

This application 1s a continuation of International Appli-
cation No. PCT/CN2013/072485, filed on Mar. 12, 2013,
which 1s hereby incorporated by reference 1n 1ts entirety.

TECHNICAL FIELD

The present invention relates to the field of communication
technologies, and 1n particular, to a communication method,
apparatus and system.

BACKGROUND

In a network architecture in the prior art, connections of
networks, exchange of information, and monitoring and man-
agement 1n networks largely depend on an Internet Protocol
(IP) address of a device. A user uses an IP address to access a
network, where the IP address 1s allocated to the user by a
server 1 the network based on the IP protocol. Information 1s
exchanged between different users by using their respective
IP addresses, and an administrator 1n the network uses IP
addresses to monitor and manage the network.

However, as required by flat management, network devices
connected to an access device 1n a network become smaller 1n
s1ze and keeps growing in number. IT an IP address 1s allo-
cated to each network device, limited IP address resources
will become deficient. Therefore, operators put forward a
network architecture 1n which an IP address 1s not configured
for a network device connected to an access device 1n a
network, so as to save IP address resources. Connections of
networks, exchange of information, and monitoring and man-
agement of networks 1n the prior art are performed mostly
based on IP addresses. Consequently, a network device that
does not have an IP address and 1s connected to an access
device 1n a network can hardly implement IP address based-
communication.

SUMMARY OF THE INVENTION

In view of this, embodiments of the present invention pro-
vide a communication method, apparatus, and system to
tacilitate IP address-based communication implemented by a
network device that does not have an IP address and 1s con-
nected to an access device in a network.

According to a first aspect, an embodiment of the present
invention provides a communication method adapted for a
communication system that includes a first apparatus, a sec-

ond apparatus, and a third apparatus. In this example, the
method includes recerving, by the second apparatus, a first
packet that carries a port number corresponding to an Ether-
net maintenance entity group end point (Maintenance Entity
Group End Point, MEP) address. The first apparatus 1s con-
nected to the third apparatus through the second apparatus.
The first packet 1s a transport layer protocol packet from the
third apparatus, and the port number 1s a port number of a
destination port of the first packet. The MEP address 1s a MEP
address ol a MEP on the first apparatus. The communication
method further comprises encapsulating, by the second appa-
ratus, a part or all of content of the first packet into a second
packet. The second packet i1s an Ethernet operation, adminis-
tration and maintenance (Operation, Administration and
Maintenance, OAM) packet. The method further comprises
sending, by the second apparatus, the second packet to the
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MEP on the first apparatus according to the port number and
a corresponding relationship between the MEP address and
the port number.

With reference to the first aspect, 1n a first possible imple-
mentation manner, before recerving the first packet, the sec-
ond apparatus creates the corresponding relationship between
the MEP address and the port number. Specifically, the sec-
ond apparatus creates a corresponding relationship between
the MEP address and a MEP 1dentifier of the MEP, and the
second apparatus creates a corresponding relationship
between the MEP i1dentifier and the port number.

With reference to all the above implementation manners, 1n
a second possible implementation manner, the second appa-
ratus receives a third packet returned as a response from the
first apparatus. The third packet 1s an Ethernet OAM packet.
The second apparatus encapsulates a part or all of content of
the third packet into a fourth packet, and sends the fourth
packet to the third apparatus.

With reference to all the above implementation manners, 1n
a third possible implementation manner, the first packet car-
ries a Telnet protocol Telnet packet or carries a Simple Net-
work Management Protocol (Stmple Network Management
Protocol, SNMP) packet.

Alternatively, the first packet carries a File Transter Proto-
col (File Transter Protocol, FTP) packet. In an embodiment,
before the second apparatus receives the first packet from the
third apparatus, the communication method further includes:
sending, by the second apparatus, a fifth packet carrying the
port number and an IP address of the third apparatus to the
first apparatus, where the fifth packet 1s an OAM packet
receiving, by the second apparatus, a sixth packet carrying an
FTP active mode command from the first apparatus, where
the sixth packet 1s an OAM packet, and the active mode
command includes the port number and the IP address of the
third apparatus; and encapsulating, by the second apparatus,
the active mode command into a seventh packet, and sending
the seventh packet to the third apparatus over a created FTP
command link, so as to create an FTP data link.

Alternatively, the first packet carries a File Transter Proto-
col FTP packet; before the second apparatus receives the first
packet from the third apparatus, the communication method
turther includes: receiving, by the second apparatus, an eighth
packet carrying an F'TP passive mode command from the first
apparatus, where the eighth packet 1s an OAM packet; encap-
sulating, by the second apparatus, the passive mode command
into a ninth packet, and sending the ninth packet to the third
apparatus over a created FTP command link; recerving, by the
second apparatus, a tenth packet returned as a response from
the third apparatus, where the tenth packet carries a data port
number, and the tenth packet 1s an F'TP packet; encapsulating,
by the second apparatus, the tenth packet into an eleventh
packet, and sending the eleventh packet to the first apparatus,
where the eleventh packet 1s an OAM packet; receiving, by
the second apparatus, a twelith packet returned as a response
from the first apparatus, and obtaining the data port number
from the twelith packet, where the twelith packet 1s an OAM
packet; and creating, by the second apparatus, an F'TP data
link by using the data port number and the port number as an
FTP server port number and an FIP client port number
respectively, and by using an Internet Protocol IP address of
the second apparatus as an FTP client IP address.

According to a second aspect, a communication apparatus
1s provided. The communications apparatus includes a
receiving unit configured to recerve a packet, and a processing
unit configured to recerve a first packet that carries a port
number corresponding to a stored Ethernet maintenance
entity group end point MEP address The first packet 1s a
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transport layer protocol packet from the receiving unit, and
the port number 1s a port number of a destination port of the
first packet. The processor 1s further configured to encapsu-
late a part or all of content of the first packet into a second
packet. The second packet 1s an Ethernet operation, adminis-
tration and maintenance OAM packet. The processor 1s fur-
ther configured to set a destination address of the second
packet as the MEP address according to the port number and
a corresponding relationship between the MEP address and
the port number. The apparatus further includes a sending
unit, configured to send the packet that comes from the pro-
cessing unit.

With reference to the second aspect, in a first possible
implementation manner, the processing unit 1s further con-
figured to create the corresponding relationship between the
MEP address and the port number. Alternatively, the process-
ing unit 1s further configured to create a corresponding rela-
tionship between the MEP address and a stored MEP 1denti-
fier, and create a corresponding relationship between the
MEP 1dentifier and the port number.

With reference to all the above implementation manners of
the second aspect, 1n a second possible implementation man-
ner, the processing unit 1s further configured to encapsulate a
part or all of content of a third packet in response to the second
packetinto a fourth packet, and set a destination address of the
fourth packet as a source address of the first packet.

With reference to all the above possible implementation
manners of the second aspect, the first packet carries a Telnet
protocol Telnet packet or carries a Simple Network Manage-
ment Protocol SNMP packet. Alternatively, the first packet
carries a Simple Network Management Protocol FTP packet;
and the processing unit 1s further configured to obtain a data
port number from an OAM packet from the receiving unit,
and create an FTP data link by using the data port number and
the port number as an FTP server port number and an FTP
client port number respectively.

According to a third aspect, another communication appa-
ratus 1s provided. In this example, the communication appa-
ratus 1mcludes one or more recerving devices configured to
receive a packet, and a processor coupled with the one or
more receiving devices. The processor 1s configured to
receive a first packet that carries a port number corresponding,
to a stored Ethernet maintenance entity group end point MEP
address. The first packet 1s a transport layer protocol packet
from the one or more recerving devices, and the port number
1s a port number of a destination port of the first packet. The
processor 1s further configured to encapsulate a part or all of
content of the first packet into a second packet. The second
packet 1s an Ethernet operation, administration and mainte-
nance OAM packet. The processor 1s further configured to set
a destination address of the second packet as the MEP address
according to the port number and a corresponding relation-
ship between the MEP address and the port number. The
apparatus further includes one or more sending devices
coupled to the processor. The one or more sending devices are
configured to send the packet that comes from the processor.

With reference to the third aspect, 1n a first possible imple-
mentation manner, the processor 1s further configured to cre-
ate the corresponding relationship between the MEP address
and the port number. Alternatively, the processor 1s further
configured to create a corresponding relationship between the
MEP address and a stored MEP 1dentifier, and create a cor-
responding relationship between the MEP 1dentifier and the
port number.

With reference to all the above implementation manners of
the third aspect, the processor 1s further configured to encap-
sulate a part or all of content of a third packet 1n response to
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the second packet into a fourth packet, and set a destination
address of the fourth packet as a source address of the first

packet.

With reference to all the above possible implementation
manners of the third aspect, the first packet carries a Telnet
protocol Telnet packet or carries a Simple Network Manage-
ment Protocol SNMP packet. Alternatively, the first packet
carries a File Transter Protocol FTP packet; and the processor
1s further configured to obtain a data port number from an
OAM packet from the one or more receving devices, and
create an FTP data link by using the data port number and the
port number as an FTP server port number and an FTP client
port number respectively.

In a fourth aspect, a communication system 1s further pro-
vided, where the communication system includes a first appa-
ratus, a second apparatus, and a third apparatus, and the first
apparatus 1s connected to the third apparatus through the
second apparatus; the second apparatus i1s configured to
receive a first packet that carries a port number corresponding
to a stored Ethernet maintenance entity group end point MEP
address, where the first packet 1s a transport layer protocol
packet from the third apparatus, and the port number 1s a port
number of a destination port of the first packet; encapsulate a
part or all of content of the first packet into a second packet,
where the second packet 1s an Ethernet operation, adminis-
tration and maintenance OAM packet; and send the second
packet to the first apparatus according to the port number and
a corresponding relationship between the MEP address and
the port number; and the first apparatus 1s configured to
receive the second packet and obtain the content encapsulated
in the second packet.

With reference to the fourth aspect, the second apparatus 1s
turther configured to create the corresponding relationship
between the MEP address and the port number according to
an instruction from the third apparatus before the second
apparatus receives the first packet from the third apparatus.
Alternatively, the second apparatus 1s further configured to:
according to an nstruction from the third apparatus, create a
corresponding relationship between the MEP address and a
stored MEP identifier, and create a corresponding relation-
ship between the MEP 1dentifier and the port number.

The communication method, the apparatus, and the system
provided by the embodiments of the present mvention can
implement communication between a device that does not
have an IP address and a communication network by using a
fixed mapping relationship between a transport layer protocol
port and the device that does not have an IP address and by
encapsulating and decapsulating an Ethernet OAM packet,
without requiring to configure an IP address for a network
device connected to an access device 1n a network, which
saves limited IP address resources and avoids compatibility
problems.

BRIEF DESCRIPTION OF THE DRAWINGS

To describe the technical solutions 1n the embodiments of
the present invention more clearly, the following briefly intro-
duces the accompanying drawings required for describing the
embodiments. Apparently, the accompanying drawings in the
following description show some embodiments of the present
invention, and persons of ordinary skill in the art may still
derive other drawings from these accompanying drawings
without creative efforts.

FIG. 1 1s a network architecture diagram of an access
network:

FIG. 2 1s a schematic flowchart of a communication
method according to an embodiment of the present invention;
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FIG. 3 1s a schematic diagram of an OAM packet format for
encapsulating a packet according to an embodiment of the

present invention;

FI1G. 4 15 a signaling interaction diagram for implementing,
the Telnet protocol according to an embodiment of the present
invention;

FIG. 5 1s a signaling interaction diagram for implementing,
an active mode of the FTP protocol according to an embodi-
ment of the present invention;

FIG. 6 1s a signaling interaction diagram for implementing,
a passive mode of the F'TP protocol according to an embodi-
ment of the present invention;

FIG. 7 1s a signaling interaction diagram for implementing,
the SNMP protocol according to an embodiment of the
present invention;

FI1G. 8 1s a structural diagram of a communication appara-
tus according to an embodiment of the present invention; and

FIG. 9 1s a structural diagram of another communication
apparatus according to an embodiment of the present mven-
tion.

DETAILED DESCRIPTION OF ILLUSTRATIV.
EMBODIMENTS

(L]

To make the objectives, technical solutions, and advan-
tages of the embodiments of the present invention clearer, the
following clearly describes the technical solutions in the
embodiments of the present invention with reference to the
accompanying drawings in the embodiments of the present
invention. Apparently, the described embodiments are a part
rather than all of the embodiments of the present mvention.
All other embodiments obtained by persons of ordinary skaill
in the art based on the embodiments of the present invention
without creative efforts shall fall within the protection scope
of the present invention.

FIG. 1 1s a network architecture diagram of an access
network 1n the prior art. The communication method, appa-
ratus, and system provided by the embodiments of the present
invention are applied in the network architecture. As shown in
FIG. 1, one or more {irst apparatuses that do not have an IP
address are connected to a third apparatus through a second
apparatus, where the connection may be a direct connection
or an indirect connection. For example, another network
device such as a relay device, a switching device, and a
convergence device may further be connected between the
second apparatus and the third apparatus. The first apparatus
may be various devices such as an optical network umt
(ONU), a multi-dwelling unmit (MDU), a multi-tenant unit
(MTU), a digital subscriber line access multiplexer
(DSLAM), a switch, a distribution point unit 1n a fiber to the
drop point (Fiber to the drop point, F'1'Tdp) scenario, and so
on. The second apparatus has an IP address, and may be a
network device such as a digital subscriber line access mul-
tiplexer (DSLAM), a switch, or an optical line terminal
(OLT). In the network architecture 1n FIG. 1, an IP address 1s
not configured for the first apparatus. It should be noted that,
if an IP address 1s configured for the first apparatus, the
communication method, communication apparatus, and
communication system provided by the embodiments of the
present invention are also feasible, and the implementation
method 1s the same as the method applied when an IP address
1s not configured for the first apparatus.

Because the second apparatus has an IP address and sup-
ports the Transmission Control Protocol/Internet Protocol
(TCP/IP), the third apparatus 1n the network can configure,
manage, and maintain the second apparatus by using various
application layer protocols of the Internet, such as the Telnet
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6

protocol, the File Transter Protocol (FTP), and the Simple
Network Management Protocol (SNMP). However, for the
first apparatus that does not have an IP address, which 1s
attached to the second apparatus, because the first apparatus
does not have an IP address 1s unable to use the application
layer protocols such as Telnet, F'TP, and SNMP, it 1s difficult
to set, manage, and maintain the first apparatus. To solve such
a problem, the second apparatus 1s used as a proxy in the
embodiment of the present invention, and the third apparatus
1s allowed to use various application layer Internet protocols
to access the first apparatus connected to the third apparatus.

Specifically, as shown i FIG. 2, a communication method
provided by an embodiment of the present invention includes
the following steps.

Step S101: Optionally, the second apparatus creates a cor-
responding relationship between a transport layer protocol
port number and a MEP address of an Ethernet maintenance
entity group end point (MEP) that 1s set on the first apparatus.
The MEP address may refer to a MAC address at the location
of the MEP. When the packet can be sent to the MEP by using
a multicast or multicast address, the broadcast address or
multicast address may also be regarded as the MEP address of
the MEP; and when the packet or message can be sent to the

MEP by using another address, the other address may also be
the MEP address of the MEP, which 1s not limited in the
embodiments of the present invention. The corresponding
relationship 1s generally reflected by a corresponding rela-
tionship between the MEP address and the port number of the
transport layer protocol port. If the corresponding relation-
ship between the MEP address of the MEP and the port
number exists, for example, 11 the corresponding relationship
1s static and 1s preset, this step 1s omissible. The mstruction of
creating the corresponding relationship may come from the
third apparatus or a network manager, or may be iput by
using a command line.

The MEP 1s created on both the first apparatus and the
second apparatus, and the two apparatuses can communicate
with each other by using Ethernet packets. The method for
creating the MEP on a corresponding port on the first appa-
ratus and the second apparatus may be: using a link layer
discovery protocol to perform neighbor discovery first and
then create a corresponding MEP automatically, or creating 1t
in advance before the corresponding apparatus 1s shipped
from a factory.

Specifically, by using the link layer discovery protocol, the
second apparatus discovers that the first apparatus that does
not have an IP address 1s connected to a port P of the second
apparatus, and therefore, a MEP 1 1s automatically generated
on a virtual local area network (VL AN) N reserved by the port
P. The MEP 1 sends a continuity check message (CCM)
through the port P. After the CCM arrives at the attached first
apparatus, the first apparatus creates a corresponding MEP 2
at the reserved VLAN N by using the received CCM, and
sends the CCM to the side of the second apparatus. After the
MEP 1 receives the packet from the MEP 2, the link 1s created.

In the case of pre-creation before shipment from the fac-
tory, a MEP 2 that works in a specified reserved VL AN N may
be pre-created on all apparatuses that do not have an IP
address. After the corresponding second apparatus 1s started,
the corresponding MEP 1s also created on the specified
reserved VLAN N respectively at each port to which the
apparatus that does not have an IP address 1s attached. The

link 1s regarded to be created ifthe MEP 1 on the OLT receives
a CCM packet of the MEP 2 on the specified reserved VL AN
N and a remote defect indication (Remote Defect Indication,

RDI) field in the CCM packet 1s 0.
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For ease of description, all MEPs mentioned heremaftter
refer to a MEP that 1s set on the first apparatus. The corre-
sponding relationship between the MEP address and a proto-
col port may be direct, that 1s, a Media Access Control (MAC)
address of the MEP corresponds to the port number of the
protocol port directly; or, the corresponding relationship may
be indirect, for example, the protocol port corresponds to the
MEP identifier, and the MEP i1dentifier corresponds to the
MAC address of the MEP. The MEP i1dentifier may be one of
the following or any combination thereof: a MEP sequence
number, a MEP 1dentity, a VL AN i1dentifier, and other MEP
identifiers. In summary, the second apparatus may use the
identifier to 1dentify the MEP, and use the identifier to obtain
the destination address that should be written 1in the packet
destined for the MEP. That 1s, this identifier 1s unique to the
second apparatus, and corresponds to the MAC address of the
MEDP. It should be noted that the MAC address may be a MAC
address of a port of the first apparatus where the MEP 1s
located. If a packet can also be sent to the MEP successtully
by using the corresponding multicast or broadcast address,
the MEP address may also refer to the corresponding multi-
cast or broadcast address.

The transport layer protocol may be TCP, or a file User
Datagram Protocol (UDP), or another transport layer proto-
col. The transport layer protocol port refers to an abstract
communication port allocated to the second apparatus. For
the TCP protocol port, when the apparatus sends a packet by
using the protocol port, the port number of the protocol port1s
used as a port number of a source port of the packet, and filled
into the packet that needs to be sent; and, when packets pass
through the protocol packet recerving port, those packets with
the port number of the destination port being the same as the
port number of the protocol port are recerved. It 1s the same
with the UDP protocol port. It should be noted that, because
no connection needs to be created when the packet 1s trans-
mitted over the UDP protocol, the packet 1s transmitted 1n a
unidirectional manner. If a packet needs to be sent to a peer
side by using a same protocol port, the port number of the peer
port needs to be obtained first, and, when the packet 1s being,
sent to the peer side, the obtained port number 1s used as the
port number of the destination port of the packet to be sent. Of
course, the transport layer protocol packet destined for the
second apparatus and based on an IP address generally finds
the second apparatus first accordmg to the IP address, and
then finds the corresponding receiving port according to the
transport layer protocol port number.

The second apparatus creates a corresponding relationship
between a transport layer protocol port number and a MEP
address that 1s set on the first apparatus. Specifically, a map-
ping relationship between the MEP address and the port num-
ber of the transport layer protocol port 1s set and stored on the
second apparatus, where the mapping relationship may be
reflected by one or more corresponding relationship tables.
The mapping relationship may be a direct mapping between
the port number and the MEP address, or may be an indirect
mapping. For example, the corresponding relationship may
be a one-to-one mapping relationship between the port num-
ber and another parameter, where the parameter 1s also 1n a
one-to-one mapping relationship with the MEP address. In a
scenar1o, the second apparatus may create a corresponding
relationship between the MEP address and the MEP 1denti-
fier, and a corresponding relationship between the MEP 1den-
tifier and the port number. Specifically, for example, the sec-
ond apparatus may create a socket (Socket) first, where the
socket includes the IP address of the corresponding interface
on the second apparatus and the transport layer protocol port
number, that 1s, the socket corresponds to the port number.
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Meanwhile, the socket corresponds to the MEP address. For
example, a corresponding relationship may be created
between a socket ID and the MEP address, or a corresponding
relationship may be created between the socket ID and the
MEP identifier, while the MEP identifier corresponds to the
MEP address. Of course, at the time of creating the socket, 1n
addition to specitying the corresponding IP address and port
number, the corresponding transport layer protocol needs to
be specified, which 1s not repeated here any further.

Step S102: The second apparatus recerves a first packet that
carries a port number corresponding to an Ethernet mainte-
nance entity group end point MEP address, where the first
packetis a transport layer protocol packet, the MEP address 1s
a MEP address of a MEP on the first apparatus, the port
number 1s a port number of a destination port of the first
packet, and the first packet comes from the third apparatus.
The second apparatus may recerve the first packet in the
following way. First, at an IP address that belongs to this
apparatus, recerving a packet destined for thus IP address.
Then processing the packet correspondingly according to the
port number of the destination port that 1s included 1n the
received packet. IT a corresponding relationship between the
port number 1n the packet and the MEP address 1s discovered,
processing the packet according to the commumnication
method disclosed 1in the embodiment of the present invention.
The second apparatus may also recerve the first packet in the
following way: creating a socket to monitor the protocol port
to dedicatedly recerve the packet that carries the correspond-
ing port number among the packets, where the protocol port
number refers to the destination port number of the transport
layer protocol packet; and 1f no corresponding MEP address
corresponds to the port number carried 1n the recerved packet,
processing the packet in other ways, for example, processing
the packet at a corresponding local protocol stack.

Step S103: The second apparatus encapsulates a part or all
of content of the first packet into a second packet, where the
second packet 1s an Ethernet operation, administration and
maintenance OAM packet.

After recerving the packet that carries the corresponding
port number, the second apparatus may encapsulate the first
packet into the second packet directly. If one OAM 1s not
enough for the encapsulation, the packet may be fragmented
and encapsulated 1n multiple OAM packets. Preferably, the
first packet may be processed first, for example, stripped of a
corresponding transport layer protocol packet header to
obtain a corresponding application layer packet through pars-
ing, and then the corresponding application layer packet 1s
encapsulated 1into the OAM packet at a single attempt or after
being fragmented. Further, for example, 1n the Telnet proto-
col, the second apparatus may send the application layer
packet obtained through parsing to the protocol stack for
processing, and encapsulate a user command carried 1n the
application layer packet into the OAM packet. The first
packet may carry a File Transter Protocol FTP packet or a
Telnet packet, or a Simple Network Management Protocol
SNMP packet, or other application layer packets.

Optionally, after the corresponding application layer
packet 1s obtained through parsing, it 1s appropriate to encap-
sulate only the specific application layer packet such as the
FTP packet, while other application layer packets are dis-
carded or processed in other ways. Optionally, the socket may
be used to distinguish the corresponding application layer
packet.

Specifically, as shown in FI1G. 3, which 1s a standard format
of an Ethernet OAM packet, where the content on the left side
shows the structure of the OAM packet and the content on the
right side shows the position of a start byte corresponding to
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the content filled on the left side. The format of the OAM
packet on the left side 1s defined by IEEE 802.1q and IEEE
802.1ag. The specific meanings of all parts are not detailed
here any further. The encapsulation mentioned 1n the embodi-
ments of the present invention refers to encapsulating desired
content into an 1dle field or a custom field of the OAM packet.
Preferably, the desired content may be encapsulated 1nto a
type, length, value TLV field of the OAM packet. That 1s, the
field 1n the second row from the bottom 1n FIG. 3 1s filled with
the corresponding content that needs to be encapsulated. In
this embodiment, the content 1s a part or all of the correspond-
ing first packet, or a part or all of the application layer packet
obtained by parsing the first packet, or the content carried 1n
the application layer packet 1n the first packet.

Step S104: The second apparatus sends the second packet
to the MEP on the first apparatus according to the port number
and a corresponding relationship between the MEP address
and the port number. Specifically, according to the port num-
ber, the second apparatus queries the corresponding relation-
ship between the MEP address of the MEP on the first appa-
ratus and the transport protocol layer port number to obtain
the MEP address corresponding to the port number, where the
corresponding relationship 1s (created and) stored by the sec-
ond apparatus, and sends the second packet to the MEP cor-
responding to the port number.

The second apparatus monitors a corresponding port and
receives a packet from the port. Optionally, a corresponding,
MEP 1dentifier 1s then found according to the port number 1n
a corresponding relationship table or a mapping relationship
table of the corresponding port number and the MEP 1denti-
fier. Because the MEP 1dentifier corresponds to a final address
of the MEP, the MAC address of the MEP can be further
obtained according to the identifier, and then the MAC
address 1s used as the destination address of the second
packet, so that the second packet 1s sent to the first apparatus.
In a case that the port number 1s directly mapped to the MEP
address, the MEP address may be obtained directly according
to the port. Preferably, the operation may be implemented by
using a socket, and the port may be monitored by using a
socket function. The MEP identifier 1s found according to the
port number of the port, and the MEP address 1s further
obtained, or the MEP address 1s obtained directly.

The MEP address may be a MAC address of the port of the
MEP on the first apparatus, and therefore, the second packet
that uses the MAC address as a destination address may be
delivered to the first apparatus directly. The MEP address may
also be a multicast or broadcast address. In a point-to-point
VLAN, because only the MEP on the first apparatus 1n a
VLAN corresponds to the second apparatus, the multicast or
broadcast packet of the second apparatus 1n the VL AN can be
received by only the MEP on the first apparatus, which also
achieves the objective of the embodiments of the present
invention. Of course, 1f the VLAN 1s not a point-to-point
VL AN, a special identifier may be added 1n the multicast or
broadcast packet for distinguishing. Therefore, after receiv-
ing the second packet, the MEP on the first apparatus can
know that the packet 1s destined for the MEP and process the
packet, and other entities that receive the packet can discard
the packet directly. The special 1dentifier may be user-de-
fined. Preterably, a MEP identity (MEP ID) may be used as
the special identifier.

Step S105: The second apparatus recerves a third packet
returned as a response from the first apparatus, where the third
packet 1s an Ethernet OAM packet. After recerving the second
packet, the first apparatus parses the second packet to obtain
the corresponding content. If the content 1s encapsulated 1n a
TLV field of the second packet and 1f the content encapsulated
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in the TLV field of the second packet1s a complete first packet
or a complete application layer application that 1s obtained by
parsing the first packet, the packet obtained through parsing 1s
sent to a corresponding protocol stack for processing, and a
response OAM packet 1s generated. The response content 1s
encapsulated into the corresponding OAM packet at a single
attempt or after being fragmented, and sent to the second
apparatus. If the content obtained by the first apparatus by
parsing the second packet 1s a part of the content of the first
packet that 1s fragmented, the corresponding packet 1s pro-
cessed after the received fragments are reassembled, and then
the response OAM packet 1s generated.

As regards how the second apparatus determines that the
received packet 1s a response packet, optionally, all the OAM
packets from the MEP of the first apparatus may be set as the
corresponding response packets, or it may be specified that a
corresponding identifier 1s added 1n the response OAM
packet, or 1t may be determined according to the specific
content or the type of packet obtained by parsing the TLV
field whether the packet 1s a response packet. The embodi-
ments of the present invention do not limait the specific way of
determination.

Step S106: The second apparatus encapsulates a part or all
of content of the third packet into a fourth packet. The second
apparatus may encapsulate the entire third packet into the
fourth packet, or may obtain the corresponding content by
parsing the corresponding field such as the TLV field in the
third packet, and then encapsulate the all or fragments of the
content obtained through parsing into the corresponding
packet. The fourth packet here may be a transport layer packet
corresponding to the first packet, or may be an application
layer packet. Of course, the application layer 1s eventually
encapsulated as a transport layer packet before 1t can be sent.

Step S107: The second apparatus sends the fourth packet to
the third apparatus. I the fourth packet 1s already a transport
layer packet, the packet can be sent directly; and, 11 the fourth
packet 1s an application layer packet, the packet needs to be
encapsulated as a transport layer packet before 1t 1s sent.
Optionally, the second apparatus may obtain the IP address
and the port number of the third apparatus according to the
corresponding relationship between the MEP address and the
port number, and therefore, can send the fourth packet
according to the obtained IP address and port number. For
example, this method 1s applicable when the transport layer
protocol 1s TCP. Optionally, the second apparatus may also
record a source IP address and a source port number of the
first packet when recerving the first packet. When receiving
the third packet returned as a response from the first appara-
tus, the second apparatus encapsulates the content of the third
packet as a fourth packet, and sends the fourth packet by using
the recorded source IP address and source port of the first
packet as a destination IP address and a destination port of the
fourth packet. For example, this method 1s applicable when
the transport layer protocol 1s UDP. It should be noted that the
embodiments of the present invention do not limit how the
second apparatus sends the fourth packet to the third appara-
tus, and persons skilled 1n the art may make a corresponding
extension on this basis.

It should be noted that the above steps S105, S106, and
S107 are optional steps, and are performed only when the first
apparatus 1s required to make a response, and are omissible
when the third apparatus does not require the first apparatus to
make a response.

The type of the OAM packet mentioned above, namely, the
first packet and the third packet, 1s optional. The embodi-
ments ol the present invention may be implemented by
extending a standard OAM packet properly. For example, a
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continuity check message (CCM) packet, a loopback mes-
sage (LBM), a loopback reply (LBR), a link trace message
(LITM), a link reply message (TR ), and so on. Preferably, the
LBM 1s combined with the LBR. For example, the LBM
packet 1s used as a first packet, and the LBR 1s used as a
response third packet.

The following expounds the embodiments of the present
invention in more detail with reference to a specific instance.
In a scenario, an optical line terminal (Optical Line Terminal,
OLT) 1s applied. The OLT here 1s only an example, and
another network access device may be applied instead. The
OLT 1s connected to one or more optical network units (Opti-
cal Network Unit, ONU) or optical network terminals (Opti-
cal Network Terminal, ONT) that have no IP address, where
the OLT 1s connected to an IP network. A network manager or
a user 1n the IP network wants to use the Telnet protocol to
manage and maintain an ONU or ONT (for ease of descrip-
tion, both are referred to as ONU hereinaiter) that does not
have an IP address, and the following method may be applied.

The user or the network management device (equivalent to
the third apparatus) may use a query command to obtain the
ONU (equivalent to the first apparatus) of the current OLT
(equivalent to the second apparatus), where the ONU does not
have an IP address. Then, to log 1n to the ONU that does not
have an IP address directly through Telnet, if the sequence
number of the ONU 1s 5/1, the sequence number corresponds
to the MEP address on the ONU.

The user or network management device may send a com-
mand to the OLT, where the command 1s to map a Telnet
service of the ONU numbered 5/1 to a port 10023 (the port
number 1s optional) of an IP address x (the IP address 1s an IP
address of a layer-3 interface on the OLT, and, unless other-
wise specified, the IP address 1s an IP address of the first
layer-3 interface by default) on the OLT. After recerving the
command, the OLT maps the Telnet service of the ONU that
does not have an IP address to the port 10023 on the OLT.
Specifically, the mapping here refers to creating a corre-
sponding relationship between the MEP address on the ONU
and the port 10023, where the MEP may be denoted by the
sequence number of the ONU, and the sequence number 1s 1n
a corresponding relationship with the MEP address. After the
OLT executes the command, the user or network management
device creates a TCP/IP connection with the OLT. After the
connection succeeds, the user or network management device
may directly use the Telnet protocol over the TCP to maintain
and manage the ONU that does not have an IP address, which
produces an operation eifect that 1s the same as the operation
elfect of using the Telnet to directly log 1n to the device that
does not have an IP address.

Specifically, as shown 1n FIG. 4, first, the OLT monitors the
port 10023 by acting as a proxy device, and receives a packet
sent by the user or network management device, where the
packet carries the port number 10023 of the destination port.
Because the port 1s 1n a corresponding relationship with the
MEP address of the ONU that does not have an IP address, the
OLT knows that the packet 1s actually destined for the ONU
that does not have an IP address. Secondly, the OLT encap-
sulates the Telnet packet carried 1n the TCP packet received
from the port 10023 1nto an OAM packet. Here, a process of
parsing the TCP packet 1s actually included. Of course, the
entire TCP packet that includes the Telnet packet may also be
encapsulated into the OAM packet directly. When an OAM
packet 1s not enough for encapsulating the entire TCP packet
or Telnet packet, the packet may be fragmented and sent by
using a fragmentation technology. Then, the OLT sends the
OAM packet to the ONU that does not have an IP address

according to the port number of the destination port of the
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received TCP packet and a corresponding relationship
between the port number and the MEP address of the MEP on
the ONU. Specifically, according to the port number, the OLT
searches one or more corresponding relationship tables,
obtains the corresponding MEP address, uses the obtained
MEP address as the destination address of the OAM packet,
and then sends the OAM packet. After receiving the OAM
packet, the ONU that does not have an IP address parses the
packet to obtain the corresponding Telnet packet, sends the
Telnet packet to a protocol stack for processing, generates a
response Telnet packet, encapsulates the response Telnet
packetinto the OAM packet, and sends the OAM packet to the
OLT. After receiving the OAM packet 1n which the response
Telnet 1s encapsulated, the OLT recognizes that the packet 1s
a packetin response to the OAM packet that 1s previously sent
by the OLT to the ONU, and therefore, the OLT parses the
packet to obtain the Telnet packet, encapsulates the obtained
Telnet packet into a TCP packet, and sends the TCP packet to
the user or network management device. In addition, if the
user or network management device does not need to directly
log 1n to the ONU that does not have an IP address and 1s
numbered 5/1, a demapping command may be used to stop
mapping the Telnet service of the ONU that does not have an
IP address to the port 10023 on the OLT. By using a fixed
mapping relationship between the transport layer protocol
port and the device that does not have an IP address and by
encapsulating and decapsulating an Ethernet OAM packet,
the user or network management device in the IP network can
achieve Telnet protocol-based maintenance and management
such as remote configuration, query, and debugging for the
device that does not have an IP address and 1s connected to the
access device.

In another scenario, the embodiment of the present inven-

tion may be used to implement the FTP service of the device
that does not have an IP address and 1s connected to the access
device.

The F'TP protocol needs to use two ports: a data port and a
command port. Generally, the two ports are 21 (the command
port) and 20 (the data port). The F'TP works in two modes: an
active mode and a passive mode. In the FTP of the active
mode, a client 1s connected from any non-privileged port N
(N>1024) to the command port of the F'TP server, that 1s, the
port 21. Then the client starts to monitor a port N+1 and sends
an FTP PORT command to the F'TP server. After recerving the
PORT command as an active mode command, the FTP server
gets connected from its own data port (20) to the data port
(N+1) specified by the client. In the F'TP of the passive mode,
the creation of both a command link and a data link 1s initiated
by the client. First, the client opens any two non—privileged
local ports (IN>1024 and N+1). The first port 1s connected to
the port 21 of the FTP server to create a command link. Then
the client sends a PASV command to the FTP server. After
receiving the PASV command as a passive mode command,
the FIP server starts any non-privileged port (P>1024), and
notifies the port to the client. Finally, the client mitiates a
connection from the local port N+1 to the port P of the FTP
server to create a data link.

The FTP protocol 1s a TCP-based service, and the TCP 1s
based on an IP address. Therefore, a device that does not have
an IP address and 1s connected to the access device 1s unable
to implement the FTP service. In this embodiment, as shown
in FIG. 5, the FTP client that does not have an IP address and
1s connected to the access device 1s connected to the FTP
server device through the access device, and the access device
acts as a proxy to exchange FTP packets between the FTP
client and the FTP server. The access device creates an FTP
command link to the FTP server first, the port used by the
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access device 1s a port N that 1s allocated randomly, and the
link 1s a TCP connection. The access device sends an OAM
packet to the FTP client, where a TLV field of the OAM
packet carries the port number N+1 and the IP address of the
FTP server. After parsing the recertved OAM packet, the FTP
client sends the packet to an FTP protocol stack of the FTP
client and generates a PORT command, where a port and an IP
address used by the PORT command are the port N+1 notified
by the access device and the IP address of the FTP server
respectively. The FTP client encapsulates the PORT com-
mand 1nto the TLV field of the OAM packet, and sends the
OAM packet to the access device. After recerving the OAM
packet, the access device directly encapsulates the content in
the TLV field of the OAM packet and sends 1t to the F1P
server device over a command link, and creates an FTP data
link. Subsequently, the access device monitors the port,
encapsulates the FTP packet from the port mto the OAM
packet, and sends the OAM packet to the FTP client accord-
ing to the corresponding relationship between the port and the
client MEP address; and recetves the OAM packet of the FTP
client, parses the TLV field of the OAM packet to obtain the
FTP packet, encapsulates the FTP packet, and sends the
packet to the FTP server device over the data link.

It should be noted that before the access device 1s used as a
proxy to transmit the F'TP data packet, a corresponding rela-
tionship needs to be created first between the FTP data port
(that 1s, the port N+1) and the MEP address created on the
client, and therefore, after receiving the corresponding FTP
packet, the access device can encapsulate and send the cor-
responding OAM packet to the client MEP. The specific time
of creating the corresponding relationship may be any time
betore the transmission ol the FTP data packet begins. In FIG.
5, the time of mapping the port N+1 to a serving port of the
FTP protocol of the client that does not have an IP address 1s
only an example. The corresponding relationship may also be
created before the entire procedure begins. Further, the cre-
ation of the corresponding relationship through mapping may
be a step of triggering the procedure. Of course, 11 the corre-
sponding relationship already exists, this step 1s omissible.

In addition, a corresponding relationship may also be cre-
ated between the port N used by the command link and the
MEP address of the FTP client, which enables the access
client to use the same method to send the FTP packet from the
command link to the F'TP client and send the FTP packet from
the FTP client to the FTP server. It should be noted that, if the
corresponding relationship between the command port N and
the MEP address and the corresponding relationship between
the data port N+1 and the MEP address are created at the same
time, the OAM packet from the FTP client should include
corresponding 1identifiers for distinguishing, so that the
access device can process the corresponding FTP packet cor-
rectly.

The above description i1s about an FTP active mode. An
FTP passive mode 1s similar, in which the access device
receives a packet from the F'TP client that does not have an IP
address, where a TLV field of the packet carries an FIP
passive mode command. The access device encapsulates the
passive mode command, and sends 1t to the FTP server over a
created FTP command link. The access device receives a
packet returned as a response from the FTP server, where the
packet carries a data port number. The access device encap-
sulates the packet into the TLV field of the OAM packet, and
sends 1t to the client. The client parses the OAM packet to
obtain the packet, sends the packet to an FTP protocol stack,
obtains the data port number, and encapsulates the data port
number and sends it to the access device. After recerving the
OAM packet encapsulated with the data port number from the

10

15

20

25

30

35

40

45

50

55

60

65

14

client, the access device creates an F'TP data link by using the
data port number and a local port number as an FTP server
port number and an FTP client port number respectively, and
by using the Internet Protocol IP address of the access device
as the FTP client IP address. The local port number 1s equal to
the portnumber used by the command link plus 1. It should be
noted that the PASV sent by the client to the access device
carries the IP address of the FTP server, where the IP address
may be notified by the access device to the client by using the
OAM packet or previously stored by the client. Specifically,
the embodiments of the present invention do not limit how to
trigger the client to send the PASV command, that 1s, the
passive mode command. The corresponding relationship
between the port at the access device and the MEP address on
the client 1s the same as that of the active mode FTP, and 1s not
described repeatedly here any further.

By using a fixed mapping relationship between the trans-
port layer protocol port and the device that does nothave an IP
address and by encapsulating and decapsulating an Ethernet

OAM packet, the server in the IP network can access the
device that does not have an IP address and 1s connected to the
access device, so that the device that does not have an IP
address can load data or programs remotely and make a
backup of local data on the server.

In another scenario, according to the embodiments of the
present imvention, a user equipment in the IP network can
access the device that does not have an IP address and 1s
connected to the access device, and perform SNMP-based
remote management on the device that does not have an IP
address.

Specifically, as shown 1n FIG. 7, the access device maps the
transport layer protocol port to an SNMP protocol serving
port of the device that does not have an IP address; monitors
the port, recerves an SNMP packet sent from the user equip-
ment by using this port, where the SNMP packet 1s encapsu-
lated 1n a UDP packet, encapsulates the SNMP packet into the
OAM packet, and records a sequence number of the OAM
packet and a corresponding relationship between a source 1P
and a source UDP port number of the UDP packet; and sends
the OAM packet to the device that does not have an IP
address. After recerving the OAM packet, the device that does
not have an IP address processes the SNMP packet carried in
the OAM packet and makes a response, and encapsulates the
response SNMP packet into the OAM packet. After receiving
the corresponding OAM packet, the access device parses the
OAM packet to obtain the response SNMP packet, finds the
source IP and the source UDP port of the corresponding UDP
packet according to the sequence number of the OAM packet,
encapsulates the SNMP packet into a UDP packet, and sends
the UDP packet to the user equipment. Of course, when no
response 1s required from the device that does not have an IP
address, 1t 1s not necessary to record the source port number
and the source IP address of the corresponding UDP packet.
Optionally, after receiving the UDP packet, the access device
may create a corresponding relationship between the OAM
packet and the source IP address as well as the source port of
the UDP packet, where the OAM packet 1s used to encapsu-
late the SNMP packet carried 1n the UDP. In this way, the
UDP packet, in which the response SNMP packet 1s encap-
sulated, can be sent to the source IP address and the source
port after the response OAM packet 1s recerved. Optionally, a
mapping relationship may be created between the source IP
address as well as the source port number and the MEP
address on the device that does not have an IP address, so that
the access device can encapsulate the response OAM packet
from the MEP directly according to the mapping relationship
and send the packet to the user equipment.




US 9,380,133 B2

15

By using a fixed mapping relationship between the trans-
port layer protocol port and the device that does not have an IP
address and by encapsulating and decapsulating an Ethernet
OAM packet, the user equipment 1in the IP network can access
the device that does not have an IP address and 1s connected
to the access device, and perform SNMP-based remote man-
agement on the device that does not have an IP address.

Further, an embodiment of the present invention provides a
communication apparatus, where the communication appa-
ratus 1s used to implement the communication method
described above. The corresponding implementation method
ol the communication apparatus 1s consistent with the com-
munication method.

As shown in FIG. 8, the communication apparatus
includes: a receiving unit, configured to receive a packet; a
processing unit, configured to: recerve a first packet that car-
ries a port number corresponding to a stored Ethernet main-
tenance entity group end point MEP address, where the first
packet 1s a transport layer protocol packet from the recerving,
unit; encapsulate a part or all of content of the first packet into
a second packet, where the port number 1s a port number of a
destination port of the first packet, and the second packet 1s an
Ethernet operation, admimstration and maintenance OAM
packet; and set a destination address of the second packet as
the MEP address according to the port number and a corre-
sponding relationship between the MEP address and the port
number; and a sending unit, configured to send the packet that
comes from the processing unit. The apparatus supports the
Ethernet OAM functions and the corresponding transport
layer protocol.

The corresponding relationship between the MEP address
and a protocol port may be direct, that 1s, a Media Access
Control (Media Access Control, MAC) address of the MEP
corresponds to the protocol port directly; or, the correspond-
ing relationship may be indirect, for example, the protocol
port corresponds to a MEP 1dentifier, and the MEP 1dentifier
corresponds to a MAC address of the MEP. The MEP i1denti-
fier may be one of the following or any combination thereof:
a MEP sequence number, a MEP 1dentity, a VL AN 1dentifier,
and other MEP 1dentifiers. In summary, the communication
apparatus may use the 1identifier to 1dentity the MEP, and use
the 1dentifier to obtain the destination address that should be
written 1n the packet destined for the MEP. That 1s, this
identifier 1s unique to the communication apparatus, and cor-
responds to the MAC address of the MEP. It should be noted
that the MAC address may be a MAC address of a port of an
apparatus where the MEP 1s located, or may be a multicast or
broadcast address.

The encapsulation mentioned 1n the embodiment of the
present invention refers to encapsulating desired content 1nto
an 1dle field or a custom field of the OAM packet. Preferably,
the desired content may be encapsulated into a type, length,
value TLV field of the OAM packet.

The processing unit receives the first packet from the trans-
port layer protocol port. In other words, the packet recerved
by the processing unit carries the port number of the transport
layer protocol port, and the port 1s mapped to a serving port of
a device that does not have an IP address and 1s connected to
the apparatus. That 1s, 1f the port number of the port 1s 1n a
corresponding relationship with a MEP address of a device
that does not have an IP address, where the MEP address 1s
stored 1n the apparatus, the first packet that carries the corre-
sponding port number 1s encapsulated. Optionally, a corre-
sponding socket may be created to implement the foregoing
function, monitor the mapped transport layer protocol port,
and correspondingly process the packet recerved from the
port.
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The processing unit 1s further configured to create the
corresponding relationship between the MEP address and the
port number. Alternatively, the processing unit 1s further con-
figured to create a corresponding relationship between the
MEP address and a stored MEP 1dentifier, and create a cor-
responding relationship between the MEP 1dentifier and the
port number. The process of creating the corresponding rela-
tionship may be reflected by creating and storing one or more
corresponding relationship tables.

Optionally, the processing unit 1s further configured to
encapsulate a part or all of content of a third packet 1n
response to the second packet into a fourth packet, and set a
destination address of the fourth packet as a source address of
the first packet. The processing unit may determine a
response packet based on the property of the OAM packet.
For example, 1 the sent packet 1s an LBM packet, the
response packet 1s an LBR packet. Alternatively, whether the
packet 1s a response packet may also be determined based on
a sequence number of the packet.

In this embodiment, the first packet refers to a packet sent
over a transport layer protocol 1n a communication network.
The second packet 1s a packet sent by the communication
apparatus in this embodiment to the apparatus that does not
have an IP address and i1s connected to the communication
apparatus, where the apparatus that does not have an IP
address 1s the apparatus where the MEP 1s located corre-
sponding to the stored MEP address. The third packet 1s a
packet sent by the apparatus that does not have an IP address
as a response to the communication apparatus in this embodi-
ment after the apparatus that does not have an IP address
receives the second packet. After recerving the third packet,
the communication apparatus 1n this embodiment generates a
fourth packet, and sends the fourth packet as a response to the
network apparatus that sends the first packet. Optionally,
betore the packet 1s encapsulated, the processing unit may
determine the type of the packet first. If the type of the packet
1s preset, the packet 1s encapsulated and sent. For example, the
preset packet may be a Telnet packet, or an SNMP packet, or
an FTP packet. If the type of the packet 1s not preset, the
packet 1s processed 1n other ways.

Specifically, if the packet to be processed 1s an FTP packet,
the processing unit may be further configured to obtain a data
port number from an OAM packet from the recerving unit,
and create an F'TP data link by using the data port number and
the port number as an F'IP server port number and an FTP
client port number respectively.

Specifically, the apparatus may be a network device such as
a digital subscriber line access multiplexer (Digital Sub-
scriber Line Access Multiplexer, DSLAM), a switch, or an
optical line terminal (optical line terminal, OLT).

Further, an embodiment of the present invention further
provides a communication apparatus, where the communica-
tion apparatus 1s used to implement the communication
method described above. The corresponding implementation
method of the communication apparatus 1s consistent with the
communication method.

As shown 1 FIG. 9, the apparatus includes one or more
receiving devices 93, configured to receive a packet. A a
processor 91 1s coupled with one or more receiving devices 93
and 1s configured to: recerve a first packet that carries a port
number corresponding to a stored Ethernet maintenance
entity group end point MEP address, where the first packet 1s
a transport layer protocol packet from the one more multiple
receiving devices 93; encapsulate a part or all of content of the
first packet into a second packet, where the port number 1s a
port number of a destination port of the first packet, and the
second packet 1s an FEthernet operation, administration and
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maintenance OAM packet; and set a destination address of
the second packet as the MEP address according to the port
number and a corresponding relationship between the MEP
address and the port number; and one or more sending devices
92 coupled with the processor 91, configured to send the
packet that comes from the processor 91.

FIG. 9 only gives an example of one recerving device 93
and one sending device 92, and there may be a plurality of
receiving devices and a plurality of sending devices, which 1s
not limited by the embodiment of the present invention. A
communication interface 95 i1s configured to connect the
communication apparatus and the communication network
and other devices. The steps performed by the processor 91
may be configured in corresponding hardware. For example,
the processor 91 may be specifically reflected by utilization of
a field programmable gate array (FPGA), and therefore, a
memory 94 1s optional. Of course, 1n most circumstances, the
communication apparatus 1s equipped with a storage device.
The storage device stores corresponding program code, oper-
ating system, and applications. The processor 91 executes the
stored programs to implement the following functions:
receiving a first packet that carries a port number correspond-
ing to a stored Ethernet maintenance entity group end point
MEP address, where the first packet 1s a transport layer pro-
tocol packet from the one or more recerving devices 93;
encapsulating a part or all of content of the first packet into a
second packet, where the port number 1s a port number of a
destination port of the first packet, and the second packet 1s an
Ethernet operation, administration and maintenance OAM
packet; and setting a destination address of the second packet
as the MEP address according to the port number and a
corresponding relationship between the MEP address and the
port number.

The encapsulation mentioned 1n the embodiment of the
present invention refers to encapsulating desired content 1nto
an 1dle field or a custom field of the OAM packet. Preferably,

the desired content may be encapsulated into a type, length,
value TLV field of the OAM packet.

The corresponding relationship between the MEP address
and the protocol port may be direct, that 1s, a Media Access
Control (MAC) address of the MEP corresponds to the pro-
tocol port directly; or, the corresponding relationship may be
indirect, for example, the protocol port corresponds to a MEP
identifier, and the MEP identifier corresponds to a MAC
address of the MEP. The MEP i1dentifier may be one of the
following or any combination thereof: a MEP sequence num-
ber, a MEP 1dentity, a VL AN identifier, and other MEP 1den-

tifiers. In summary, the communication apparatus may use
the identifier to 1dentily the MEP, and use the i1dentifier to
obtain the destination address that should be written 1n the
packet destined for the MEP. That 1s, this identifier 1s unique
to the communication apparatus, and corresponds to the
MAC address of the MEP. It should be noted that the MAC
address may be a MAC address of a port of an apparatus
where the MEP 1s located, or may be a multicast or broadcast
address.

The processor 91 1s further configured to create the corre-
sponding relationship between the MEP address and the port
number. Alternatively, the processor 91 1s further configured
to create a corresponding relationship between the MEP
address and a stored MEP 1dentifier, and create a correspond-
ing relationship between the MEP 1dentifier and the port
number. The process of creating the corresponding relation-
ship may be retlected by creating and storing one or more
corresponding relationship tables.

The processor 91 recerves the first packet that comes from
the receiving device and carries the port number correspond-
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ing to the stored MEP address. Specifically, the packet
received from the communication apparatus carries the port
number of the transport layer protocol port, and the port 1s
mapped to a serving port of a device that does not have an IP
address and 1s connected to the apparatus. That 1s, 11 the port
number of the port 1s 1n a corresponding relationship with a
MEP address of a device that does not have an IP address,
where the MEP address 1s stored 1n the communication appa-
ratus, the first packet that carries the corresponding port num-
ber 1s encapsulated. Optionally, a corresponding socket may
be created to implement the foregoing function, monitor the
mapped transport layer protocol port, and correspondingly
process the packet recerved from the port.

Optionally, the processor 91 1s further configured to encap-
sulate a part or all of content of a third packet 1n response to
the second packet 1into a fourth packet, and set a destination
address of the fourth packet as a source address of the first
packet. The processor 91 may determine a response packet
based on the property of the OAM packet. For example, 11 the
sent packet 1s an LBM packet, the response packet 1s an LBR
packet. Alternatively, whether the packet 1s a response packet
may also be determined based on a sequence number of the
packet.

Optionally, before the packet 1s encapsulated, the proces-
sor 91 may determine the type of the packet first. If the type of
the packet 1s preset, the packet 1s encapsulated and sent. For
example, the preset packet may be a Telnet packet, or an
SNMP packet, or an F'TP packet. It the type of the packet 1s
not preset type, the packet is processed 1n other ways.

Specifically, if the packet to be processed 1s an FTP packet,
the processor 91 may be turther configured to obtain a data
port number from an OAM packet from the receiving unit,
and create an FTP data link by using the data port number and
the port number as an FTP server port number and an FTP
client port number respectively.

Optionally, the processor 91 1s further configured to create
a corresponding relationship between the stored MEP address
and the protocol port number. The processor 91 may 1nitiate
creation of the corresponding relationship after recerving a
command sent by another device, or may 1nitiate the creation
actively. The corresponding relationship may be stored 1n
advance, or may even be static and need no configuration.
More specifically, the processor 91 may create a socket, and
create a corresponding relationship between the socket and
the stored MEP address, where the socket corresponds to the
corresponding transport layer protocol port.

Specifically, the apparatus may be a network device such as
a digital subscriber line access multiplexer (DSLAM), a
switch, or an optical line terminal (OLT).

Further, an embodiment of the present invention provides a
communication system, where the communication system
includes a first apparatus, a second apparatus, and a third
apparatus, and the first apparatus 1s connected to the third
apparatus through the second apparatus.

The second apparatus 1s configured to: recerve a first packet
that carries a port number corresponding to a stored Ethernet
maintenance entity group end point MEP address, where the
first packet 1s a transport layer protocol packet from the third
apparatus, and the port number 1s a port number of a destina-
tion port of the first packet; encapsulate a part or all of content
of the first packet into a second packet, where the second
packet 1s an Ethernet operation, administration and mainte-
nance OAM packet; and send the second packet to the first
apparatus according to the port number and a corresponding
relationship between the MEP address and the port number;
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and the first apparatus 1s configured to receive the second
packet and obtain the content encapsulated in the second
packet.

Optionally, the second apparatus 1s further configured to
create the corresponding relationship between the MEP
address and the port number according to an istruction from
the third apparatus betfore the second apparatus recerves the
first packet from the third apparatus.

Optionally, the second apparatus 1s further configured to
create a corresponding relationship between the MEP address
and a stored MEP 1dentifier, and create a corresponding rela-
tionship between the MEP identifier and the port number.
Specifically, the second apparatus may create a socket
according to an 1instruction from the third apparatus, and
create a corresponding relationship between the socket and
the MEP address, where the socket corresponds to the port
number.

Optionally, the first apparatus 1s further configured to
return a third packet as a response according to the content
encapsulated 1n the second packet, where the third packet 1s
an Ethernet OAM packet; and the second apparatus 1s further
configured to encapsulate a part or all of content of the third
packet into a fourth packet, and send the fourth packet to the
third apparatus.

Optionally, the first packet carries a Telnet protocol Telnet
packet or carries a Simple Network Management Protocol
SNMP packet.

Optionally, the first packet carries a File Transfer Protocol
FTP packet; the second apparatus 1s further configured to
send a fifth packet carrying the port number and an Internet
Protocol IP address of the third apparatus to the first appara-
tus, where the fifth packet 1s an OAM packet; recerve a sixth
packet carrying an FTP active mode command from the first
apparatus, where the sixth packet 1s an OAM packet; and
encapsulate the active mode command 1nto a seventh packet,
and send the seventh packet to the third apparatus over a
created FTP command link; the first apparatus 1s further con-
figured to generate the active mode command according to
the port number and the IP address of the third apparatus in
the fifth packet, and encapsulate the active mode command
into the sixth packet, where the active mode command
includes the port number; and the third apparatus 1s config-
ured to create an FTP data link according to the active mode
command 1n the seventh packet by using the port number as
an FTP client port number and using an IP address of the
second apparatus as an FTP client IP address.

Optionally, the first packet carries a File Transier Protocol
FTP packet; the second apparatus 1s further configured to
receive an eighth packet carrying an FTP passive mode com-
mand from the first apparatus, where the eighth packet 1s an
OAM packet; encapsulate the passive mode command 1nto a
ninth packet, and send the minth packet to the third apparatus
over a created FITP command link; receive a tenth packet
returned as a response from the third apparatus, where the
tenth packet carries a data port number; encapsulate the tenth
packet mto an eleventh packet, and send the eleventh packet
to the first apparatus; receive a twellth packet returned as a
response irom the first apparatus, and obtain the data port
number from the twelfth packet; and create an F'TP data link
by using the data port number and the port number as an F'1TP
server port number and an FTP client port number respec-
tively, and by using an IP address of the second apparatus as
an F'TP client IP address. The first apparatus 1s further con-
figured to obtain the tenth packet from the eleventh packet,
obtain the data port number from the tenth packet, and encap-
sulate the data port number 1nto the twelith packet and send it
to the second apparatus.
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By creating a corresponding relationship between a trans-
port layer protocol port and a MEP address on a device that
does not have an IP address and 1s connected to a communi-
cation apparatus, and by using an OAM packet to carry an
application layer packet, the communication method, the
communication apparatus, and the communication system
provided by the embodiments of the present mnvention imple-
ment IP address-based communication and management for a
device that does not have an IP address and 1s connected to an
access device.

Persons of ordinary skill 1n the art may understand that all
or a part of the steps of the method embodiments may be
implemented by a program instructing relevant hardware.
The program may be stored 1n a computer readable storage
medium. When the program runs, the steps of the method
embodiments are performed. The foregoing storage medium
includes: any medium that can store program code, such as a
ROM, a RAM, a magnetic disk, or an optical disc.

Finally, 1t should be noted that the foregoing embodiments
are merely mtended for describing the technical solutions of
the present invention other than limiting the present inven-
tion. Although the present invention 1s described in detail with
reference to the foregoing embodiments, persons of ordinary
skill 1n the art should understand that they may still make
modifications to the technical solutions described 1n the fore-
going embodiments or make equivalent replacements to some
or all technical features thereof, without departing from the
scope of the technical solutions of the embodiments of the
present invention.

What 1s claimed 1s:

1. A communication method adapted for a commumnication
system that includes a first apparatus, a second apparatus, and
a third apparatus, the communication method comprising:

receving, by the second apparatus, a first packet that car-

ries a port number corresponding to an Ethernet main-
tenance entity group end point (MEP) address, wherein
the first apparatus 1s connected to the third apparatus
through the second apparatus, wherein the first packet 1s
a transport layer protocol packet from the third appara-
tus, wherein the port number 1s a port number of a
destination port of the first packet, and wherein the MEP
address 1s a MEP address of a MEP on the first appara-
tus;

encapsulating, by the second apparatus, a part or all of

content of the first packet into a second packet, wherein
the second packet 1s an Ethernet operation, administra-
tion and maintenance (OAM) packet; and

sending, by the second apparatus, the second packet to the

MEP on the first apparatus according to the port number
and a corresponding relationship between the MEP
address and the port number.

2. The communication method according to claim 1,
wherein the communication method further comprises:

belore recerving the first packet, creating, by the second

apparatus, the corresponding relationship between the
MEP address and the port number.

3. The communication method according to claim 2,
wherein creating, by the second apparatus, the corresponding
relationship between the MEP address and the port number
COmprises:

creating, by the second apparatus, a corresponding rela-

tionship between the MEP address and a MEP 1dentifier
of the MEP; and

creating, by the second apparatus, a corresponding rela-

tionship between the MEP 1dentifier and the port num-
ber.
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4. The communication method according to claim 1,
wherein the communication method further comprises:

receiving, by the second apparatus, a third packet returned

as a response irom the first apparatus, wherein the third
packet 1s an Fthernet OAM packet; and

encapsulating, by the second apparatus, a part or all of

content of the third packet into a fourth packet, and
sending the fourth packet to the third apparatus.

5. The communication method according to claim 1,
wherein the first packet carries a Telnet protocol Telnet packet
or carries a Simple Network Management Protocol SNMP
packet.

6. The communication method according to claim 1,
wherein the first packet carries a File Transfer Protocol (FTP)
packet, and wherein before the second apparatus receives the
first packet from the third apparatus, the communication
method further comprises:

sending, by the second apparatus, a fifth packet carrying

the port number and an IP address of the third apparatus
to the first apparatus, wherein the fifth packet 1s an OAM
packet;
receiving, by the second apparatus, a sixth packet carrying
an FTP active mode command from the first apparatus,
wherein the sixth packet 1s an OAM packet, and wherein
the active mode command comprises the port number
and the IP address of the third apparatus;

encapsulating, by the second apparatus, the active mode
command 1nto a seventh packet; and

sending the seventh packet to the third apparatus over a

created FTP command link, so as to create an FTP data
link.
7. The communication method according to claim 1,
wherein the first packet carries a File Transfer Protocol (FTP)
packet, and wherein before the second apparatus recerves the
first packet from the third apparatus, the communication
method further comprises:
receiving, by the second apparatus, an eighth packet car-
rying an FTP passive mode command from the first
apparatus, wherein the eighth packet 1s an OAM packet;

encapsulating, by the second apparatus, the passive mode
command 1nto a ninth packet;
sending, by the second apparatus, the minth packet to the
third apparatus over a created FTP command link;

receiving, by the second apparatus, a tenth packet returned
as a response from the third apparatus, wherein the tenth
packet carries a data port number, and wherein the tenth
packet 1s an FTP packet;

encapsulating, by the second apparatus, the tenth packet

into an eleventh packet;

sending the eleventh packet to the first apparatus, wherein

the eleventh packet 1s an OAM packet;
receiving, by the second apparatus, a twellth packet
returned as a response from the first apparatus, and
obtaining the data port number from the twelith packet,
wherein the twelith packet 1s an OAM packet; and

creating, by the second apparatus, an FTP data link by
using the data port number and the port number as an
FTP server port number and an FTP client port number
respectively, and by using an Internet Protocol IP
address of the second apparatus as an FTP client IP
address.

8. A communication apparatus, comprising:

one or more recerving devices configured to recetve pack-

etls;

a processor coupled to the one or more receiving devices,

the processor configured to:
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recetrve a lirst packet that carries a port number correspond-
ing to a stored Ethernet maintenance entity group end
point (MEP) address, wherein the first packet 1s a trans-
port layer protocol packet from the one or more receiv-
ing devices, and the port number 1s a port number of a
destination port of the first packet; encapsulate a part or
all of content of the first packet into a second packet,
wherein the second packet 1s an Ethernet operation,
administration and maintenance (OAM) packet; and set
the MEP address as the destination address of the second
packet according to the port number and a correspond-
ing relationship between the MEP address and the port
number; and

one or more sending devices coupled to the processor,
configured to send packets that come from the processor.

9. The communication apparatus according to claim 8,
wherein the processor 1s further configured to create the cor-
responding relationship between the MEP address and the
port number.

10. The communication apparatus according to claim 9,
wherein the processor 1s further configured to create a corre-
sponding relationship between the MEP address and an MEP
identifier, and to create a corresponding relationship between
the MEP 1dentifier and the port number.

11. The communication apparatus according to claim 8,
wherein the processor 1s further configured to encapsulate a
part or all of content of a third packet in response to the second
packet into a fourth packet, and to set the source address of the
first packet as the destination address of the fourth packet.

12. The communication apparatus according to claim 8,
wherein the first packet carries a Telnet protocol Telnet packet
or carries a Simple Network Management Protocol packet.

13. The communication apparatus according to claim 8,
wherein the first packet carries a File Transfer Protocol (FTP)
packet, and

wherein the processor 1s further configured to obtain a data
port number from an OAM packet from the one or more
receiving devices, and to create an FTP data link by
using the data port number and the port number as an
FTP server port number and an FTP client port number
respectively.

14. A communication system comprising:

a plurality of apparatuses including at least a first appara-
tus, a second apparatus, and a third apparatus, wherein
the first apparatus 1s connected to the third apparatus
through the second apparatus,

wherein the second apparatus 1s configured to:

recerve a first packet that carries a port number correspond-
ing to a stored Ethernet maintenance entity group end
point (MEP) address, wherein the first packet is a trans-
port layer protocol packet from the third apparatus, and
the port number 1s a port number of a destination port of
the first packet;

encapsulate a part or all of content of the first packet into a
second packet, wherein the second packet 1s an Ethernet
operation, administration and maintenance (OAM)
packet; and

send the second packet to the first apparatus according to
the port number and a corresponding relationship
between the MEP address and the port number, and

wherein the first apparatus 1s configured to receive the
second packet, and to obtain the content encapsulated 1n
the second packet.

15. The communication system according to claim 14,
wherein the second apparatus 1s further configured to create
the corresponding relationship between the MEP address and
the port number according to an istruction from the third
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apparatus before the second apparatus receives the first
packet from the third apparatus.

16. The communication system according to claim 14,
wherein the second apparatus 1s further configured to create a
corresponding relationship between the MEP address and a
stored MEP identifier according to an instruction from the
third apparatus, and to create a corresponding relationship
between the MEP 1dentifier and the port number according to
the 1mstruction from the third apparatus.

17. The communication system according to claim 14,
wherein the first apparatus 1s further configured to return a
third packet as a response according to the content encapsu-
lated 1n the second packet, wherein the third packet 1s an
Ethernet OAM packet, and

wherein the second apparatus i1s further configured to

encapsulate a part or all of content of the third packet
into a fourth packet, and to send the fourth packet to the
third apparatus.

18. The communication system according to claim 14,
wherein the first packet carries a Telnet protocol Telnet packet
or carries a Sumple Network Management Protocol packet.

19. The communication system according to claim 14,
wherein the first packet carries a File Transfer Protocol (FTP)
packet,

wherein the second apparatus 1s further configured to: send

a 1ifth packet carrying the port number and an Internet
Protocol IP address of the third apparatus to the first
apparatus, wherein the fifth packet 1s an OAM packet;
receive a sixth packet carrying an FTP active mode com-
mand from the first apparatus, wherein the sixth packet
1s an OAM packet; encapsulate the active mode com-
mand 1nto a seventh packet; and send the seventh packet
to the third apparatus over a created FTP command link,
wherein the first apparatus 1s further configured to generate
the active mode command according to the port number
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and the IP address of the third apparatus in the fifth
packet, and to encapsulate the active mode command
into the sixth packet, wherein the active mode command
comprises the port number and IP address, and

wherein the third apparatus 1s configured to create an FTP
data link according to the active mode command 1n the
seventh packet by using the port number as an FTP client
port number and using an IP address of the second appa-
ratus as an FTP client IP address.

20. The communication system according to claim 14,
wherein the first packet carries a File Transfer Protocol (FTP)
packet,

wherein the second apparatus 1s further configured to:

receive an eighth packet carrying an FTP passive mode
command from the first apparatus, wherein the eighth
packet 1s an OAM packet; encapsulate the passive mode
command 1nto a ninth packet; send the ninth packet to

the third apparatus over a created F1P command link;
receive a tenth packet returned as a response from the
third apparatus, wherein the tenth packet carries a data

port number; encapsulate the tenth packet into an elev-

enth packet; send the eleventh packet to the first appa-
ratus; recerve a twellth packet returned as a response
from the first apparatus; obtain the data port number
from the twelith packet; and create an FTP data link by
using the data port number and the port number as an

FTP server port number and an FTP client port number

respectively, and by using an IP address of the second

apparatus as an F'TP client IP address, and

wherein the first apparatus 1s further configured to obtain
the tenth packet from the eleventh packet, to obtain the
data port number from the tenth packet, to encapsulate
the data port number into the twelfth packet, and to send
the twellth packet to the second apparatus.
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