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1
SMART BUTTON

CROSS-REFERENCE TO RELAT.
APPLICATIONS

T
.

This application 1s a continuation application of U.S.

patent application Ser. No. 10/675,125 filed on Sep. 30, 2003
and entitled “SMART BUTTON.” The entirety of the afore-

mentioned application 1s incorporated herein by reference.

TECHNICAL FIELD

This invention relates to conveying information among and
between computer users, and 1n particular, to enabling and/or
improving user interaction and sharing of user opinions in a
privacy-preserving manner.

BACKGROUND OF THE INVENTION

Over the past several years, Internet usage and the vast
amounts of information available on the Internet has risen
dramatically. Businesses, consumers, as well as students of
all ages are able to take advantage of the plethora of products,
services, and reference materials with relative ease. However,
when 1t comes to searching or researching particular services
or products to purchase either on-line or 1n an actual store, for
example, the task of browsing the Internet can be rather
daunting. This 1s due 1n part to the variety and seemingly
infinite number of choices of products, services and compa-
nies and the overwhelming amount of advertising.

Some sites offer customer reviews on given products or
services to make a buyer’s selection easier. However, even
with such customer reviews, 1t 1s ditfficult to know or deter-
mine from what perspective the reviewer 1s speaking. This 1s
because the reviewer 1s only revealing one somewhat narrow
aspect ol himself; hence, 1t 1s nearly impossible to fully appre-
ciate or apply the review to other buyers” needs. Perhaps the
dissatisfied reviewer has different needs, different prefer-
ences or different expectations than the other buyers. Like-
wise, a satisiied reviewer could have different expectations
(e.g., lower), different needs and/or different long-term goals
than the other buyers. Thus, these common customer review
formats may not be very useful to most shoppers, browsers,
and Internet users, 1n general.

Moreover, considerable efforts are directed to building
profiles of users to facilitate navigating among users and/or
entities and/or data in the Internet space. Profiles greatly
facilitate such navigation in that they serve not only as filters
but block or redirect queries along more relevant paths, but
also as beacons to guide access thereto when appropriate.
However, with respect to user’s profiles where control thereof
by a user 1s desired, the profiles often need to be substantially
populated before a system or method employing such profiles
can be utilized. In view of the above, let alone the privacy
concerns associated with third-party generated profiles of
individuals, there 1s a need for a system and/or method that
facilitates a user’s controlling his/her respective profile gen-
eration and management.

SUMMARY OF THE INVENTION

The following presents a simplified summary of the mven-
tion 1n order to provide a basic understanding of some aspects
of the invention. This summary 1s not an extensive overview
of the invention. It 1s not intended to i1dentify key/critical
clements of the mvention or to delineate the scope of the
invention. Its sole purpose 1s to present some concepts of the
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2

invention 1 a simplified form as a prelude to the more
detailed description that 1s presented later.

The subject invention provides for systems and/or methods
that generate and populate a comprehensive schema that
facilitates semantic agreement between users’ descriptions of
objects and enables powertul user-based queries. The mven-
tion provides in part for building a taxonomy (e.g., XML-
based) that users can employ to define themselves. One par-
ticular aspect of the invention provides for employing a input
component (e.g., UI button(s), speech input, keystroke . . . )
that can be activated/invoked while reviewing/accessing con-
tent (e.g., websites, news, audio, media, documents,
data . .. ) so as to make an affirmative declaration about the
user’s opinion, preference, statement . . . with respect to the
content. Such real-time, dynamic, and pseudo-passive means
for declaration facilitates rapidly building the taxonomy with
data the user(s) deem accurate and highly reliable.

One particular aspect of the invention provides for systems
and methods that facilitate conveying user information
between and among users effectively to thereby create a col-
laborative filtering environment with maintained user pri-
vacy. More specifically, the present invention allows user-
profile building to occur coincident with user-browsing, for
example. This can be accomplished in part by imncorporating
the aforementioned 1input component such as a button on the
user mterface or any other window used for browsing and/or
searching.

A user can shape his/her own private profile 1n a relatively
passive or implicit manner such as when browsing the inter-
net. Imtially, a private profile can be blank to simply represent
a generic person. As the user begins to browse on a particular
website, a button on the user interface could be made avail-
able for the user to push to indicate a relationship with or an
opinion of the web site or of some portion of the website. With
cach button push, the user continues to annotate and shape
his/her own user profile such that after some time, the profile
essentially becomes more personalized and/or specific to the
user since 1t apparently identifies various characteristics of
the user 1n terms of his/her relationships with particular web-
sites. Such a profile can be employed to help the user to be
identified by others who would like to tap into the user’s
opinions and/or expertise.

According to another aspect of the invention, the private
profiles of each user can be edited by the respective user and
can also be made accessible to others by an opt-in selection.
Viewing these private profiles by other users facilitates the
other users’ browsing experience as they browse or search
across the mternet or through information. For instance, the
private profile of user A can assist user B in deciding whether
to consider website K for purchasing a stereo.

In yet another aspect, one or more input components can be
employed to facilitate the self-annotation process of each
user’s private profile. The mput components can include
semantic-centric input components which illustrate a more
specific opinion or relationship between the user and the
content or context of the website, for example. Thus, a rela-
tively generic button could reflect “I’m 1nto this” whereas a
semantic-centric input component can read “I own this” or I
love this band”.

In st1ll another aspect of the 1nvention, an extraction com-
ponent can be utilized to further optimize the self-annotation
process. In particular, the extraction component can analyze a
web page, for 1nstance, and extract some semantic
component(s) of at least a portion of the page. These semantic
components extracted from the web page can be employed 1n
generating iput components. The mput components can be
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morphed automatically to retlect the semantic components
with each particular page that comprises different informa-
tion.

Finally, another aspect of the present invention includes an
inference component ivolving artificial intelligence tech-
niques. After some time of learning and analyzing the user’s
selections and declarations with respect to the various 1nput
components presented thereto, the inference component can
be trained to make declarations (e.g., push the button(s)) on
behalf of the user without physical mput by the user. Thus,
generation of the user’s profile can be even more effortless
and 1implicit as the user peruses the internet, for example.

Moreover, the present invention enhances a user’s ability to
declare information about himself that 1s usetul to both him as
well as to others and to convey that useful imnformation to
others 1n real time.

To the accomplishment of the foregoing and related ends,
certain 1illustrative aspects of the invention are described
herein 1n connection with the following description and the
annexed drawings. These aspects are indicative, however, of
but a few of the various ways in which the principles of the
ivention may be employed and the present ivention 1s
intended to include all such aspects and their equivalents.
Other advantages and novel features of the mvention may
become apparent from the following detailed description of
the mvention when considered in conjunction with the draw-
Ings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 11s a general block diagram of a system that facilitates
conveying information about a user’s experience from the
user to other users 1n accordance with an aspect of the present
invention.

FIG. 2 1s a schematic block diagram of a system that
facilitates conveying information about a user’s experience
from the user to other users 1n accordance with an aspect of
the present invention.

FIG. 3 1s a schematic diagram of an exemplary private
profile created by a user 1 accordance with an aspect of the
present invention.

FIG. 4 1s a schematic diagram of a user’s private or per-
sonal profile in relation to other users 1n accordance with an
aspect of the present invention.

FIG. 5 1s a schematic diagram of an exemplary user inter-
tace including UI buttons or mput components in accordance
with an aspect of the present invention.

FIG. 6 1s a flow diagram of an exemplary method for
generating private user profiles 1n an implicit manner such as
while performing a browsing activity in accordance with an
aspect of the present invention.

FIG. 7 1s a flow diagram of an exemplary method for
generating private user profiles i an implicit manner and
coincident with browsing the internet and sharing the profile
with other users at the user’s discretion 1n accordance with an
aspect of the present invention.

FIG. 8 1s a flow diagram of an exemplary method that
tacilitates making declarations about one’s opinions to anno-
tate one’s personal profile 1n accordance with an aspect of the
present invention.

FIG. 9 1s a flow diagram of an exemplary method that
facilitates generating user profiles by inference on behalf of
the user and optionally performing human profile searches in
accordance with the present invention.
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4

FIG. 10 1s a schematic block diagram of an exemplary
communication environment 1n accordance with the present
invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention 1s now described with reference to
the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth 1n order to provide a thorough understanding of
the present mvention. It may be evident, however, that the
present invention may be practiced without these specific
details. In other instances, well-known structures and devices
are shown 1n block diagram form in order to facilitate describ-
ing the present invention.

As used 1n this application, the terms “component” and
“system’ are 1tended to refer to a computer-related entity,
either hardware, a combination of hardware and software,
soltware, or software 1n execution. For example, a component
may be, but 1s not limited to being, a process running on a
Processor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of 1llustra-
tion, both an application runming on a server and the server
can be a component. One or more components may reside
within a process and/or thread of execution and a component
may be localized on one computer and/or distributed between
twO or more computers.

As used herein, the term “inference’ refers generally to the
process of reasoning about or inferring states of the system,
environment, and/or user from a set of observations as cap-
tured via events and/or data. Inference can be employed to
identify a specific context or action, or can generate a prob-
ability distribution over states, for example. The inference can
be probabilistic-that 1s, the computation of a probability dis-
tribution over states of interest based on a consideration of
data and events. Inference can also refer to techniques
employed for composing higher-level events from a set of
events and/or data. Such inference results 1n the construction
ol new events or actions from a set of observed events and/or
stored event data, whether or not the events are correlated 1n
close temporal proximity, and whether the events and data
come from one or several event and data sources. Accord-
ingly, 1t 1s to be appreciated that various aspects of the subject
invention can employ probabilistic-based and/or statistical-
based classifiers 1n connection with making determinations
and/or inferences 1n connection with the subject ivention.
For example, such classifiers can be employed in connection
with utility-based analyses described herein. A support vector
machine (SVM) classifier can be employed—an SVM gen-
crally operates by finding a dynamically changing hypersur-
face 1n the space of possible mnputs. Other directed and undi-
rected models/classification approaches include, e.g., naive
Bayes, Bayesian networks, decision trees, Hidden Markov
Model (HMM), data fusion engine, neural network, expert
system, fuzzy logic, or any suitable probabilistic classifica-
tion models providing different patterns of independence can
be employed. Classification as used herein also 1s inclusive of
statistical regression that 1s utilized to develop models of
priority.

Referring now to FIG. 1, there 1s 1llustrated a general block
diagram of a system 100 that facilitates gathering amounts of
useiul information in an implicit manner and then conveying
that information to others on a real time basis. The system
comprises a user interface 110 and one or more 1nput com-
ponents 120 located thereon. The one or more 1put compo-
nents 120 can be utilized to enter data or information 1nto a
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user profile component 130 that 1s also included 1n the system
100. The mmput components 120 can be for example 1n the
form of buttons and/or selection boxes (e.g., “check here”,
“click here”, . . . ). It 1s to be appreciated that any suitable
device (e.g., microphone, keyboard, mouse, proxy device,
wand, pointing device, optical pen, tracking system,
sensors . . . ), system/device for monitoring user focus of
attention as well as imntention, scheme, application, classifiers,
and/or methodology to facilitate a user making declarations
in accordance with the subject invention can be employed and
are considered to fall within the scope of the hereto appended
claims.

The profile component 130 gathers and stores information
derived from a user’s activation/invocation (e.g., click) of the
one or more mput components 120. For example, imagine
that the user interface 1 10 1s a browser such as a web browser.
At least one button 1s positioned on the web browser, wherein
the semantics associated therewith can change from one web-
site or page to the next, as the content changes. When the user
visits a certain page, a click of the button can be equivalent to
the user declaring “I have an opinion about the subject matter
expressed 1n this page that I would be willing to share with
others.” The opinion can be as general as “I am 1nto this™ or 1
care about this”.

Alternatively or in addition, the button and corresponding
declaration can be more specific, based at least 1n part upon
content analysis of at least a portion of the page, such as “I
have been there”, “I have read this book™, “I love this brand™
and the like. These declarations are annotated to the user’s
personal profile as the user browses from webpage to
webpage (and/or website to website). It should be appreci-
ated, however, that the user’s participation in creating his
personal profile 1n this manner can be optional and confirmed
by an opt-in mechanism. Furthermore, 1t should be appreci-
ated that the user can selectively decide when to make decla-
rations.

Similarly, the user can decide whether to allow other users
(e.g., by way of their computers), such as user, 140, USEr,
150, ... and up to user;-160 (where V 1s an integer greater than
or equal to one), to have access to the user’s profile. That 1s,
the privacy of the user’s profile can be maintained and con-
trolled by the user. For example, the user may restrict viewing
ol his profile 1n whole or 1n part to other participating users.
Alternatively, a user may grant other users’ computers the
right to query his/her profile with respect to certain specific
questions, without allowing other users and/or their comput-
ers to browse the entire profile. Alternatively, the user may
grant viewing rights to all other users who request to see the
profile in whole or in part. In addition, the user’s profile can be
readily available without making a request to the particular
user.

Furthermore, the user-created profiles can be accessed,
read, and searched by machines (e.g., computers). This can be
particularly important such as when the profiles are 1n a
format not readable by humans. For example, when a particu-
lar user makes his/her profile available to other people, com-
puters that are owned by these people can search through the
user profiles for information that may be desirable to their
respective owners. The desirable information can be on a
certain subject such as 1960°s cars. When a near-match or
match 1s found, the computer can notity that particular owner
that a specific user(s) can be contacted when searching for
information on 1960’s cars.

In practice, imagine that a parent 1s looking for information
on private schools 1n the city. As soon as the parent 1nitiates a
search of private schools, the parent’s computer can search
through other user profiles on that topic. When results to the
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computer’s search are obtained, the parent’s computer can
notily the parent that other users may have information (e.g.,
ranging from a little, some, to a large amount) on private
schools 1n the city. The parent could then be provided with a
means to contact the user and/or can be provided.

Referring now to FIG. 2, there 1s 1llustrated a schematic
block diagram of an exemplary system 200 comprising an
adaptive or morphing input component 210 in accordance
with an aspect of the present invention. The input component
210 can appear as one or more buttons 220 located on a
user-interface 230 displaying a computer-based interaction,
action, or application. Examples of a computer-based inter-
action, action or application include web pages, websites, a
search engine display, and/or a search results display whereby
a user 1s interacting with a computer 1n some manner 1n order
to view and/or obtain data or information from the computer.

As mentioned above with respectto FIG. 1, each additional
click of at least one button 220 further annotates a user’s
personal profile by way of a user profile component 240. The
user profile component 240 can populate the user’s profile as
new declarations, opinions, and/or relationships are classified
and made by the user. The user’s profile can be reviewed
and/or edited by the user or by any other person granted
access by the user by way of a profile review component 250.
The profile review component 250 controls the user’s ability
to review and/or modily the user’s personal profile. Modifi-
cations to the profile can be desired or necessary in cases
where the user inadvertently selects a wrong button, thereby
making an maccurate declaration. Other situations may also
arise¢ warranting a change and/or correction to the user’s
profile.

As the user searches or browses through various pages of
information, whether 1t 1s on a web browser or some other
search or browser system, the user may find that he has at least
one special relationship with at least a portion of the content
on a given page. That special relationship can be described 1n
relatively generic terms such as ““T'his 1s mteresting to me”.
Alternatively or in addition, the relationship (e.g., semantics)
can be more specific to the particular page the user 1s viewing.
For instance, on a page of movie listings, one relationship
could be “I liked this movie” or “I am going to see this
movie”. Another could simply be “positive opinion™ or even
“negative opinion”. Furthermore, each movie could have an
input component adjacent thereto, for example, so that 1t 1s
even more specilic as to which movie the user was referring.
Thus, the 1input components 210 can be described as being
semantic-centric since the semantics associated with the
respective page or user mnterface 230 can automatically or
manually cause the button(s) 220 to morph based upon at least
some content of the user interface 230.

The content analysis can be performed at least in part by an
extraction component 260. The extraction component 260
can be operatively coupled to the user interface and can
extract and/or analyze at least a portion of the content of the
user-interface 230 and/or computer-based interaction 230.
Such analysis can facilitate narrowing the number of special
relationships or declarations that the user can make about the
content displayed on the user-intertace 230. This narrowing
may further be determined at least 1n part by examining the
types of declarations or relationships the user has classified in
the past. A separate analyzing component (not shown) can be
integrated within or connected to the user profile component
240 to perform an examination of at least a portion of the
user’s profile.

Finally, the system 200 can optionally include an inference
or Al (artificial intelligence) component 270. The Al compo-
nent 270 can comprise classifiers such as for example a Baye-
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s1an classifier, a support vector machine, and/or other type of
classifier and/or other non-linear training system(s). The Al
component 270 can facilitate performing inferences and/or
user declarations and/or selections in accordance with the
subject invention. For example, the AI component 270 can
make a declaration/selection on behalf of the user 1n connec-
tion with annotating the user’s profile and can infer when and
what type of declaration to make. For example, the user may
tend to notmake a declaration on every website, such as when
the user spends substantially no time on the page or when the
user quickly moves onto to another page or site (e.g., as
determined 1n part by analyzing time spent on various pages
where declarations are and are not made) or simply because
the user chooses to not make a declaration. This can also
include instances of the user unintentionally going to the page
or site either by the user’s own mistake or by being redirected
by the computer.

Various extrinsic factors (e.g., state of user, historical infor-
mation, type of information received . . . ) can be employed in
connection with the inference/analysis. For example, cor-
rectly inferring a user’s declaration can optimize population
and/or annotation of the user’s profile. Additionally, factoring
in the cost of making an incorrect inference versus the benefit
of a correct inference can further facilitate a utility-based
approach of the mnvention. For example, incorrect inferences
can require the user to explicitly re-enter or correct the wrong
declaration. Furthermore, reliability of the users profile may
decrease particularly from the perspective of other users.

The Al component 270 can be trained explicitly as well as
implicitly to facilitate optimal annotation of the user’s profile
made on behalf of the user, to mitigate inconsistent or inac-
curate annotations made on behalf of the user, and to facilitate
optimal sharing of a user’s profile with other qualified users
(e.g., users granted access to other users’ profiles) in accor-
dance with the subject invention. The Al component 270 can
be operatively connected to the user interface 230 and/or the
input component(s) 210 and can perform 1nference and util-
ity-based determinations with respect to the functionality of
the respective components. It 1s to be appreciated that infer-
ences and/or determinations 1n accordance with the subject
invention can be probabilistic-based, statistical-based, and/or
rules-based, for example.

Turning now to FIG. 3, there 1s illustrated a schematic
diagram demonstrating an exemplary personal profile 300 as
created and annotated by a user. Initially, the user can be
required to affirmatively opt-in to a user-profile system (e.g.,
FIGS. 1 and 2, supra) before being given the opportunity to
declare his opinions on various subject matter while brows-
ing, for example. The user’s aifirmative agreement to opt-in
can then cause one or more mput components (e.g., FIG. 1,
120; FIG. 2, 210 and 220—supra) to conspicuously appear on
the user interface or window.

The user profile 300 can be populated with one or more
declarations, opinions, and/or relationships as determined by
the respective user. In particular, when viewing a page such as
when web-browsing, the user can have a special “relation-
ship” with that page, or more importantly, with the contents of
the page, which can be usetful to others 1n many different
ways, such as those who would like to benefit from a real
person’s expertise, experience, and opinion. However, unless
that special relationship 1s classified by the user 1n some way,
the information 1s useless to others. Thus, clicking on a button
to indicate that the contents of a page are interesting can
provide other users with usetul information that may assist
them 1n their lives 1n some positive manner.

In some cases, any number of pages viewed by a user can
yield additional relationships which can be summarized
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down to a single declaration, for instance, and then annotated
to the user’s profile either by the user—such as when
prompted—or by an inference component (e.g., FIG. 2,
270—supra).

As shown 1n FIG. 3, the user profile 300 comprises RELA-
TIONSHIP, 310, RELATIONSHIP, 32(), RELATIONSHIP; 330, RELATION-
sHIP, 340, RELATIONSHIP, 330, RELATIONSHIP, 300), RELATIONSHIP.,
370, . .. and up to RELATIONSHIP, , 380, where M 1s an integer
greater than or equal to one. Though a plurality of relation-
ships are shown, the user profile 300 can contain as few as one
relationship and still be useful to others. However, as the
number, and thus the quality, of declarations increases, the
usefulness and value of that user’s profile increases for the
benefit of others. This 1s due 1n part to the fact that others can
get a better sense or perspective of the user’s overall expertise,
experiences, or opinions when more information 1s known
about the user.

In practice, the user can passively create his/her own per-
sonal profile such as while browsing the internet. For
instance, 1imagine that as the user begins to browse on a
particular website, a button on the user interface could be
made available for the user to push to indicate a relationship
with the web site or of some portion of the website. With each
button push, the user continues to annotate and shape his/her
own user profile such that after some time, the profile essen-
tially becomes more personalized and/or specific to the user
since 1t apparently identifies various characteristics of the
user 1n terms of his/her relationships with particular websites.

Such a profile can be employed to assist the user 1n being
identified by others who would like to tap into the user’s
opinions and/or expertise. In particular, computers owned by
others can search user profiles and then notily their respective
owners that at least one other user may have information or
expertise on a desirable topic. For example, imagine that user
G has created a personal profile comprising a plurality of
declarations for a variety of subject matter. Computers owned
by other people such as owners D, F, and J can access and read
(G’s profile as well as other user profiles; and then notity their
respective owners that they may want to contact G when
searching for information on a particular topic.

Referring now to FIG. 4, there 1s illustrated a schematic
diagram of an exemplary portrayal of the interaction between
a user’s profile 400 and one or more other users and/or their

respective computers. For example, computers owned or
employed by User,; 410, User, 420, User, 430, User, 440,

Users 450, Userg 460, User, 470, . . . and up to User,, 480,
where Q) 1s an 1nteger greater than or equal to one, can all have
access to the user’s profile 400. However, to maintain privacy
of the user’s profile 400, the user (400) can grant, deny, and/or
withdraw accessibility to his profile 400 in whole or 1n part at
any time.

Moreover, a collaborative filtering environment can be cre-
ated by the interaction between users and their respective user
profiles, whereby information from different users can selec-
tively (e.g., at their discretion) assist in providing suggestions
to another user. Though not depicted 1n the figure, the user can
also locate others that have similarly created profiles. In par-
ticular, such searches for other humans can be performed 1n a
privacy-preserving manner.

Conventional systems offer some common aspects of col-
laborative filtering such as offering users the ability to store
their favorites or their searches and then combining the infor-
mation from different users to provide suggestions. However,
the present invention 1s applicable to the entire Internet or
World Wide Web, for example, rather than to a particular
website. Furthermore, users can control the use and dissemi-
nation of their information or profiles, which 1s not available

-
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in the conventional systems. Finally, users can easily and
readily modify their profiles without needing to return to
particular web pages or websites which 1s another distinct
advantage over traditional systems.

Turning now to FIG. 5, there 1s 1llustrated an exemplary
user-interface 500 as displayed to user 1n accordance with the
present invention. The user-interface 500 1s operatively
coupled to a user profile 510 (and/or user profile compo-
nent—mnot shown). The user-interface 500 comprises an
image 520 of a car with an ad-line “COME TEST DRIVE
THE NEW 2004 MODELS”. As can be seen from the con-
tents of the page, the subject matter 1s cars and/or 2004 model
cars.

Also included on the user-intertace 500 are user-interface
buttons 530, 540, and 550. Each button 1s associated with a
different semantic. For example, button 530 indicates “I care
about this” 535; button 540 declares “negative opinion™ 545,
and button 550 expresses “positive opinion” 355. The user
can select or click on one more buttons such as “I care about
this” and “positive opinion”. Inconsistent declarations can be
verified by the profile component (e.g., FIG. 1, 130) or some
other appropriate component or system. Alternatively, they
can be left 1n the profile and later modified by the user at the
user’s discretion.

It should be appreciated that the bubbled declarations can
appear to the user when hovering over the particular button
with a pointer device (e.g., mouse). More specifically, one
button can offer a user more than one declaration from which
to select, whereby the different options can appear as a pop-up
list when hovering or clicking on the button. For example, for
any one button representing a positive declaration, the user
can be given selections such as “I like this™; “I love this™; I
own this and want more”; and/or “I and everyone I know own
this”. Hence, a range of positive declarations are provided to
the user for the user’s selection. In addition, symbols, where
appropriate, can be visualized on the respective buttons. It
should also be understood that the user-intertace 500 1s not
drawn to scale and that the size of the buttons, for example, 1s
greatly exaggerated for 1llustrative purposes.

Various methodologies 1n accordance with the subject
invention will now be described via a series of acts. It 1s to be
understood and appreciated that the present invention 1s not
limited by the order of acts, as some acts may, 1n accordance
with the present mvention, occur in different orders and/or
concurrently with other acts from that shown and described
herein. For example, those skilled 1n the art will understand
and appreciate that a methodology could alternatively be
represented as a series of interrelated states or events, such as
in a state diagram. Moreover, not all 1llustrated acts may be
required to implement a methodology in accordance with the
present invention.

Referring now to FIG. 6, there 1s illustrated a flow diagram
of an exemplary method 600 that facilitates creating and
shaping a user’s personal profile 1n accordance with an aspect
of the present invention. In particular, the method involves a
computer-based action being mnitiated by a user at 610. The
computer-based action can be a browsing or searching func-
tion, whereby the user can view particular sites or pages of
information as a result of the browsing or searching. For
example, the user can input a search request and as a result of
such request, the user may be directed to a particular page.

At 620, the user can click on one or more mput compo-
nents, as approprate, to declare his relationship with the
content of that particular page. The relationship may indicate
that the user 1s interested in the content or at least some of the
content on the page. By clicking on this particular 1nput
component as well as future input components on subsequent
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pages, the user 1s annotating his personal profile at 630
implicitly as he browses. Alter any number of annotations, the
user’s personal profile can be described as reflecting the opin-
ions or thoughts, expertise or experiences of the user. The
information included 1n such personal profiles can be useful
to others such as when they desire to take advantage of the
user’s expertise or wisdom before buying a product, for
instance.

Referring now to FIG. 7, there 1s 1llustrated a flow diagram
of an exemplary method 700 that facilitates conveying opin-
ions about a particular subject matter from one user to
another. The method 700 1nvolves a user browsing the internet
at 710. At 720, the user clicks one or more buttons on one or
more web pages (or websites), thereby making declarations
concerning the type of relationship the user has with each
particular web page. At 730, the user’s personal and private
profile 1s annotated with the user’s declarations. The user
maintains and controls the privacy of his profile. Thus, at 740,
the user can opt to share his profile with other users who have
also opted to share their own profiles. Alternatively, the user
can decide to make his profile available and accessible by all
users. Furthermore, the user can selectively make some por-
tions of this profile public while keeping other portions pri-
vate.

Turming now to FIG. 8, there 1s 1llustrated a flow diagram of
an exemplary method 800 of enhancing the types of declara-
tions a user makes regarding his relationship with particular
web pages, for example. The method 800 can begin at about
810, wherein at least a portion of a web page 1s extracted
therefrom by an extraction component. At 820, one or more
input components or buttons can be morphed automatically
based at least in part upon the extracted content. Hence, the
input components are semantic-centric and can better
describe a relationship the user may have with at least a
portion of the content on a web page. For example, the
extracted content may include car stereo equipment. Thus,
instead of the user merely declaring “I am 1nto this™, the user
can instead declare “I own this stereo” or “This brand 1is
reliable”. The user’s profile 1s annotated at 830 with each
click of an input component.

Retferring now to FI1G. 9, there 1s 1llustrated a flow diagram
of an exemplary method 900 that improves and enhances a
user’s experience by allowing users to exchange and/or share
personal opinions to other users at their discretion. The
method comprises generating a profile at 910. The profile 1s
personalized or specific to a particular user and can include a
plurality of declarations already made by that user as
described hereinabove.

As these previous declarations were being made by the
user, an 1inference or Al component is trained at 920 to learn
how or by what manner the user 1s making such declarations.
When the inference component has been sufliciently trained,
it can 1infer and make subsequent declarations on behalf of the
user at 930 such that the user’s profile can continue to be
annotated without the user’s physical mput. Since making
declarations can be at the user’s discretion, the inference
component can also infer when it 1s appropriate to declare the
user’s opinion or relationship with respect to the page or site
based 1n part upon the user’s pattern of discretion.

At 940, the user can optionally edit his profile as needed or
desired. Just as others can have access to the user’s profile, the
user can also have access to the profiles of others. Hence, at
950, the user can optionally perform human searches, for
example, to locate other profiles that are similar to his profile
in at least one aspect. This can be accomplished 1n part by the
user’s computer. The computer or machine being employed
by the user can read and search other user profiles to find other
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users that have information or expertise on a subject. When a
match or near-match 1s found, the computer can notity its
owner that this other user can perhaps be contacted to learn
more on the particular subject of interest. Finding other
people that have similar opinions, expertise, and/or experi-
ences as the user can be helpiul to the user 1n any number of
ways for any number of reasons.

Moreover, the present ivention facilitates populating a
plurality of user profiles implicitly as they browse through
web pages, for example. Thus, users are not forced to explic-
itly enter all of the many facets of their personalities to con-
struct a huge taxonomy from scratch. Rather, the present
invention can accomplish this in part by leveraging the tax-
onomy already implicit in search engines. Furthermore, by
allowing users to shape their own profiles via their implicit
actions when interfacing with various search engines or web
pages, for example, more accurate personal profiles can be
created. In addition, user profiles generated in this matter can
be read and searched by machines (e.g., computers), which
facilitates the implicit as well as explicit sharing of user
experiences, opinions, and expertise. Finally, a collaborative
filtering environment can be produced as a result of sharing
user profiles albeit at the discretion of the individual users.
Therefore, others are provided with a direct benefit from
having the ability to access and view user profiles. This prac-
tice runs contrary to traditional systems that merely benefit
the users (e.g., those who create the profile) themselves.

In order to provide additional context for various aspects of
the present invention, FIG. 10 and the following discussion
are 1ntended to provide a brief, general description of a suit-
able operating environment 1010 in which various aspects of
the present invention may be implemented. While the mnven-
tion 1s described 1n the general context of computer-execut-
able 1nstructions, such as program modules, executed by one
or more computers or other devices, those skilled 1n the art
will recognize that the mvention can also be implemented in
combination with other program modules and/or as a combi-
nation of hardware and software.

Generally, however, program modules include routines,
programs, objects, components, data structures, etc. that per-
form particular tasks or implement particular data types. The
operating environment 1010 1s only one example of a suitable
operating environment and 1s not mtended to suggest any
limitation as to the scope of use or functionality of the mven-
tion. Other well known computer systems, environments,
and/or configurations that may be suitable for use with the
invention include but are not limited to, personal computers,
hand-held or laptop devices, multiprocessor systems, micro-
processor-based systems, programmable consumer electron-
ics, network PCs, minicomputers, mainframe computers, dis-
tributed computing environments that include the above
systems or devices, and the like.

With reference to FIG. 10, an exemplary environment 1010
for implementing various aspects of the mvention includes a
computer 1012. The computer 1012 includes a processing
unit 1014, a system memory 1016, and a system bus 1018.
The system bus 1018 couples the system components includ-
ing, but not limited to, the system memory 1016 to the pro-
cessing unit 1014. The processing unit 1014 can be any of
various available processors. Dual microprocessors and other
multiprocessor architectures also can be employed as the
processing unit 1014.

The system bus 1018 can be any of several types of bus
structure(s) including the memory bus or memory controller,
a peripheral bus or external bus, and/or a local bus using any
variety of available bus architectures including, but not lim-

ited to, 11-bit bus, Industrial Standard Architecture (ISA),
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Micro-Channel Architecture (MSA), Extended ISA (EISA),
Intelligent Drive Electronics (IDE), VESA Local Bus (VLB),
Peripheral Component Interconnect (PCI), Universal Serial
Bus (USB), Advanced Graphics Port (AGP), Personal Com-
puter Memory Card International Association bus (PCM-
CIA), and Small Computer Systems Interface (SCSI).

The system memory 1016 includes volatile memory 1020
and nonvolatile memory 1022. The basic input/output system
(BIOS), containing the basic routines to transfer information
between elements within the computer 1012, such as during
start-up, 1s stored 1n nonvolatile memory 1022. By way of
illustration, and not limitation, nonvolatile memory 1022 can

include read only memory (ROM), programmable ROM
(PROM), electrically programmable ROM (EPROM), elec-

trically erasable ROM (EEPROM), or flash memory. Volatile
memory 1020 includes random access memory (RAM),
which acts as external cache memory. By way of 1llustration
and not limitation, RAM 1s available 1n many forms such as
synchronous RAM (SRAM), dynamic RAM (DRAM), syn-
chronous DRAM (SDRAM), double data rate SDRAM
(DDR SDRAM), enhanced SDRAM (ESDRAM), Synchlink
DRAM (SLDRAM), and direct Rambus RAM (DRRAM).

Computer 1012 also includes removable/nonremovable,
volatile/nonvolatile computer storage media. FIG. 10 illus-
trates, for example a disk storage 1024. Disk storage 1024
includes, but 1s not limited to, devices like a magnetic disk
drive, tloppy disk drive, tape drive, Jaz dnive, Zip drive,
L.S-100 drive, flash memory card, or memory stick. In addi-
tion, disk storage 1024 can include storage media separately
or 1n combination with other storage media including, but not
limited to, an optical disk drive such as a compact disk ROM
device (CD-ROM), CD recordable drive (CD-R Drive), CD
rewritable drive (CD-RW Drive) or a digital versatile disk
ROM drive (DVD-ROM). To facilitate connection of the disk
storage devices 1024 to the system bus 1018, a removable or
non-removable interface 1s typically used such as interface
1026.

It 1s to be appreciated that FIG. 10 describes software that
acts as an intermediary between users and the basic computer
resources described 1n suitable operating environment 1010.
Such software includes an operating system 1028. Operating,
system 1028, which can be stored on disk storage 1024, acts
to control and allocate resources of the computer system
1012. System applications 1030 take advantage of the man-
agement of resources by operating system 1028 through pro-
gram modules 1032 and program data 1034 stored either 1n
system memory 1016 or on disk storage 1024. It 1s to be
appreciated that the present mnvention can be implemented
with various operating systems or combinations of operating
systems.

A user enters commands or information into the computer
1012 through input device(s) 1036. Input devices 1036
include, but are not limited to, a pointing device such as a
mouse, trackball, stylus, touch pad, keyboard, microphone,
joystick, game pad, satellite dish, scanner, TV tuner card,
digital camera, digital video camera, web camera, and the
like. These and other input devices connect to the processing
umt 1014 through the system bus 1018 via interface port(s)
1038. Interface port(s) 1038 include, for example, a serial
port, a parallel port, a game port, and a universal serial bus
(USB). Output device(s) 1040 use some of the same type of
ports as input device(s) 1036. Thus, for example, a USB port
may be used to provide input to computer 1012 and to output
information from computer 1012 to an output device 1040.
Output adapter 1042 1s provided to illustrate that there are
some output devices 1040 like monitors, speakers, and print-
ers among other output devices 1040 that require special
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adapters. The output adapters 1042 include, by way of 1llus-
tration and not limitation, video and sound cards that provide
a means of connection between the output device 1040 and
the system bus 1018. It should be noted that other devices
and/or systems of devices provide both input and output capa-
bilities such as remote computer(s) 1044.

Computer 1012 can operate 1n a networked environment
using logical connections to one or more remote computers,
such as remote computer(s) 1044. The remote computer(s)
1044 can be a personal computer, a server, a router, a network
PC, a workstation, a microprocessor based appliance, a peer
device or other common network node and the like, and
typically includes many or all of the elements described rela-
tive to computer 1012. For purposes of brevity, only a
memory storage device 1046 1s 1llustrated with remote com-
puter(s) 1044. Remote computer(s) 1044 1s logically con-
nected to computer 1012 through a network interface 1048
and then physically connected via communication connec-
tion 1050. Network interface 1048 encompasses communi-

cation networks such as local-area networks (LAN) and wide-
area networks (WAN). LAN technologies include Fiber

Distributed Data Interface (FDDI), Copper Distributed Data
Interface (CDDI), Ethernet/IEEE 1102.3, Token Ring/IEEE
1102.5 and the like. WAN technologies mclude but are not
limited to, point-to-point links, circuit switching networks
like Integrated Services Digital Networks (ISDN) and varia-
tions thereon, packet switching networks, and Digital Sub-
scriber Lines (DSL).

Communication connection(s) 1050 refers to the hard-
ware/software employed to connect the network interface
1048 to the bus 1018. While communication connection 1050
1s shown for illustrative clarity iside computer 1012, it can
also be external to computer 1012. The hardware/software
necessary for connection to the network interface 1048
includes, for exemplary purposes only, internal and external
technologies such as, modems including regular telephone
grade modems, cable modems and DSL modems, ISDN
adapters, and Ethernet cards.

What has been described above includes examples of the
present mvention. It 1s, of course, not possible to describe
every concelvable combination of components or methodolo-
gies for purposes of describing the present invention, but one
of ordinary skill in the art may recognize that many further
combinations and permutations of the present invention are
possible. Accordingly, the present mvention 1s intended to
embrace all such alterations, modifications and variations that
tall within the spirit and scope of the appended claims. Fur-
thermore, to the extent that the term “includes™ 1s used in
cither the detailed description or the claims, such term 1is
intended to be inclusive in a manner similar to the term
“comprising” as “comprising” 1s interpreted when employed
as a transitional word 1n a claim.

What 1s claimed 1s:

1. A computer implemented system that facilitates popu-
lating a sharable user profile, the system comprising:

ONe Or MOre Processors;

a memory, accessible by the one or more processors;

an mput component stored 1n the memory and executable

on the one or more processors that displays a selectable
user-interface button having at least one opinion or dec-
laration; and

one or more components stored in the memory and 1nclud-

ing computer-executable instructions that when

executed on the one or more processors perform opera-

tions comprising:

providing a first user interface including first content and
the user-interface button:

10

15

20

25

30

35

40

45

50

55

60

65

14

performing an analysis of at least a portion of the first
content to determine a first group of one or more
words, letters, symbols, or a combination thereof, to
display on the user interface button and to determine
a first opinion or declaration corresponding to the first
group, the first opinion or declaration indicating a first
relationship of a user with the at least a portion of the
first content:;

storing the first opinion or declaration 1n a profile of the
user based at least partly on selection of the user
interface button 1n the first user interface:

providing a second user interface including second con-
tent and the user-interface button, the second content
being different from the first content;

performing an analysis of at least a portion of the second
content to determine a second group of one or more
words, letters, symbols, or a combination thereof, to
display on the user interface button and to determine
a second opinion or declaration corresponding to the
second group, the second opinion or declaration being
different from the first opinion or declaration and the
second opinion or declaration indicating a second
relationship of the user with the at least a portion of
the second content;

storing the second opinion or declaration in the profile of
the user based at least partly on selection of the user
intertace button 1n the second user interface.

2. The system of claim 1, wherein the operations further
comprise:

analyzing the at least a portion of the first content to extract

first semantic components from the first user interface;
and

analyzing the at least a portion of the second content to

extract second semantic components from the second
user interface, wherein the first opinion or declaration 1s
based at least partly on the first semantic components
and the second opinion or declaration 1s based at least
partly on the second semantic components.

3. The system of claim 2, wherein the at least a portion of
the first content and the at least a portion of the second content
comprises one or more of a web page, a video, or music.

4. The system of claim 1, wherein the operations further
comprise searching profiles of additional users to locate an
additional user having a profile including an aspect similar to
an aspect of the profile of the user.

5. The system of claim 1, wherein the profile of the user 1s
associated with an internet social network.

6. The system of claim 5, wherein aspects of the profile of
the user are sharable with other users of the internet social
network and at least a subset of shared aspects of the profile of
the user dynamically retlect updates to the profile of the user
related to one or more selections of the user-interface button
by the user.

7. The system of claim 6, wherein the subset of shared
aspects at least 1n part communicate to the other users of the
internet social network one or more opinions or declarations
by the user based at least 1n part on the one or more selections
of the user 1nterface button.

8. The system of claim 7, wherein one or more of web
content, video, or music related to the one or more opinions or
declarations by the user are accessible to the other users of the
internet social network.

9. The system of claim 1, wherein the operations further
comprise facilitating formation of the first opinion or decla-
ration for selection by the user reflecting a relationship
between a current computer-based interaction and the user,
wherein the inference component comprises one or more of a
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support vector machine (SVM), anaive Bayes model, a Baye-
sian network, a decision tree, a Hidden Markov Model
(HMM), a neural network, or a data fusion engine.

10. A computer-implemented method that facilitates popu-
lating a sharable user profile, the method comprising:

analyzing {irst amounts of time spent by a user on web

pages on which the user has previously made declara-
tions or opinions;

providing a web page for display on a computer system:;

determining a second amount of time spent by the user on

the web page;

inferring a declaration or opinion about the web page

based, at least in part, on analyzing the first amounts of
time and on the second amount of time; and

populating a profile of the user, the profile of the user

indicating the declaration or opinion about the web page.

11. The method of claim 10, further comprising;:

providing an additional web page for display on the com-

puter system; and

providing a user interface button in the additional web

page, the user interface button indicating an additional
declaration or opinion corresponding to content of the
additional web page.

12. The method of claim 11, further comprising determin-
ing the additional opinmion or declaration based at least 1n part
on analyzing content of the additional web page.

13. The method of claim 11, wherein providing the user-
interface button 1n the additional web page 1s related to a
desire of the user to share the one or more of the webpage,
visual content, or audio content with other disparate users.

14. The method of claim 13, wherein the user can share at
least a portion of the profile of the user.

15. The method of claim 10, wherein the user can share
access to one or more of web content, visual media, or audible
media, with other users of an internet social network.
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16. The method of claim 11, wherein the additional decla-
ration or opinion 1s expressed as a group ol one or more
words, letters, symbols, or a combination thereof, on the user
interface button.

17. The method of claim 16, further comprising modifying
the user interface button to express another declaration or
opinion using a different group of one or more words, letters,
symbols, or a combination thereof, based at least in part on
content of another web page accessed by the user.

18. A computer-implemented method that facilitates con-
veying information 1n an internet social networking environ-
ment about a user to other users, the method comprising:

determinming a number of opinions or declarations regard-

ing a web page;

analyzing content of the web page to narrow the number of

opinions or declarations regarding the web page to 1den-
t1fy an opinion or declaration corresponding to a portion
of the web page;
displaying the opinion or declaration regarding the portion
of the web page for selection on the web page; and

populating a user profile associated with the social net-
working environment based, at least 1n part, on a selec-
tion by the user of the opinion or declaration regarding
the portion of the web page, the opinion or declaration
indicating a relationship of the user with the portion of
the web page.

19. The method of claim 18, further comprising facilitating
sharing of one or more of web pages, web content, videos, or
music between the user and other users of the internet social
networking environment through the populating of the user
profile.

20. The method of claim 18, wherein the opinion or dec-
laration regarding the portion of the web page 1s displayed on
a user selectable user intertace component that includes a user
interface button effecting sharing of the opinion or declara-
tion by the user by way of the user profile upon selection of the

user intertace button.
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