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METHOD AND SYSTEM FOR REDUCING
NETWORK LATENCY

BACKGROUND

1. Technical Field

The present disclosure relates to methods, systems, and
programming for reducing network latency.

2. Discussion of Technical Background

Network latency 1s the time 1t takes for a data packet to
transmit from point A to point B 1n a network. It can be
measured with either one-way or round-trip time (RTT). IT A
and B are connected via LAN (Local Area Network), nor-
mally the RTT may range from less than 1 ms to 5 ms. On the
other hand, 1f A and B are connected via long haul (e.g.
cross-the-ocean or trans-continent) WAN (Wide Area Net-
work), the RTT may range from 100 ms to 200 ms or even
more.

HTTP (Hypertext Transfer Protocol) serving 1s based on
TCP (Transmission Control Protocol), which requires a
3-way handshake (1 RTT) for connection setup before real
application data can be transmitted from a server to a client, or
the other way around If the client and the server are connected
via long haul WAN, a high latency may severely impact user
experience. To eliminate this 1 RTT over WAN, some content
providers deploy static HI'TP contents in partner locations
that are close to the users. These locations may be called
PODs or relays. For dynamic HI'TP content, a special HI'TP
proxy 1s deployed in the relays to maintain persistent TCP
connection to origin server via WAN and perform URL (uni-
form resource locator) based routing.

HTTPS (Hypertext Transier Protocol Secure) serving 1s
based on SSL (Secure Sockets Layer) or TLS (Transport
Layer Security) protocol, which requires a 4-way full hand-
shake or a 3-way abbreviated handshake. The corresponding
network latency 1s 3 RTT for full handshake or 2 RT'T for
abbreviated handshake, before real application data can be
transmitted. SSL 1s the predecessor of TLS and 1t 1s similar to
TLS 1n the context of this disclosure, we use TLS and SSL
interchangeably hereafter. The latency may be multiplied
when loading a complex secure web page, where many SSL
connection setups are required. Besides, the server certificate
message 1 SSL full handshake may be as large as 4K bytes,
about 3 packets by itself. Fragmentation and possible packet
loss and retransmission over WAN may add more network
latency. This 1s also true and applicable to other protocols and
applications directly or indirectly based on TCP+SSL.

There are some research and industry efforts for improving,
SSL network latency. Google False Start 1s a method of reduc-
ing the TCP+SSL tull handshake to 2 round trips. However,
Google False Start suffers security concerns and lack of com-
patibility from both the server and client side. Support of
Google False Start has been dropped since Chrome version
20. Google Snap Start 1s another method of reducing the
TCP+SSL full handshake to 1 round trip for ciphers not
requiring Server Key Exchange message, e.g., PFS ciphers.
However, Google Snap Start 1s a rewrite of the SSL protocol
and suffers security concerns and lack of compatibility from
both the server and client side. Support of Google Snap Start
has been dropped. TLS cached into extension, an IETF (Inter-
net Engineering Task Force) drait, 1s a method of helping
network latency by caching certificate chain of known server

at the client side. However, 1t does not reduce network round
trips 1n a full TCP+SSL handshake. And 1t does not help

abbreviated SSL handshake at all.
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2

Therefore, there 1s a need to provide a solution for reducing
the network latency without compromising connection secu-

rity.
SUMMARY

The present disclosure relates to methods, systems, and
programming for reducing network latency.

In one example, a method, implemented on at least one
machine having at least one processor, storage, and a com-
munication platform connected to a network for reducing
network latency 1s provided. A first connection 1s established
between a relay and a host 1n the network. The relay receives
non-confidential information from the host over the first con-
nection. A second connection 1s then established between the
relay and a node 1n the network. The relay then communicates
with the node, over the second connection, non-confidential
information on behalf of the host based on the received non-
confidential information from the host. The relay also for-
wards, over the first and second connections, confidential
information between the node and the host.

In another example, a method, implemented on at least one
machine having at least one processor, storage, and a com-
munication platform connected to a network for reducing
network latency 1s provided. A first connection 1s established
between a relay and a host in the network. The host transmits
non-confidential information to the relay. And the relay com-
municates with a node 1n the network, over a second connec-
tion established between the relay and the node, non-confi-
dential information on behalf of the host based on the non-
confidential information from the host. The host also
communicates via the relay, confidential information with the
node. And the relay forwards, over the first and second con-
nections, confidential information between the node and the
host.

In a different example, a system for reducing network
latency 1n a network 1s presented, which includes a connec-
tion establishing unit, a listening unit, a communication unit,
and a transmitting unit 1n a relay 1n the network. The connec-
tion establishing unit 1s configured to establish a first connec-
tion between the relay and a host 1n the network, and establish
a second connection between the relay and a node in the
network. The listening unit 1s configured to recerve, over the
first connection, non-confidential information from the host.
The communication unit 1s configured to communicate with
the node, over the second connection, non-confidential infor-
mation on behall of the host based on the received non-
confidential information from the host. The transmitting unit
1s configured to forward, over the first and second connec-
tions, confidential information between the node and the host.

In another different example, a system for reducing net-
work latency 1n a network 1s presented, which includes a
connection establishing unit, a transmitting unit, and a com-
munication unit i a host in the network. The connection
establishing unit 1s configured to establish a first connection
between the host and a relay 1n the network. The transmitting
unit 1s configured to transmit, over the first connection, non-
confidential information to the relay. The relay communicates
with a node 1n the network, over a second connection estab-
lished between the relay and the node, non-confidential infor-
mation on behalf of the host based on the non-confidential
information from the host. The communication unit 1s con-
figured to communicate via the relay, confidential informa-
tion with the node. The relay also forwards, over the first and
second connections, confidential information between the
node and the host.
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Other concepts relate to software for automatically deploy-
ing a distributed application stack on a cluster. A software
product, 1 accord with this concept, includes at least one
machine-readable non-transitory medium and information
carried by the medium. The information carried by the
medium may be executable program code data regarding
parameters in association with a request or operational
parameters, such as information related to a user, a request, or
a social group, etc.

In one example, a machine readable and non-transitory
medium having information recorded thereon for reducing
network latency 1n a network, wherein the information, when
read by the machine, causes the machine to perform a series
of steps. A first connection 1s established between a relay and
a host i the network. The relay recerves non-confidential
information from the host over the first connection. A second
connection 1s then established between the relay and anode 1n
the network. The relay then communicates with the node,
over the second connection, non-confidential information on
behalf of the host based on the received non-confidential
information from the host. The relay also forwards, over the
first and second connections, confidential information
between the node and the host.

In another example, a machine readable and non-transitory
medium having information recorded thereon for reducing
network latency 1n a network, wherein the information, when
read by the machine, causes the machine to perform a series
of steps. A first connection 1s established between a relay and
a host 1n the network. The host transmits non-confidential
information to the relay. And the relay communicates with a
node 1n the network, over a second connection established
between the relay and the node, non-confidential information
on behalf of the host based on the non-confidential informa-
tion from the host. The host also communicates via the relay,
confidential information with the node. And the relay for-
wards, over the first and second connections, confidential
information between the node and the host.

Additional advantages and novel features will be set forth
in part 1n the description which follows, and 1n part will
become apparent to those skilled 1n the art upon examination
of the following and the accompanying drawings or may be
learned by production or operation of the examples. The
advantages of the present disclosures may be realized and
attained by practice or use of various aspects of the method-

ologies, mstrumentalities and combinations set forth 1n the
detailed examples discussed below.

BRIEF DESCRIPTION OF THE DRAWINGS

The methods, systems, and/or programming described
herein are further described 1n terms of exemplary embodi-
ments. These exemplary embodiments are described 1n detail
with reference to the drawings. These embodiments are non-
limiting exemplary embodiments, in which like reference
numerals represent similar structures throughout the several
views of the drawings, and wherein:

FIG. 1 1s a time line chart illustrating an example of a
TCP+SSL handshake protocol, according to an embodiment
of prior art;

FIG. 2 1s a high level exemplary system diagram of a
system for reducing network latency, according to an embodi-
ment of the present disclosure;

FI1G. 3 1s a block diagram 1illustrating an example of a relay
shown 1n FIG. 2, according to an embodiment of the present
disclosure:
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4

FIG. 4 1s a flow chart illustrating an example of a method
for reducing network latency, according to an embodiment of

the present disclosure;

FIG. 5 1s a flow chart illustrating another example of a
method for reducing network latency, according to an
embodiment of the present disclosure;

FIG. 6 1s a block diagram 1llustrating an example of a host
shown 1n FIG. 2, according to an embodiment of the present
disclosure:

FIG. 7 1s a flow chart 1llustrating still another example of a
method for reducing network latency, according to an
embodiment of the present disclosure;

FIG. 8 1s a flow chart 1llustrating vet another example of a
method for reducing, network latency, according to an
embodiment of the present disclosure;

FIG. 9 1s a time line chart illustrating an example of a
handshake protocol, according to an embodiment of the
present disclosure;

FIG. 10 shows an exemplary software configuration,
according to an embodiment of the present disclosure; and

FIG. 11 depicts a general computer architecture on which
the present disclosure can be implemented.

DETAILED DESCRIPTION

In the following detailed description, numerous specific
details are set forth by way of examples 1n order to provide a
thorough understanding of the relevant disclosures. However,
it should be apparent to those skilled in the art that the present
disclosures may be practiced without such details. In other
instances, well known methods, procedures, systems, com-
ponents, and/or circuitry have been described at a relatively
high-level, without detail, in order to avoid unnecessarily
obscuring aspects of the present disclosures.

The present disclosure describes method, system, and pro-
gramming aspects of reducing network latency 1n a commu-
nication system. The method and system as disclosed herein
aim at reducing network latency in the communication sys-
tem without losing confidentiality and integrity. Such method
and system benefit the communication between a node and a
host 1n several ways: for example, the network latency 1s
significantly reduced; there 1s no need for a change at the
node; and there 1s no compromise of connection security.

FIG. 1 1s a time line chart illustrating an example of a
TCP+SSL handshake protocol, in accordance with an
embodiment of prior art. When an SSL client imitiates an SSL
session, 1t first establishes the TCP connection via TCP 3-way
handshake. At step 1, the client sends a SYN packet to the
server to 1imitiate an active open. At step 2, the server replies to
the client with a SYN/ACK packet. At step 3, the client sends
an ACK packet back to the server. Then SSL full handshake
starts. At step 4, the client sends a SSL ClientHello message
to the server, immediately after step 3. At step 5, the server
responds with a SSL Served-kilo message, a Certificate mes-
sage, and a ServerHelloDone message. Then at step 6, the
client responds with a SSL ClientKeyExchange message, a
SSL ChangeCipherSpec message, and a SSL Finished mes-
sage. Finally at step 7, the server sends a SSL. ChangeCipher-
Spec message and a SSL Finished message to complete the
handshake. As illustrated 1n FIG. 1, steps 1 and 2 are one
round trip; steps 3, 4 and 5 are another round trip, and steps 6
and 7 are still another round trip. Hence, 3 round trips are
needed.

To save round trips 1n HITTPS serving, or other secure
servings based on TCP+SSL protocol, one solution 1s to
cache the static content 1n the relays (PODs) and to proxy the
dynamic contents via a proxy in the relays maintaining per-
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sistent secure connections to the origin servers over the WAN.
This means terminating SSL at the relays and presenting
private keys at the relays. The private keys correspond to the
SSL server certificates and other cryptographic secrets are
needed to establish secure tunnel back to content provider’s
data center. If these private keys or secrets are owned, the
entire secure serving may be owned. Moreover, these relays
may not be owned or controlled by the content providers, and
may be located in jurisdictions that are potentially hostile to
the content provider and/or users that 1t serves. And there may
be no trusted personnel from (or authorized by) the content
providers on site to do secure administration and provisioning,
cither.

FIG. 2 depicts a high-level exemplary system diagram of a
system for reducing network latency, according to an embodi-
ment of the present disclosure. In FIG. 2, the exemplary
system 200 includes a cluster of hosts 202, a cluster of relays
206, a cluster of nodes 210, and a network 204. The network
204 may be a local area network (LAN), a wide area network
(WAN), a public network, a private network, a proprietary
network, a Public Telephone Switched Network (PSTN), the
Internet, a wireless network, a virtual network, or any com-
bination thereof. The network 204 may be a single network or
a combination of different networks. In this example, the
network 204 includes a low latency network 204-1 between
the nodes 210 and the relays 206 and a high latency network
204-2 between the relays 206 and the hosts 202.

Nodes 210 may be of different types such as nodes con-
nected to the network 204-1 via desktop connections (210-d),
nodes connecting to the network 204-1 via wireless connec-
tions such as through a laptop (210-¢), a handheld device
(210-a), or a built-in device, 1n a motor vehicle (210-6). The
cluster of hosts 202 may be a set of machines owned by one
entity, e.g., enterprise, and maintained as a server farm or
server cluster where the servers are mounted on racks 1n a
server room or data center. The cluster of hosts 202 may also
be a collection of machines owned by different entities and
that are physically separate from each other at a distance.

The relays 206 1s located closer to the nodes 210 than to the
hosts 202, 1n terms of physical distance or network latency. In
this exemplary system 200, a node, e.g., 210-a, may send a
message to a host 202 via arelay 206. Depending on whether
this message 1s confidential or not, the relay 206 may forward
it to the host 202, or reply to the node 210-a on behalf of the
host 202. While the method and system as disclosed herein
may apply to a plurality of nodes 210, relays 206, and hosts
202, the description 1n the disclosed examples will focus on
one relay 206 helping communications between one node 210
and one host 202.

FI1G. 3 1s a block diagram 1illustrating an example of a relay
shown 1n FIG. 2, according to an embodiment of the present
disclosure. In this example, the relay 206 includes a configu-
ration unit 302, a mapping unit 303, a routing unit 304, a
communication unit 310, and a connection establishing unit
320. The connection establishing unit 320 further includes a
communication platform 330 and 1s configured to establish a
first, connection between the relay 206 and a host 202 1n the
network 204 and establish a second connection between the
relay 206 and a node 210 1n the network 204, through the
communication platform 330. The communication unit 310
turther includes a listening unit 312, a working unit 314, and
a transmitting unit 316. In this example, the listening unit 312
1s configured to receive, over the first connection, non-confi-
dential information from the host 202. The communication
unit 310 1s configured to communicate with the node 210,
over the second connection, non-confidential information on
behalf of the host 202 based on the recerved non-confidential
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information from the host 202. And the transmitting unit 316
1s configured to forward, over the first and second connec-
tions, confidential information between the node 210 and the
host 202 without decrypting them. In this example, the first
connection may be based on Transmission Control Protocol
(TCP), and the non-confidential information recerved over
the first connection may include parameters from a list of
cipher suite preference, a list of random numbers, or a list of
session 1dentifications (I1Ds).

In one example, the listening unit 312 1s further configured
to receive a first non-confidential message from the node 210.
The working unit 314 1s configured to select parameters for
the first non-confidential message based on the non-confiden-
tial information received over the first connection, and gen-
crate a second non-confidential message based on the
selected parameters. And the transmitting unit 316 1s turther
configured to transmit the second non-confidential message
to the node 210 on behalf of the host 202. In this example, the
first and second non-confidential messages may comprise
handshake messages based on SSL.

In another example, the listening unit 312 1s further con-
figured to recerve a first confidential message from the node
210 and a second confidential message from the host 202. The
working unit 314 1s configured to select parameters for the
first confidential message based on the non-confidential
information received over the first connection. And the trans-
mitting unit 316 1s further configured to transmit the first
confidential message and the selected parameters to the host
202, and transmit the second confidential message to the node
210. In this example, the first and second confidential mes-
sages may comprise handshake messages based on SSL.

In still another example, the configuration unit 302 config-
ures the relay 206 to route network traflic to the host based on
a configuration {ile. The routing unit 304 can also be config-
ured to route to the host based on SSL Server Name Indication
(SNI) extension or any other extension that can assist routing.
And the mapping unit 303 1s configured to provide a list, of
mapping between an endpoint the relay 206 listens to and an
endpoint that the host 202 listens to. FIG. 10 shows an exem-
plary software configuration for the mapping at the relay 206,
according to an embodiment of the present disclosure. The
relay 206 may be connected via the network 204-2 with
higher latency to the host 202 and connected via the network
204-1 with lower latency to the node 210.

FIG. 4 15 a flow chart 1llustrating an example of a method
for reducing network latency, according to an embodiment of
the present disclosure, 1t will be described with reference to
the above figures. However, any suitable unit may be
employed. Beginning at block 402, a first connection 1s estab-
lished between the relay 206 and the host 202 1n a network.
Proceeding to block 404, non-confidential information 1is
received from the host 202, by the relay 206 over the first
connection. Then at block 406, a second connection 1s estab-
lished between the relay 206 and the node 210 1n the network.
Moving to block 408, non-confidential information 1s com-
municated with the node 210, by the relay 206 over the second
connection, on behalf of the host 202 based on the received
non-confidential information from the host 202. Then at
block 410, confidential information 1s forwarded between the
node 210 and the host 202, by the relay 206 over the first and
second connections. As described above, blocks 402-410
may be performed by the relay 206.

FIG. 5 1s a flow chart illustrating another example of a
method for reducing network latency, according to an
embodiment of the present disclosure. It will be described
with reference to the above figures. However, any suitable
unit may be employed. Beginning at block 501, the relay 206
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starts listening processes, working processes, and bootstrap-
ping programs for each mapping configured by the mapping
unit 303 of the relay 206. As described above, this may be
performed by the configuration unit 302 1n conjunction with
the listening unit 312 and the working unit 314 of the relay
206. Moving to block 402, a first connection 1s established
between the host 202 and the relay 206 1n the network 204. As
described above, this may be performed by the connection
establishing unit 320 through the communication platform
330 of the relay 206. Then at block 404, non-confidential
information 1s received from the host 202 by the relay 206
over the first connection. As described above, this may be
performed by the listening unit 312 through the communica-
tion platform 330 of the relay 206. Proceeding to block 406,
a second connection 1s established between the relay 206 and
thenode 210 1n the network 204. As described above, this may
again be performed by the connection establishing unit 320
through the communication platform 330 of the relay 206. At
block 510, a message 1s recerved from the node 210. Then at
block 512, the relay 206 sclects parameters for the message
based on the non-confidential information received over the
first connection. As described above, blocks 510 and 512 may
be performed by the listening unit 312 1n conjunction with the
working unit 314 and the communication platform 330 of the
relay 206.

Moving to block 513, whether the message received in
block 510 1s confidential 1s determined. This may be per-
formed by the working unit 314 of the relay 206. If the
message 1s confidential, process continues to block 516,
where the received message and selected parameters are
transmitted to the host 202. As described above, this may be
performed by the transmitting unit 316 through the commu-
nication platform 330 of the relay 206. At block 518, a second
confidential message 1s received from the host 202. As
described above, this may be performed by the listening unit
312 through the communication plattorm 330 of the relay 206
Then at block 520, the second confidential message 1s trans-
mitted to the node 210. As described above, this may be
performed by the transmitting unit 316 through the commu-
nication platform 330 of the relay 206. At this point, the
process 1n this example may proceed to block 510 to start
another cycle of communication.

On the other hand, 1f the message 1s not confidential, pro-
cess continues to block 514, where a second non-confidential
message 1s generated and transmitted to the node 210 on
behalf of the host 202. As described above, this may be
performed by the working unit 314 1n conjunction with the
transmitting unit 316 and the communication platform 330 of
the relay 206. At this point, the process in this example may
proceed to block 510 to start another cycle of communication.

FI1G. 6 1s a block diagram illustrating an example of a host
shown 1n FIG. 2, according to an embodiment of the present
disclosure. In this example, the host 202 includes a configu-
ration unit 602, a communication unit 610, and a connection
establishing unit 620. The connection establishing unit 620
turther includes a communication platform 630 and 1s con-
figured to establish a first connection between the host 202
and the relay 206 1n a network, through the communication
platform 630. The communication unit 610 further includes a
listening unit 612, a working unit 614, and a transmaitting unit
616. In this example, the transmitting unit 616 is configured to
transmit, over the first connection, non-confidential informa-
tion to the relay 206. The relay 206 may establish a second
connection between the relay 206 and the node 210 1n the
network. And the relay 206 may communicate with the node
210, over the second connection, non-confidential informa-
tion on behalf of the host 202 based on the non-confidential
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information from the host 202. The communication unit 610
1s configured to communicate, via the relay 206, confidential
information with the node 210. The relay 206 may forward,
over the first and second connections, confidential informa-
tion between the node 210 and the host 202.

In one example, the configuration unit 602 1s configured to
provide a configuration file. The listening unit 612 1s config-
ured to recerve messages from the relay 206. And the working
unit 614 1s configured to generate messages, which may be
transmitted to the relay 206 by the transmitting unit 616
through the communication platform 630.

FIG. 7 1s a flow chart illustrating still another example of a
method for reducing network latency, according to an
embodiment of the present disclosure. It will be described
with reference to the above figures. However, any suitable
unit may be employed. Beginming at block 701, the host 202
starts listening processes, working processes, and bootstrap-
ping programs. As described above, this may be performed by
the configuration unit 602 1n conjunction with the listenming
unit 612 and the working unit 614 of the host 202. Moving to
block 702, a first connection is established between the host
202 and therelay 206 in the network 204. As described above,
this may be performed by the connection establishing unit
620 through the communication platform 630 of the host 202.
Then at block 704, non-confidential information 1s transmait-
ted to the relay 206 by the host 202 over the first connection.
As described above, this may be performed by the transmit-
ting unit 612 through the communication platform 630 of the
host 202.

Proceeding to block 710, confidential information 1s com-
municated with the node 210 by the host 202 via the relay 206.
As described above, this may be performed by the commu-
nication unit 610 through the communication platform 630 of
the host 202. To give a detailed example, block 710 comprises
blocks 712, 714, and 716. At block 712, a confidential mes-
sage 1s recerved from the relay 206. As described above, this
may be performed by the listening unit 612 through the com-
munication platform 630 of the host 202 Moving to block
714, a second confidential message 1s generated. As described
above, this may be performed by the working unit 614 of the
host 202. Then at block 716, the second confidential message
1s transmitted to the relay 206 As described above, this may be
performed by the transmitting unit 616 through the commu-
nication platform 630 of the host 202. At this point, the
process 1n this example may proceed to block 712 to start
another cycle of communication.

In one example, before entering block 710, a second con-
nection may be established between the relay 206 and the
node 210 1n the network 204. The relay 206 may communi-
cate with the node 210, over the second connection, non-
confidential information on behalf of the host 202 based on
the non-confidential information recerved from the host 202.
And the relay 206 may forward, over the first and second
connections, confidential information between the node 210
and the host 202.

FIG. 8 1s a flow chart 1llustrating vet another example of a
method for reducing network latency, according to an
embodiment of the present disclosure. It will be described
with reference to the above figures. However, any suitable
unit may be employed. Beginning at block 802, a connection
session 15 1mtiated at the node 210 1n a network. Moving to
block 804, messages are generated in accordance with the
connection session. Then at block 806, the messages are
transmitted to the relay 206. And at block 808, messages are
received from the relay 206. At this point, the process in this
example may proceed to block 804 to start another cycle of
communication. Notice the node 210 does not need to know




US 9,363,240 B2

9

whether the messages received at the node 210 are generated
by the host 202 or the relay 206.

FIG. 9 1s a time line chart illustrating an example of a
TCP+SSL handshake protocol, according to an embodiment
of the present disclosure. In this example, a transparent SSL, >
proxy is sitting 1n a relay on a route from a node to a host, but
closer to the node. Let x (with ms as a unit) be the one-way
network latency between the node (e.g., SSL client) and the
relay (where the SSL proxy sits), and y (with ms as a unit) be
the one-way network latency between the relay and the host
(e.g., origin server in content provider’s data centers). Here, x
1s far less than y (x<<y) because the latter 1s usually via
long-haul cross-ocean or cross-continent network with high
latency 204-2, and the former 1s via a low latency network like
LAN. At step 1, the SSL proxy pre-establishes a persistent
TCP connection to the SSL server in the content provider’s
data center via long haul WAN network. And at step 2, the
SSL server provides the proxy a list of non-sensitive SSL
parameters that it will use for SSL sessions via that TCP 2¢
connection. Steps 1 and 2 do not incur latency for a client SSLL
session because 1t 1s done before that.

The SSL parameters may include a list of cipher suite
preference, possible compression support, a list of random
numbers, or a list of session IDs. The server generates the list 25
of random numbers for the TCP connection and will accept
them within a given time window as server random 1n SSL
protocol. The server also generates the list of session IDs and
will accept them within the given time window as session 1D
(if resumption supported) in SSL protocol. None of these SSL
parameters are confidential. In this example, the server pro-
vides the random numbers so that the SSL proxy can select
one front the list provided by the server, which ensures quality
of randomness and uniqueness for the chosen random num-
ber.

When the SSL client (e.g., a browser 1n case of HTTPS)

initiates an SSL session, 1t first establishes a TCP connection
via TCP 3-way handshake, since HTTPS 1s normally HT'TP

over SSL over TCP, not HTTP over SSL over UDP (User 4
Datagram Protocol). At step 3-a, the client sends a SYN
packet to the proxy to initiate an active open. At step 3-b, the

proxy replies to the client with a SYN/ACK packet, on behalf

ol the server. At step 3-c, the client sends an ACK packet back

to the proxy. As shown 1n steps 3-a to 3-¢, the transparent SSL. 45
proxy in the relay may terminate this TCP connection So the
network latency for TCP setup (steps 3-a to 3-¢) in this
example 1s 3x ms.

Then SSL full handshake starts. At step 4, the client sends
an SSL ClientHello message to the relay. The step 4 starts 50
immediately after step 3-c, so thatno extra latency 1s incurred.

At step 5, the SSL proxy selects some non-confidential SSL
parameters based on information obtained in step 2, over the
pre-established TCP connection to the SSL Server. Then at
step 6, the proxy generates and returns SSL ServerHello, 55
Certificate, and ServerHelloDone messages to the SSL client

on behall of the SSL server. This may be done without pos-
session ol the SSL server’s private key, assuming a cipher
requiring SSL Server Key Exchange message 1s not used in
tull handshake. Step 5 1s operated in memory of the proxy and 60
does not incur noticeable latency. Therefore, steps 4 to 6 take

X ms 1n total.

Upon recerving the SSL handshake messages from step 6,
the SSL client may generate a pre-master secret and derive a
master secret and session keys. Then at step 7, the client sends 65
SSL ClientKeyExchange, ChangeCipherSpec and Fimished
messages to the proxy. The proxy may then attach on the
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messages the SSL parameters selected for this SSL session in
step 5 and send them all over to the server i step 8. Steps 7
and take (x+y) ms 1n total.

Upon receiving the SSL handshake messages from step 8,
the SSL server may verily the SSL parameters as legitimate at
step 9-a, generate virtual SSL ServerHello, Certificate and
ServerHelloDone messages based on the legitimate SSL
parameters at step 9-b, and retrieve the pre-master secret and
generate the master secret and the SSL session keys at step
9-c, Steps 9-a to 9-c are operated 1n memory of the server and
1s negligible for network latency incurred 1n this example.

Then at step 10, the SSL server returns TLS/SL Change-
CipherSpec and Finished messages to the SSL proxy And the
proxy then forwards them to the SSL client at step 11. The
client may verity the SSL Finished message received 1n step
11. If venification 1s successful, the SSL. session 1s estab-
lished. Otherwise, the SSL client may drop the SSL session.
Steps 9 to 11 take (x+y) ms 1n total. Note that in step 9-a, 11 the
SSL parameters are not legitimate and appropriate, the SSL
server may just return an SSL error alert to the SSL proxy 1n
step 10. Then the SSL proxy may forward that to the SSL
client 1n step 11 to abort the SSL handshake.

Altogether, the tull TCP+SSL handshake takes (6x+2y)ms
with the help of the transparent SSL proxy closer to the client.
In comparison as shown 1n FIG. 1, the entire TCP+SSL full
handshake 1n prior art takes 6(x+y) ms network latency. This
1s because 1n FIG. 1, the one-way latency between the client
and the server 1s (x+y) ms and each round trip time (RTT)
takes 2(x+vy) ms network latency Hence, the example shown
in FI1G. 9 saves 4y ms 1in network latency for the entire TCP+
SSL full handshake compared to the prior art 1n FIG. 1. In
other words, this example only 1incurs one round trip via the
long haul network. Since the long haul latency round trip

latency time (R1T) may easily reach 100 ms to 200 ms, a
significant 200 to 400 ms may be saved for each full TCP+

SSL handshake. Because tens of HI'TPS URLs may be
embedded 1n a secure web page, the embodiment 1llustrated
in FI1G. 9 may reduce network latency even more significantly
since tens of TCP+SSL full handshakes are needed.

Note that the latency improvement on SSL full handshake
and abbreviated handshake applies when SSL 1s over other
connection-oriented protocols besides TCP. Furthermore, the
latency 1mprovement on SSL full handshake applies even
when SSL 1s over connection-less protocols, such as User
Datagram Protocol (UDP). For example, the latency of full
handshake 1n TLS over UDP, called DTLS (Datagram Trans-
port Layer Security), can be improved as such. The first and
second connections can be viewed as “virtual connection”
when they are based on connection-less protocols. Also, the
first and second connections do not have to be based on the
same protocol, e.g., one may be based on TCP and the other
may be based on UDP

Moreover, the method and system disclosed herein do not
compromise security, since it 1s still end-to-end security from
the user/client all the way to the origin server. The transparent
SSL proxy in the relay does not terminate the SSL connection
from the client to the ornigin server. Hence the proxy does not
need or have the SSL private key. Also, the cipher suite
preference list and possible compression support of the origin
servers can be easily probed. In addition, since session ID 1n
itsell 1s just an 1dentifier of an SSL session for both the client
and the server, it 1s not a security risk to share the session 1D
with the SSL proxy, without sharing the session data.

Furthermore, the method and system disclosed herein
require minimum operational efforts. The proxy mapping
configurations at the SSL proxy 1s relatively stable and less
likely to change, since the serving infrastructure and 1its
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domain/IP assignment rarely change. The SSL server con-
figurations, SSL version, compression, cipher string are less
likely to change and could be the same across all SSL servers
in service. The SSL proxy may self-learn the certificates of
the SSL origin server without configuration or update. Also, 3

there 1s no need for a change of the client SSL stack. It 1s still
standard SSL protocol between the SSL client and the SSL

proxy, hence the word “transparent” 1s used to describe this
SSL proxy. The method and system disclosed herein works

for abbreviated SSL handshake as well. 10

To implement the present disclosure, computer hardware
platforms may be used as the hardware platform(s) for one or
more of the elements described herein. The hardware ele-
ments, operating systems, and programming languages of
such computers are conventional in nature, and 1t 1s presumed 5
that those skilled 1n the art are adequately familiar therewith
to adapt those technologies to reduce network latency essen-
tially as described herein. A computer with user interface
clements may be used to implement a personal computer (PC)
or other type of workstation or terminal device, although a
computer may also act as a server il appropnately pro-
grammed. It 1s believed that those skilled 1n the art are famil-
1ar with the structure, programming, and general operation of
such computer equipment and as a result the drawings should
be self-explanatory.

FIG. 11 depicts a general computer architecture on which 25
the present disclosure can be implemented and has a func-
tional block diagram illustration of a computer hardware
platform that includes user interface elements. The computer
may be a general-purpose computer or a special purpose
computer. This computer 1100 can be used to implement any 30
components of the communication system as described
herein. Diflerent components of the system 200, e.g., as
depicted i FIG. 2, can all be implemented on one or More
computers such as computer 1100, via 1ts hardware, software
program, firmware, or a combination thereot. Although only -
one such computer 1s shown, for convenience, the computer
functions relating to connection establishment and commu-
nication may be implemented 1n a distributed fashion on a
number of similar platforms, to distribute the processing load.

The computer 1100, for example, includes COM ports
1102 connected to and from a network connected thereto to
facilitate data communications. The computer 1100 also
includes a central processing unit (CPU) 1104, 1n the form of
one or more processors, for executing program instructions.
The exemplary computer platform includes an internal com-
munication bus 1106, program storage and data storage of 43
different forms, e.g., disk 1108, read only memory (ROM)
1110, or random access memory (RAM) 1112, for various
data files to be processed and/or communicated by the com-
puter, as well as possibly program instructions to be executed
by the CPU. The computer 1100 also includes an I/O com- 50
ponent 1114, supporting input/output flows between the com-
puter and other components therein such as user interface
clements 1116. The computer 1100 may also receive pro-
gramming and data via network communications.

Hence, aspects of the method of reducing network latency,
as outlined above, may be embodied 1n programming. Pro-
gram aspects of the technology may be thought of as “prod-
ucts” or “articles of manufacture” typically 1n the form of
executable code and/or associated data that 1s carried on or
embodied in a type of machine readable medium. Tangible
non-transitory “storage” type media include any or all of the
memory or other storage for the computers, processors or the
like, or associated modules thereof, such as various semicon-
ductor memories, tape drives, disk drives and the like, which
may provide storage at any time for the soltware program-
ming. 65

All or portions of the software may at times be communi-
cated through a network such as the Internet or various other
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telecommunication networks. Such communications, for
example, may enable loading of the software from one com-
puter or processor 1nto another. Thus, another type of media
that may bear the soitware elements includes optical, electri-
cal, and electromagnetic waves, such as used across physical
interfaces between local devices, through wired and optical
landline networks and over various air-links. The physical
clements that carry such waves, such as wired or wireless
links, optical links or the like, also may be considered as
media bearing the software. As used herein, unless restricted
to tangible “storage” media, terms such as computer or
machine “readable medium” refer to an medium that partici-
pates 1n providing instructions to a processor for execution.

Hence, a machine readable medium may take many forms,
including but not limited to, a tangible storage medium, a
carrier wave medium or physical transmission medium Non-
volatile storage media 1include, for example, optical or mag-
netic disks, such as any of the storage devices in any
computer(s) or the like, which may be used to implement the
system or any of its components as shown in the drawings.
Volatile storage media include dynamic memory, such as a
main memory of such a computer platform. Tangible trans-
mission media include coaxial cables: copper wire and fiber
optics, including the wires that form a bus within a computer
system. Carrier-wave transmission media can take the form of
electric or electromagnetic signals, or acoustic or light waves
such as those generated during radio frequency (RF) and
infrared (IR) data communications. Common forms of com-
puter-readable media therefore include for example a floppy
disk, a flexible disk, hard disk, magnetic tape, any other
magnetic medium, a CD-ROM, DVD or DVD-ROM, any
other optical medium, punch cards paper tape, any other
physical storage medium with patterns of holes, a RAM, a
PROM and EPROM, a FLASH-EPROM, any other memory
chip or cartridge, a carrier wave transporting data or istruc-
tions, cables or links transporting such a carrier wave, or any
other medium from which a computer can read programming
code and/or data. Many of these forms of computer readable
media may be involved 1n carrying one or more sequences of
one or more 1structions to a processor for execution.

Those skilled in the art will recognize that the present
disclosures are amenable to a variety of modifications and/or
enhancements. For example, although the implementation of
various components described above may be embodied 1n a
hardware device, 1t can also be implemented as a software
only solution—e.g., an 1nstallation on an existing server. In
addition, the units of the host and the client, nodes as dis-
closed herein can be implemented as a firmware, firmware/
software combination, firm ware/hardware combination, or a
hardware/firmware/soitware combination.

While the foregoing has described what are considered to
be the best mode and/or other examples, it 1s understood that
various modifications may be made therein and that the sub-
ject matter disclosed herein may be implemented in various
forms and examples, and that the disclosures may be applied
in numerous applications, only some of which have been
described herein 1t 1s mtended by the following claims to

claim any and all applications, modifications and varnations
that fall within the true scope of the present disclosures.

I claim:

1. A method, implemented on at least one machine having
at least one processor, storage, and a communication platform
connected to a network for reducing network latency, com-
prising the steps of:

establishing a first connection between a relay and a host in

the network;
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receiving, by the relay over the first connection, non-con-
fidential information from the host, wherein the non-
confidential information comprises non-confidential
parameters;

storing the non-confidential information at the relay;

establishing a second connection between the relay and a

node 1n the network;

receiving, by the relay, a first non-confidential message

directed to the host from the node;

selecting, by the relay, one or more parameters from the

non-confidential parameters recerved over the first con-
nection;

generating, by the relay, a second non-confidential mes-

sage based on the selected one or more parameters;
transmitting, by the relay, the second non-confidential
message to the node on behalf of the host;

and

forwarding, by the relay over the first and second connec-

tions, confidential information between the node and the
host.

2. The method of claim 1, wherein the step of forwarding
confidential information between the node and the host com-
Prises:

receiving a first confidential message directed to the host

from the node:

selecting parameters for the first confidential message

based on the non-confidential information recerved over
the first connection;

transmitting the first confidential message and the selected

parameters to the host;

receiving a second confidential message from the host; and

transmitting the second confidential message to the node.

3. The method of claim 2, wherein the first and second
confidential messages comprise handshake messages based
on TLS/SSL, and wherein the step of forwarding confidential
information between the node and the host further comprises:

routing to the host based on a configuration file or TLS/SSL

Server Name Indication (SNI) extension or any other
extension that can assist routing.

4. The method of claim 1, wherein the first connection 1s
based on connection-oriented protocols, e.g. Transmission
Control Protocol (TCP), or connection-less protocols, e.g.
User Datagram Protocol (UDP), and wherein the non-confi-
dential information recerved over the first connection
includes parameters from a list of cipher suite preference, a
list of random numbers, or a list of session 1dentifications
(IDs).

5. The method of claim 1, wherein the first and second
non-confidential messages comprise handshake messages
based on TLS/SSL.

6. The method of claim 1, wherein each machine of the at
least one machine 1s connected via a network with higher
latency to the host and 1s connected via a network with lower
latency to the node.

7. A system for reducing network latency in a network,
comprising:

at least one processor, storage, and a communication plat-

form connected to the network;

a connection establishing unit 1n a relay 1n the network

coniigured to:

establish a first connection between the relay and a host in

the network, and

establish a second connection between the relay and a node

in the network:

a listening unit in the relay configured to receive, over the

first connection, non-confidential information from the
host and store the non-confidential information at the
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relay, wherein the non-confidential information com-

prises non-confidential parameters;

a communication unit in the relay, wherein the communi-
cation unit comprises:

a listening unit configured to receive a first non-confi-
dential message directed to the host from the node,
and

a working unit configured to:

select one or more parameters from the non-confidential
parameters received over the first connection,

generate a second non-confidential message based on
the selected one or more parameters, and

transmit the second non-confidential message to the
node on behalf of the host; and

a transmitting unit 1n the relay configured to forward, over
the first and second connections, confidential informa-
tion between the node and the host.

8. The system of claim 7, wherein the communication unit

COmMprises:

a listeming unit configured to:

recerve a first confidential message directed to the host
from the node, and

recerve a second confidential message from the host;

a working unit configured to select parameters for the first
confidential message based on the non-confidential
information received over the first connection; and

a transmitting unit configured to:

transmit the first confidential message and the selected
parameters to the host, and

transmit the second confidential message to the node.

9. The system of claim 8, further comprises:

a configuration unit configured to route to the host based on
a configuration and

a routing unit configured to route to the host based on
TLS/SSL Server Name Indication (SNI) extension or
any other extension that can assist routing, wherein the
first and second confidential messages comprise hand-
shake messages based on TLS/SSL.

10. The system of claim 7, wherein the first connection 1s
based on connection-oriented protocols, e.g. Transmission
Control Protocol (TCP), or connection-less protocols, e.g.
User Datagram Protocol (UDP), and wherein the non-confi-
dential information received over the first connection
includes parameters from a list of cipher suite preference, a
list of random numbers, or a list of session 1dentifications
(IDs).

11. The system of claim 7, wherein the first and second
non-confidential messages comprise handshake messages
based on TLS/SSL.

12. The system of claim 7, wherein the relay 1s connected
via a network with higher latency to the host and 1s connected
via a network with lower latency to the node.

13. A machine-readable tangible and non-transitory
medium having information for reducing network latency in
a network, wherein the information, when read by the
machine, causes the machine to perform the following steps:

establishing a first connection between a relay and a host 1n
the network;

recerving, by the relay over the first connection, non-con-
fidential information from the host, wherein the non-
confidential information comprises non-confidential
parameters;

storing the non-confidential information at the relay;

establishing a second connection between the relay and a
node 1n the network;

recewving, by the relay, a first non-confidential message
directed to the host from the node;
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selecting, by the relay, one or more parameters from the
non-confidential parameters recerved over the first con-
nection;

generating, by the relay, a second non-confidential mes-

sage based on the selected one or more parameters;
transmitting, by the relay, the second non-confidential
message to the node on behalf of the host;

and

torwarding, by the relay over the first and second connec-

tions, confidential information between the node and the
host.

14. The medium of claim 13, wherein the step of forward-
ing confidential information between the node and the host
COmMprises:

receiving a first confidential message directed to the host

from the node;

selecting parameters for the first confidential message

based on the non-confidential information received from
the host over the first connection;

transmitting the first confidential message and the selected

parameters to the host;

receiving a second confidential message from the host; and

transmitting the second confidential message to the node.

15. The medium of claim 13, wherein each machine of the
at least one machine 1s connected via a network with higher
latency to the host and 1s connected via a network with lower
latency to the node.

16. The medium of claim 13, wherein the first connection
1s based on connection-oriented protocols, e.g. Transmission
Control Protocol (TCP), or connection-less protocols, e.g.
User Datagram Protocol (UDP), and wherein the non-confi-
dential information recerved over the first connection
includes parameters from a list of cipher suite preference, a
list of random numbers, or a list of session 1dentifications
(IDs).

17. The medium of claim 13, wherein the first and second
non-confidential messages comprise handshake messages
based on TLS/SSL.

18. The medium of claim 14, wherein the first and second
confldential messages comprise handshake messages based
on TLS/SSL, and wherein the step of forwarding confidential
information between the node and the host further comprises:

routing to the host based on a configuration file or TLS/SSL

Server Name Indication (SNI) or any other extension
that can assist routing.

19. A method, implemented on at least one machine having
at least one processor, storage, and a communication platform
connected to a network for reducing network latency, com-
prising the steps of:

establishing a first connection between a relay and a host in

the network;

transmitting, by the host over the first connection, non-

confidential information to the relay, wherein the relay

stores the non-confidential information at the relay,
wherein the non-confidential information comprises
non-confidential parameters,

receives a first non-confidential message directed to the
host from a node 1n the network,

selects one or more parameters from the non-confiden-
tial parameters received over the first connection,
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generates a second non-confidential message based on
the selected one or more parameters, and

transmits the second non-confidential message to the
node on behalf of the host; and

communicating, by the host via the relay, confidential
information with the node, wherein the relay forwards,
over the first and second connections, confidential infor-
mation between the node and the host.

20. A system for reducing network latency in a network,

comprising;
at least one processor, storage, and a communication plat-
form connected to the network;
a connection establishing umt 1 a host in the network
configured to establish a first connection between arelay
in the network and the host;
a transmitting unit 1n the host configured to transmait, over
the first connection, non-confidential information to the
relay, wherein the relay
stores the non-confidential information at the relay,
wherein the non-confidential information comprises
non-confidential parameters,

receives a lirst non-confidential message directed to the
host from a node 1n the network,

selects one or more parameters from the non-confiden-
tial parameters received over the first connection,

generates a second non-confidential message based on
the selected one or more parameters, and

transmits the second non-confidential message to the
node on behalf of the host; and
a communication unit in the host configured to communi-
cate, via the relay, confidential information with the
node, wherein the relay forwards, over the first and sec-
ond connections, confidential information between the
node and the host.
21. A machine-readable tangible and non-transitory
medium having information for reducing network latency in
a network, wherein the information, when read by the
machine, causes the machine to perform the following steps:
establishing a first connection between a relay and a host in
the network;
transmitting, by the host over the first connection, non-
confidential information to the relay, wherein the relay
stores the non-confidential information at the relay,
wherein the non-confidential information comprises
non-confidential parameters,

receives a lirst non-confidential message directed to the
host from a node 1n the network,

selects one or more parameters from the non-confiden-
tial parameters received over the first connection,

generates a second non-confidential message based on
the selected one or more parameters, and

transmits the second non-confidential message to the
node on behalf of the host; and

commumnicating, by the host via the relay, confidential
information with the node, wherein the relay forwards,
over the first and second connections, confidential infor-
mation between the node and the host.
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