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SYSTEM AND METHOD FOR ENHANCING
THE LEGIBILITY OF DEGRADED IMAGES

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application 1s a continuation of co-pending
U.S. patent application Ser. No. 13/301,436 enfitled SY'S-

TEM AND METHOD FOR ENHANCING THE LEGIBIL-
ITY OF DEGRADED IMAGES, filed on Nov. 21, 2011, the

entirety of which 1s incorporated by reference hereby.

BACKGROUND OF THE INVENTION

All document that are not properly preserved sutier degra-
dation over time, and even the most rigorous preservation
techniques can only slow degradation of physical documents.
Degradation can occur for a variety of reason, such as time,
improper storage, poor environmental conditions, damage,
and so on. Yet documents vulnerable to such stresses and
degradation can contain valuable information, as 1n the case
of found military/terrorism-related documents, historical
documents, scanned legal documents, etc. Computerized
scanning and imaging of such documents can “ifreeze” the
state of the document at the time of imaging.

SUMMARY OF THE INVENTION

Disclosed are embodiments for a system, method, and
computer program product for performing an process on an
image, the process being implemented by a computer system
comprising at least one data storage device in which 1s stored
image data, at least one computer and at least one computer
readable medium storing thereon computer code which when
executed by the at least one computer performs a method, the
method comprising the at least one computer: performing an
analysis on an image that renders the 1mage from a first state
to a second state, wherein the second state 1s more legible than
then the first state, wherein the analysis segregates dark pixels
of the image from light pixels of the image. The method can
comprise: lirst converting the image into a grayscale image.
The method comprises processing a pixel area for each pixel
of the image 1s a dark pixel or a light pixel. The method also
comprises establishing a window size parameter for the pixel
areas of the image. The method further comprises determin-
ing 11 a pixel 1s proximate to an edge.

The method comprises 1dentifying a home pixel for the
area, the area including a plurality of pixels; determining if
the home pixel 1s darker than a mean pixel within the area; and
determining that the home pixel passes a filter criterion if the
pixel 1s darker than the mean pixel within the area, wherein
the area 1s determined by the window size parameter.

The method can comprise manually establishing the win-
dow size parameter or automatedly establishing the window
s1ize parameter. The automated method can comprises pro-
gressively increasing the size of the area around the home
pixel and a plurality of neighboring pixels for each of the
areas a number of times to establish the window size param-
cter. The automated method can comprise progressively
increasing the size of the area until a lightness or darkness
determination for the pixel 1s substantially the same as
between 1ncreases.

The method can comprise performing edge detection on
the 1image; and blurring the edge detection output a number of
times, wherein the number of times 1s determined by a blur
parameter. The method can further comprise grouping the
pixels mto a plurality of shade values. The grouping can
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comprise clustering the blurred edge detection output using a
clustering algorithm. The clustering can comprise clustering
the blurred edge detection output using a modified K-means
clustering algorithm as the clustering algorithm. The group-
ing can comprise grouping the pixels into the plurality of
shade values including a dark cluster, a medium-dark cluster,
a medium-light cluster, and a light-cluster.

The method can comprise 1solating script pixels based on a
filter criteria that filters pixels that are proximate to the edge
of the area and (b) are either locally light or locally dark. The
method can comprise manually establishing the blur param-
cter or automatedly establishing the blur parameter. Estab-
lishing the blur parameter can comprise computing a first
standard deviation of the lightness or darkness determination
pixel values in each of a plurality of the progressively increas-
ing window areas; computing a second standard deviation of
the dertved pixel values from the first standard derivation; and
progressively icreasing the number of blurs until the differ-
ences 1n the second standard derivation values between blurs
plateau.

Also disclosed are image processing means for performing
an process on an 1image, the process being implemented by a
computer system comprising at least one data storage device
in which 1s stored 1mage data, at least one computer and at
least one computer readable medium storing thereon com-
puter code, comprising: means for performing an analysis on
an 1mage that renders the 1image from a first state to a second
state, wherein the second state 1s more legible than then the
first state, wherein the analysis segregates dark pixels of the
image from light pixels of the image. The 1image processing
means can comprise: means for first converting the image into
a grayscale image. The 1mage processing means comprises
means for processing a pixel area for each pixel of the image
1s a dark pixel or a light pixel. The image processing means
also comprises means for establishing a window size param-
cter for the pixel areas of the image. The 1mage processing
means further comprises means for determining 11 a pixel 1s
proximate to an edge.

The 1image processing means comprises means for identi-
tying a home pixel for the area, the area including a plurality
ol pixels; determining 1f the home pixel 1s darker than a mean
pixel within the area; and determining that the home pixel
passes a filter criterion 1f the pixel 1s darker than the mean
pixel within the area; wherein the area 1s determined by the
window size parameter.

The 1mage processing means can comprise means for
manually establishing the window size parameter or automat-
edly establishing the window size parameter. The automated
Image processing means can comprises means for progres-
stvely increasing the size of the area around the home pixel
and a plurality of neighboring pixels for each of the areas a
number of times to establish the window size parameter. The
automated 1mage processing means can comprise means for
progressively increasing the size of the area until a lightness
or darkness determination for the pixel 1s substantially the
same as between increases.

The 1mage processing means can comprise means for per-
forming edge detection on the 1image; and blurring the edge
detection output a number of times, wherein the number of
times 1s determined by a blur parameter. The 1mage process-
ing means can further comprise means for grouping the pixels
into a plurality of shade values. The grouping means can
comprise means for clustering the blurred edge detection
output using a clustering algorithm. The clustering means can
comprise means for clustering the blurred edge detection
output using a modified K-means clustering algorithm as the
clustering algorithm. The grouping means can comprise
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means for grouping the pixels mto the plurality of shade
values including a dark cluster, a medium-dark cluster, a
medium-light cluster, and a light-cluster.

The 1mage processing means can comprise means for 1so-
lating script pixels based on a filter criteria that filters pixels
that are proximate to the edge of the area and (b) are either
locally light or locally dark. The image processing means can
comprise means for manually establishing the blur parameter
or automatedly establishing the blur parameter. The means
for establishing the blur parameter can comprise means for
computing a first standard deviation of the lightness or dark-
ness determination pixel values 1 each of a plurality of the
progressively increasing window areas; means for computing,
a second standard deviation of the derived pixel values from
the first standard derivation; and means for progressively
increasing the number of blurs until the differences in the
second standard derivation values between blurs plateau.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent application or application file contains at least
one drawing executed in color. Copies of this patent or patent
application publication with color drawing(s) will be pro-
vided by the Office upon request and payment of the neces-

sary lee.
FIGS. 1A-1D are flow charts presenting a method of

enhancing the legibility and clarity of image data for docu-
ments.

FIG. 2 shows an example of an original color image and a
corresponding converted grayscale image.

FI1G. 3 shows exemplary pixel windows for an image.

FIG. 4 shows a magnified view of a portion of the image
input of grayscale image and the image output after a deter-
mination of locally light and locally dark pixels.

FIG. 5 shows a magnified view of a portion of the image
input of grayscale image and the image output after edge
detection

FIG. 6 shows a magnified view of a portion of an 1image
alter edge detection provided as mput and the 1mage output
aiter blurring.

FIG. 7 shows a magnified view of a portion of the image
input of a blurred image and the grouped clustered output
alter the modified clustering 1s run.

FIG. 8 shows a segmented 1mage, a clustered image, and
the output image which 1s the combination of those two
1mages.

FIGS. 9A-9E show examples of original degraded images
as compared against the final enhanced 1mages.

FIG. 10 shows multiple example windows extracted from
the final black and white 1mage to be used to compute the
“standard deviation of standard deviations™ statistic.

FIG. 11 illustrates an exemplary computer system and
architecture for carrying out the method for image enhance-
ment.

FIG. 12 shows an exemplary network environment for
carrying out the method for image enhancement.

DETAILED DESCRIPTION OF EMBODIMENTS

Embodiments of a system and method for enhancing read-
ability of scanned document 1mages are described herein.
Embodiments as described herein operate on each document
image individually, hence 1s completely data parallel. Unlike
other approaches, 1n certain embodiments no training data or
document model are required. Via principle component
analysis, blurring, and edge detection, an automated (namely,
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user independent) method removes 1image background noise
and improves sharpness of the scripts and characters.

In embodiments disclosed herein, document 1mage
enhancement 1s training set independent document model
independent and document language agnostic. Embodiments
are applicable to any application that processes scanned
documents. These 1include the processing of found military/
terrorism-related documents, historical documents; scanned
legal documents, etc. In short, this method can be applied to
any corpus of documents that are degraded. In various
embodiments, at least one degraded image 1s provided as
mput (e.g., due to degradation over time and/or due to
improper storage) and at least one black and white 1image
clearly showing the content of the pre-degraded imnput 1image,
including content intended to be readable or legible 1s derived
as output.

It1s to be understood that the figures and descriptions of the
present invention are simplified to illustrate elements that are
relevant for a clear understanding of the present mvention,
while eliminating, for purposes of clarity, many other ele-
ments which are conventional in this art. Those of ordinary
skill 1n the art will recognize that other elements are desirable
for implementing the present invention. Since such elements
are well known 1n the art and do not facilitate a better under-
standing of the present invention, a discussion of such ele-
ments 1s not provided herein.

The present invention will now be described 1n detail on the
basis of exemplary embodiments.

One embodiment discloses a method comprising: perform-
ing an automated (user independent) analysis on an image
that renders the 1mage from a first state to a second state,
wherein the second state 1s more legible than the first state,
wherein the analysis segregates dark pixels from light pixels.
The analysis includes methodology and system configuration
that embodies the assumed “truths™ that (1) “writing” or
“script” will be darker than the local pixels (1.e., background),
and (2) “writing” or “script” should generate a detectable
edge. Theretfore, the logic takes advantage of these truths to
find pixels within the scanned images that are both (1) darker
than their neighbors and (2) near an edge. As will be under-
stood, these truths can be inverted for “negative’ 1images, such
as for example 1images of lithographs or negatives, 1n which
case script 1s lighter than local pixels and the script will
generate a detectable edge. As used herein, script or writing 1s
to be construed broadly as any kind of symbols, figures,
script, 1cons, drawings, and so on 1mtended to be legible and
readable.

FIGS. 1A-1D are flow charts presenting a method of
enhancing the legibility and clarity of image data for docu-
ments according to an embodiment of the mvention. The
method 1s configured to work on an 1image, as for example a
degraded 1mage, that 1s input mnto an 1image database as an
image file (e.g., by scanming, digital photograph, etc.). An
image as used herein 1s discussed on an image by 1image basis,
(c.g., page by page), where each 1mage 1s a “page” of a
document 1n an 1mage database; however, an original 1mage
should be broadly understood as a conventional 1mage con-
sistent with that as understood 1n the art.

With reference to FIG. 1A, at block 10, 11 the original
image 1s 1n color, the 1image 1s first prepared by rendering into
a grayscale image using methods and techniques known to
ordinarily skilled artisans. For example, a conventional tech-
nique for converting a color 1image to a grayscale 1mage 1s
using the standard Linear Algebra techmque known as Prin-
ciple Component Analysis (PCA). Note that other techniques
known 1n the art can be used to produce viable grayscale
images. This step need not be implemented 1f the original
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image 1s 1n grayscale. An original image has Width w and
Height h, resulting 1n a total pixels (n=w™*h) for the 1image. For
a color 1mage, each pixel 1s a 3-dimensional (3-d) vector:
Pixel =(red,, green , blue,). The system 1s configured to tlatten
or compress the n 3-d vectors into n 1-d vectors, that 1s, 1nto
numerical values. The result 1s a numbers, one for each pixel.
If PCA 1s used to generate the corresponding grayscale
image, namely to compute a numbers, PCA 1s performed on
the n 3-d vectors of the image retaining only the first compo-
nent (1.¢., retaining only the most significant dimension). The
resulting numbers are normalized to range from O to 1. These
normalized numbers are then scaled from “black” to “white,”
resulting 1n a grayscale image of the original color image. An
example of an original color image 200 being converted to a
grayscale image 202 by PCA 1s shown at FIG. 2. As noted
before, other transformations known 1n the art can be used.

Referring to FI1G. 1A, at block 20 a pixel area for each pixel
of the image 1s processed to determine 11 the pixel 1s dark or
light, an embodiment of which 1s described at FIG. 1B. The
system 1s configured to find “dark™ pixels, where “dark™ 1s
defined locally as described herein. Turning to FIG. 1B, tak-
ing the grayscale image, atblock 22, each pixel 1s identified as
a “home” pixel for an area including a plurality of pixels. At
block 24, 1t 1s determined 1f the home pixel 1s darker than a
mean pixel within the area. At block 26 the system 1s config-
ured to determine that the home pixel passes a filter criterion
if the pixel 1s darker than a mean pixel within the area. In one
embodiment, a window of neighboring pixels 1s a square of
pixels centered around a home pixel such as a “center” pixel.
IT the center pixel 1s “dark™ 1t might be text, whereas 11 the
center pixel 1s “light” 1t 1s unlikely to be text. A pixel i1s
considered dark 11 the pixel 1s darker than the average pixel
within its pixel area (1.¢., “window of neighboring pixels™).
Exemplary pixel windows, 300a, 3005, 300¢ are shown at
FIG. 3. As will be noted, the pixel windows are of differing
s1zes. The pixel area including the plurality of pixels 1s deter-
mined by a window size parameter, described herein.

FIG. 4 shows a magnified view of a portion of the input
grayscale 1image 202a, and the image output 204 after the
determination of light and dark pixels 1s run at blocks 22-26.
The resulting segregated 1image sets “light” pixels to white
203 (also as shown 1n FIG. 8) whereas “dark™ pixels 205 and
207 maintain some shading for i1llustrative purposes. Conse-
quently, in the output 1mage 204, areas representing script,
which are substantially identified as darkest, are surrounded
by a white outline while 1n non-text areas, the result 1s light
speckling and shading 207 (also as shown 1n FIG. 8).

Atblock 30 of FIG. 1A, the method comprises determining
il a pixel 1s proximate to an edge, an embodiment of which 1s
shown at FIG. 1C. As shown at block 32 of FIG. 1C, the
determination comprises performing edge detection on the
grayscale image 202. Edge detection can be carried out using
edge detection techniques known to ordinarily skilled arti-
sans. As will be appreciated, image edge detection 1s a well-
documented 1mage processing topic, and includes techniques
such as Canny Edge Detection and Sobel Operators. Edge
detection works by computing or estimating a local color
gradient for pixel areas. If the gradient 1s steep, edge detection
proceeds on the basis that as colors or shades are changing
quickly, there 1s an “edge.” FIG. 5 shows a magnified view of
a portion of the image input of grayscale image 202q, and the
image output 206 after the determination edge detection 1s
run at block 32. The resulting image lightens the areas where
the shades are not changing quickly; 1t retains “edge™ areas
where shades are changing quickly. Consequently, in the
output 1mage 206, the pixels for script take an outlined
appearance and the rest of the image having a “washed out”
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appearance. The result 1s that dark pixels typically form the
boundary between text and non-text.

At block 34, the edge detection output 206 1s blurred a
number of times (j). FIG. 6 shows a magnified view of a
portion of the image input of grayscale image 206, and the
image output 208a . . . 208/ after blurring 1s run at block 34.
As described above, 1n the edge detection image dark pixels
typically form the boundary between text and non-text. Blur-
ring the edge detection 1image 206 smudges those dark edge
pixels, as shown i output blurred image 208a . . . ;. A
smudging distance 1s achieved by blurring and reblurring the
image a number of times. The number of times the 1image
should be blurred, 1, 1s determined by a blur parameter as
described herein.

At block 36, the blurred pixels are grouped 1nto a plurality
of shade values. In one embodiment, grouping the blurred
pixel output 1s performed by clustering the blurred edge
detection output using a clustering algorithm. An exemplary
clustering algorithm includes a modified K-means clustering
algorithm as the clustering algorithm. For example, one
modification 1s “Intelligent” K-means clustering. K-means
clustering 1s a known clustering algorithm 1n the art. (See, for
example: MacQueen, J. B. (1967). “Some Methods for clas-
sification and Analysis of Multivariate Observations”. Pro-
ceedings of 5th Berkeley Symposium on Mathematical Sta-
tistics and Probability. University of California Press. pp.
281-297. MR0214227. Zbl 0214.462011. Hamerly, G. and
Elkan, C. (2002). “Alternatives to the k-means algorithm that
find better clusterings”. Proceedings of the eleventh interna-
tional conference on Information and knowledge manage-
ment (CIKM); and MacKay, David (2003). “Chapter 20. An
Example Inference Task: Clustering”. Information Theory,
Inference and learning Algorithms. Cambridge University
Press. pp. 284-292, the entirety of each of which are incor-
porated by reference herein.) Conventional K-means seeds
cach cluster of input pixel data from an image with a random
data point. “Intelligent” K-means clustering, however, modi-
fies K-means clustering by grouping the mmput data from
blurred 1mage 208a . . . j (by grayscale value) and creates
“mnitial dusters” that contain a plurality of values, for instance
a 1st, 2nd, 3rd, and 4th quarter of the mput pixel data. Con-
ventional K-means clustering does no such grouping. Thus,
the method builds a plurality (e.g., 4) of clusters of pixel data.
However, other numbers of clusters can be used. As shown
herein the pixels are then grouped into the plurality of shade
values including a dark cluster, a medium-dark duster, a
medium-light duster, and a light-duster.

FIG. 7 shows a magnified view of a portion of the image
input of blurred image 208;, and the grouped clustered output
210 after the modified clustering method 1s run at 36. The
resulting grouped 1mage 210 darkens the blurred script areas
from 208; 1n mostly dark dusters 211, whereas the edges of
the script are largely grouped into values of medium-dark
212, and outside the medium-dark are areas of medium light
213 and the remainder of the image 1s mostly light (whate)
214.

Returning to FIG. 1A, at block 40 the method comprises
1solating script pixels based on a filter criterion that filters
pixels that are (a) proximate to an edge and (b) are either
locally light or locally dark. In the embodiments described
herein, locally dark pixels are 1solated, however, as will be
appreciated, the methods and systems can be readily config-
ured to 1solate and filter locally light pixels (e.g., for a nega-
tive). As shown at F1G. 8, 1n one embodiment, this 1s achieved
by combining the segregated image 204 as described herein
with respect to block 20 FIG. 1A and FIG. 1B with the pixels

segregated into light pixels and dark pixels as an input with
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the clustered 1mage 210 from block 30 and FIGS. 1C and 1D.
FIG. 8 shows a magnified view of portions of the image inputs
of the segregated image 204 and the clustered image 210. The
resulting enhanced 1mage 215a cross-references the locally
dark pixels from the segregated image and the script that 1s
proximate to an edge from clustered image 210. Only pixels
that meet both criteria are shown in black in the enhanced
image 215a, and the rest of the 1image 1s white, resulting 1n a
crisp, highly legible image. As shown at FIG. 9A, the original
image 200a 1s compared against the final enhanced image
215a. As will be noted, degraded script 2090 that was faded or
obscured 1n the original image 200aq 1s clearly legible
enhanced script 209¢, and the enhanced script 209¢ 1s even
and consistent with the script (black) of the whole 1mage 1n
the enhanced 1image 215a.

FIGS. 9B-9E show further examples of original images
2005-200¢ and enhanced 1images 2155-¢, which show that a
wide variety of script and symbols can be enhanced and made
more legible, readable, and clear. For instance, FIG. 9B shows
an original historical document with highly degraded script
2090 which 1s handwritten. The output enhanced image 21556
shows a highly readable and legible document image. FIGS.
9C and 9E show original images 200c, 200e and enhanced
images 215¢, 215¢ having both handwriting and typeset in the
same 1mage, and 1n FIG. 9E, the typeset has handwritten edits.
As shown 1n FIG. 9D, the original image 2004 and enhanced
image 2154 includes photos; the presence of the photos does
nothing to impede the script enhancement, although the photo
1s treated by 1t. Thus 1n one embodiment the system could be
configured to 1dentily photos either before or after the script
enhancement method for the purpose of reincorporating the
original 1image or grayscale image back into the enhanced
image (not shown).

As noted above, two parameters need to be set for the
automated analysis on an 1mage, blurring parameter and a
window size parameter. While these parameters can be manu-
ally set, as shown herein, these parameters can also be set
automatedly and without any human intervention.

First1s described a window size parameter. As noted above,
a pixel 1s “locally dark™ 1f 1t 1s darker than the average pixel
within 1ts pixel area. Exemplary pixel windows, 300a, 3005,
300¢ are shown at FIG. 3. As shown in FIG. 3, the pixel
windows are of differing sizes 300a, 30056, 300c. The pixel
area including the plurality of pixels 1s determined by a win-
dow size parameter. In considering efficient use of computer
processing power and speed, larger areas or windows con-
sume more resources, and 1n some cases, also fail to detect
faint text in the presence of dark text. On the other hand, small
windows allow noise to pass, and can result 1n (for example)
misidentiiying pixels as text. In an embodiment, the method
includes establishing a window size parameter for the pixel
areas of the image. One embodiment of a window s1ze param-
eter 1s described as “WINDOW SIZE” herein. As shown
herein, the window size parameter can be automatedly con-
figured. Note that 1n another embodiment, the manual setting
of the WINDOW _SIZE can be supported.

In one embodiment, the window size parameter can be
automatedly configured. The method comprises progres-
stvely 1increasing the size of each pixel’s pixel area a number
of times to establish the window size parameter. In one
embodiment a window of neighboring pixels 1s a square of
pixels centered around a home pixel such as a “center” pixel
and a plurality of neighbor pixels. In Table 1, as the window
s1ze 1ncreases, the number of pixels 1n the window increases
quadratically. Thus the first window size o1 9 generates a pixel
area containing 81 pixels. This pixel area contains the home
pixel h and 80 neighboring pixels. In the next column, the
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window size increases by 4, (2 pixels 1n each direction vy, -y,
X, and —x) bringing the window size to 13 and the number of
pixels within the pixel area to 169. The embodiment contin-
ues to progressively expand the window size by the same
magnitude (2 pixels 1n each direction). Thus, the window size
take onthevalues 0f9,13,17, 21, 25, 29,33 ...as the window
expands. Note that the window size can be increased by other
than 2 pixels in each direction at each 1teration.

The method includes progressively increasing the size of
pixel areas until the white/black determination for most pixels
remains the same between increases. In one embodiment, a
determination 1s made that the white/black determination for
most pixels are substantially the same between increases
when the number of pixels that change color from black to
white or white to black 1s less than 0.5%. Other threshold
percentage values can be set. Table 1 shows an example of one
embodiment, where the window size parameter WINDOW _
SIZE 1s increased until the “next” image 1s nearly indistin-
guishable from the “previous” image. All results presented 1n

Table 1 assume NUM_ BLURS 1s set to 4.

TABL.

L1l

1

Measuring Change in an output image while increasing

Window Size (NUM__BLURS = 4)

Change in Window Size
9to 13 13to 17 17to21 21to25 25t0 29 29to 31
Number of 137192 71102 53599 42833 39606 36172
Changed Pixels
Percentage of 1.42%  0.74%  0.55% 044% 041%  0.37%

Changed Pixels

In the example shown 1n Table 1, the starting grayscale
image, as well as the output image, had 9,667,636 pixels. As
the window size increases, fewer pixels change from white to
black or black to white in the final 1image. When the WIN-
DOW_SIZE parameter was increased from 9 pixels to 13
pixels 137,192 pixels 1in the respective resulting images
changed color (black to white or white to black). Thus 1.42%
of the pixels changed their shade value. However, when the
WINDOW_SIZE parameter was increased from 21 pixels to
25 pixels 0.44% of the pixels in the resulting 1mages changed
shades, falling beneath the 0.5% threshold. Thus, based on the
method above, the system parameter can be obtained by
determining when increasing the size of pixel areas fails to
change the resulting image by 0.5 percent or more. Note,
again, 0.5% 1s an exemplary change percentage. Other thresh-
old values are possible. The threshold value chosen atfects the
output 1image clarity and the total processing time. As shown
herein, for the exemplary data set used, 0.5% yielded readable
output 1images.

The method also incorporates a blur parameter. As
explained above with respect to FIG. 1C, the edge detection
output 206 1s blurred a number of times. The number of times
the image should be blurred 1s determined by a blur parameter
as described herein. One embodiment of a blur parameter 1s
described as a “NUM_BLURS” parameter, the establishment
of which 1s shown at FIG. 1D. As shown herein, the blur
parameter can be automatedly configured. Note that in
another embodiment, the manual setting of the NUM_B-
LURS can be supported.

In one embodiment, the blur parameter can be automatedly
configured. The method for establishing the blur parameter
comprises repeatedly executing the full algorithm (as shown
in blocks 20 through 40), incrementing the blur parameter for
cach execution. The process of repeatedly executing the full
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algorithm ends when a statistic (the “standard deviation of
standard deviations™ statistic introduced later) computed
from each execution’s black and white output image plateaus.
To compute the required statistic, a plurality or subset of
window areas are extracted from the output black and white
image 215. Fach of these window areas contains some num-
ber of white pixels and some number of black pixels as shown
in FI1G. 10. The standard deviation of this white/black mix 1s
computed for every window area. Next, the standard devia-
tion of the plurality of standard deviations 1s computed. This
“standard deviation of standard deviations™ 1s the statistic
used to determine when the repeated execution of the full
algorithm should stop. The repeated execution of the full
algorithm stops when the “standard deviation of standard
deviations™ statistic plateaus. That 1s, the percentage change
in the “standard deviations of standard deviations™ is less than
some threshold. The value for the blurs parameter 1s found by
selecting the value of the blurs parameter used 1n the final
iteration of the algornithm (1.e., the execution 1n which the
statistic was determined to have plateaued).

TABL.

2

(L]

Measuring Change 1n the “o of 0s” Statistic
While Increasing the Number of Blurs

(WINDOW _ SIZE = 25)

Change in Num Blurs 2tod 4to b 6 to 8 8 to 10

Change 1n “0 of 0s” statistic 2.95 0.27 0.04 0.03

Table 2 shows a table of the change 1n the second standard
deviations results (0 of os) caused by increasing the
NUM_BLUR parameter a fixed amount.

As shown at Table 2, once the second standard deviations
results (o of os) are determined, a plateau 1s 1dentified as the
number of blurs at which the differences between the second
standard deviations for a given number of blurs (that 1s,
between columns in the table) do not change significantly as
compared to the differences of the second standard deviations
between prior blurs.

For example, as seen 1n Table 2, between 4 to 6 blurs, at
window size 25 there 1s a substantially smaller difference of
0.27 as compared to the difference between 2 and 4 blurs
(2.95). As will be noted, the differences remain small as the
blurs increase, thus, further showing that a plateau has been
reached. Thus, after 6 blurs there will not be much change.
Accordingly, 1n an embodiment, the rule for setting the blur
parameter NUM_BLURS 1s to increase the number of blurs
until the change 1n the standard deviation of the standard
deviations (0 of os) plateaus. Thus both WINDOW_SIZE
and NUM_ BLURS are established without user intervention.
Note, however, that similar to WINDOW _SIZFE, the number
of blurs can be manually set.

Embodiments of the invention may be implemented by
systems using one or more programmable digital computers
and computer readable storage media. In one embodiment,
FIG. 11 depicts an example of one such computer system 100,
which includes at least one processor 110, such as, e.g., an
Intel or Advanced Micro Devices microprocessor, coupled to
a communications channel or bus 112. The computer system
100 further includes atleast one input device 114 such as, e.g.,
a keyboard, mouse, touch pad or screen, or other selection or
pointing device, at least one output device 116 such as, e.g.,
an electronic display device, at least one communications
interface 118, at least one computer readable medium or data
storage device 120 such as a magnetic disk or an optical disk
and memory 122 such as Random-Access Memory (RAM),
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cach coupled to the communications channel 112. The com-
munications interface 118 may be coupled to a network 142.

One skilled 1n the art will recognize that many variations of
the system 100 are possible, e.g., the system 100 may include
multiple channels or buses 112, various arrangements o1 stor-
age devices 120 and memory 122, as different units or com-
bined units, one or more computer-readable storage medium
(CRSM) readers 136, such as, e.g., a magnetic disk drive,
magneto-optical drive, optical disk drive, or flash drive, mul-
tiple components of a given type, e.g., processors 110, input
devices 114, communications interfaces 118, etc.

In one or more embodiments, computer system 100 com-
municates over the network 142 with at least one computer
144, which may comprise one or more host computers and/or
server computers and/or one or more other computers, €.g.
computer system 100, performing host and/or server func-
tions including web server and/or application server func-
tions. In one or more embodiments, a database 146 1s
accessed by the at least one computer 144. The at least one
computer 144 may include components as described for com-
puter system 100, and other components as 1s well known 1n
the computer arts. Network 142 may comprise one or more
LANS, WANS, intranets, the Internet, and other networks
known 1n the art. In one or more embodiments, computer
system 100 1s configured as a workstation that communicates
with the at least one computer 144 over the network 142. In
one or more embodiments, computer system 100 1s config-
ured as a client 1n a client-server system 1n which the at least
one other computer comprises one or more servers. Addi-
tional computer systems 100, any of which may be configured
as a work station and/or client computer, may communicate
with the at least one computer 144 and/or another computer
system 100 over the network 142.

For example, one or more databases 146 may store the
scanned 1mage data as described herein. In various embodi-
ments, the processing disclosed herein may be performed by
computer(s)/processor(s) 144 1 a host arrangement with
computer system 100, or 1n a distributed arrangement in com-
puter system 100 and computer(s)/processor(s) 144, or by
computer system 100 1n cooperation with data stored 1n data-
base 146. Computer(s)/Processor(s) 144 may perform the
processing disclosed herein based on computer code stored in
a storage device or device(s) 120, 136, 138 and/or memory
122.

FIG. 12 shows an exemplary network environment 400
adapted to support embodiments as disclosed herein, as for
example for data parallel processing of images. The exem-
plary environment 400 includes anetwork 142, and a plurality
of computers 100, or computer systems 100 (a) . . . (k) (where
“k” 1s any suitable number). Computers could include, for
example one or more SQL servers. Computers 100 can also
include wired and wireless systems as described herein. Data
storage, processing, data transier, and program operation can
occur by the inter-operation of the components of network
environment 400. For example, a component including a
program 1n server 100(a) can be adapted and arranged to
respond to data stored 1n server 100(5) and data input from
server 100(c). This response may occur as a result of prepro-
grammed 1nstructions and can occur without intervention of
an operator. As described herein, in certain embodiments the
automated method 1s configured to process 1images individu-
ally on an image-by-image basis, where each image 1s a
“page” of a document 1n an 1image database. Accordingly, the
system can be configured for data parallel processing of
images and pages. Pages or images from a given document or
set of documents can be partitioned and distributed among the
computer systems 100 (a) . . . (k) for parallel processing and
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the document or document set recombined after processing.
Again, this response may occur as a result of preprogrammed
instructions and can occur without intervention of an opera-
tor.

The network 142 1is, for example, any combination of 5

linked computers, or processing devices, adapted to access,
transier and/or process data. The network 142 may be private
Internet Protocol (IP) networks, as well as public IP networks,
such as the Internet that can utilize World Wide Web (www)
browsing functionality, or a combination of private networks
and public networks.

A computer 100(a) for the system can be adapted to access
data, transmit data to, and receive data from, other computers
100 (b)...(k),viathenetwork or network 142. The computers
100 typically utilize a network service provider, such as an
Internet Service Provider (ISP) or Application Service Pro-
vider (ASP) (ISP and ASP are not shown) to access resources
of the network 142.

The computers 100 may be operatively connected to a
network 142, via bi-directional communication channel, or
interconnector, 118, which may be for example a serial bus
such as IEEE 1394, or other wire or wireless transmission
media. Examples of wireless transmission media include
transmission between a modem (not shown), such as a cellu-
lar modem, utilizing a wireless communication protocol, or
wireless service provider or a device utilizing a wireless
application protocol and a wireless transcetver (not shown).
The interconnector 118 may be used to feed, or provide data.

The terms ‘“‘operatively connected” and “operatively
coupled”, as used herein, mean that the elements so con-
nected or coupled are adapted to transmit and/or receive data,
or otherwise communicate. The transmission, reception or
communication 1s between the particular elements, and may
or may not include other intermediary elements. This connec-
tion/coupling may or may not mnvolve additional transmission
media, or components, and may be within a single module or
device or between one or more remote modules or devices.

The terms “client” and “‘server” may describe programs
and running processes nstead of or 1n addition to their appli-
cation to computer systems described above. Generally, a
(software) client may consume information and/or computa-
tional services provided by a (software) server.

Various embodiments of the invention are described herein
with respect to scanned 1mage databases and systems related
thereto. However, 1t 1s to be understood that the invention has
application to other image data where, inter alia, legibility and
readability of obscured image files are desired.

While the invention has been described and illustrated with
reference to certain preferred embodiments herein, other
embodiments are possible. Additionally, as such, the forego-
ing illustrative embodiments, examples, features, advantages,
and attendant advantages are not meant to be limiting of the
present invention, as the mvention may be practiced accord-
ing to various alternative embodiments, as well as without
necessarily providing, for example, one or more of the fea-
tures, advantages, and attendant advantages that may be pro-
vided by the foregoing illustrative embodiments.

Systems and modules described herein may comprise soit-
ware, firmware, hardware, or any combination(s) of software,
firmware, or hardware suitable for the purposes described
herein. Software and other modules may reside on servers,
workstations, personal computers, computerized tablets,
PDAs, scanners (including handheld scanners), digital cam-
eras and camcorders, and other devices suitable for the pur-
poses described herein. Software and other modules may be
accessible via local memory, via a network, via a browser or
other application 1n an ASP context, or via other means suit-
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able for the purposes described herein. Data structures
described herein may comprise computer files, variables, pro-
gramming arrays, programming structures, or any electronic
information storage schemes or methods, or any combina-
tions thereot, suitable for the purposes described herein. User
interface elements described herein may comprise elements
from graphical user interfaces, command line interfaces, and
other interfaces suitable for the purposes described herein.
Except to the extent necessary or inherent 1n the processes
themselves, no particular order to steps or stages of methods
or processes described 1n this disclosure, including the Fig-
ures, 1s implied. In many cases the order of process steps may
be varied, and various illustrative steps may be combined,
altered, or omitted, without changing the purpose, effect or
import of the methods described.

Accordingly, while the invention has been described and
illustrated in connection with preferred embodiments, many
variations and modifications as will be evident to those skalled
in this art may be made without departing from the scope of
the invention, and the invention 1s thus not to be limited to the
precise details of methodology or construction set forth
above, as such variations and modification are intended to be
included within the scope of the invention. Therefore, the
scope of the appended claims should not be limited to the
description and illustrations of the embodiments contained
herein.

What 1s claimed 1s:

1. A method for performing a process on an image, the
process being implemented by a computer system comprising
at least one data storage device 1n which 1s stored 1image data
for images, at least one computer and at least one computer
readable medium storing thereon computer code which when
executed by the at least one computer performs the method,
the method comprising the at least one computer:

performing an analysis on an 1mage that renders the image

from a first state to a second state, wherein the second
state 1s more legible than then the first state,

wherein the analysis segregates dark pixels of the image

from light pixels of the image;

processing a pixel area for each pixel of the image to

determine whether each of the pixels 1s a dark pixel or a
light pixel;

performing edge detection on the image;

blurring the edge detection output a number of times,

wherein the number of times 1s determined by a blur
parameter:;

automatically establishing the blur parameter by perform-

ing the following:

computing a first standard deviation of the lightness or
darkness determination for a plurality of pixel values
to obtain a plurality of derived pixel values;

computing a second standard deviation of the derived
pixel values from the first standard deviation; and

progressively increasing the number of blurs until dii-
ferences 1n the second standard deviation values
between blurs plateaus.

2. The method as set forth 1n claim 1 comprising:

establishing a window size parameter for the pixel areas of

the 1mage.

3. The method as set forth 1n claim 1 comprising;:

determining 1f a pixel 1s proximate to an edge.

4. The method as set forth 1n claim 2 comprising;:

identifying a home pixel for the area, the area including a

plurality of pixels;

determining 1f the home pixel 1s darker than a mean pixel

within the area;
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determining that the home pixel passes a filter criterion 1
the pixel 1s darker than the mean pixel within the area;

wherein the area 1s determined by the window size param-
cter.

5. The method of claim 4 wherein the method comprises
manually establishing the window size parameter.

6. The method of claim 4 wherein the method comprises
automatedly establishing the window size parameter.

7. The method of claim 6 wherein the method further
COmMprises:

progressively increasing the size of the area around the

home pixel and a plurality of neighboring pixels for each
of the areas a number of times to establish the window
s1Ze parameter.

8. The method of claim 6 wherein the method further
COmMprises:

progressively increasing the size of the area until a light-

ness or darkness determination for the pixel 1s substan-
tially the same as between increases.

9. The method as set forth 1 claim 1 comprising:

grouping the pixels into a plurality of shade values.

10. The method as set forth in claim 9 comprising:

clustering the blurred edge detection output using a clus-

tering algorithm.

11. The method as set forth in claim 10 comprising;:

clustering the blurred edge detection output using a modi-

fied K-means clustering algorithm as the clustering
algorithm.

12. The method as set forth 1 claim 11 comprising:

grouping the pixels into the plurality of shade values

including a dark duster, a medium-dark cluster, a
medium-light cluster, and a light-cluster.

13. The method as set forth in claim 1 comprising:

1solating script pixels based on a filter criteria that filters

pixels that are (a) proximate to the edge of the area and
(b) are either locally light or locally dark.

14. The method of claim 13 wherein the method comprises
manually establishing the blur parameter.

15. The method as set forth in claim 1 comprising:

first converting the 1image into a grayscale 1image.

16. A system for performing a process on an image, the
process being implemented by a computer system comprising,
at least one data storage device 1n which 1s stored 1image data,
at least one computer and at least one computer readable
medium storing thereon computer code which when executed
by the at least one computer performs a method, the method
comprising the at least one computer:

performing an analysis on an 1image that renders the image

from a first state to a second state, wherein the second
state 1s more legible than then the first state,

wherein the analysis segregates dark pixels of the image

from light pixels of the image;

identifying a home pixel for a pixel area, the pixel area

including a plurality of pixels;

determining 1f the home pixel 1s darker than a mean pixel

within the pixel area;

progressively increasing the size of the pixel area until a

lightness or darkness determination for the home pixel 1s
substantially the same as between increases;
performing edge detection on the image;

blurring an edge detection output a number ol times,

wherein the number of times 1s determined by a blur
parameter;

wherein establishing the blur parameter comprises:

computing a first standard deviation of the lightness or
darkness determination for pixel values 1n each of a
plurality of the progressively increasing pixel areas;
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computing a second standard deviation of the derived
pixel values from the first standard deviation; and

progressively increasing the number of blurs until dif-
ferences 1n the second standard deviation values
between blurs plateau.

17. The system as set forth 1n claim 16 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

processing a pixel area for each pixel of the image to

determine whether the pixel 1s a dark pixel or a light
pixel.

18. The system as set forth 1n claim 17 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

establishing a window size parameter for the pixel areas of

the 1mage.

19. The system as set forth 1n claim 17 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

determiming if a pixel 1s proximate to an edge.

20. The system as set forth in claim 18 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

determining that the home pixel passes a filter criterion 1f

the pixel 1s darker than the mean pixel within the pixel
area;

wherein the pixel area 1s determined by the window size

parameter.

21. The system of claim 20 wherein the computer 1s con-
figured to include an mput for manually establishing the
window size parameter.

22. The system of claim 20 wherein the at least one com-
puter performs the method, the method comprising the at least
one computer:

automatedly establishing the window size parameter.

23. The system of claim 22 wherein the at least one com-
puter performs the method, the method comprising the at least
one computer:

progressively increasing the size of the pixel area around

the home pixel and a plurality of neighboring pixels for
cach of the pixel areas a number of times to establish the
window size parameter.

24. The system as set forth 1n claim 16 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

grouping the pixels mto a plurality of shade values.

25. The system as set forth in claim 24 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

clustering the blurred edge detection output using a clus-

tering algorithm.

26. The system as set forth in claim 25 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

clustering the blurred edge detection output using a modi-

fied K-means clustering algorithm as the clustering
algorithm.

277. The system as set forth in claim 26 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

grouping the pixels into the plurality of shade values

including a dark cluster, a medium-dark cluster, a
medium-light cluster, and a light-cluster.

28. The system as set forth in claim 16 wherein the at least
one computer performs the method, the method comprising
the at least one computer:
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1solating script pixels based on a filter criteria that filters
pixels that are (a) proximate to the edge of the area and
(b) are either locally light or locally dark.

29. The system of claim 28 wherein the computer 1s con-
figured to include and input for manually establishing the blur
parameter.

30. The system of claim 28 wherein the at least one com-
puter performs the method, the method comprising the at least
one computer:

automatedly establishing the blur parameter.

31. The system as set forth 1n claim 16 wherein the at least
one computer performs the method, the method comprising
the at least one computer:

first converting the 1image into a grayscale 1image.
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