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FIG. 2
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FIG. 4
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FIG. 7
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FIG. 10
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FIG. 11
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SIGNAL PROCESSING DEVICE AND SIGNAL
PROCESSING METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2013-

058552, filed on Mar. 21, 2013, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiment discussed herein 1s related to a signal
processing device and a signal processing method.

BACKGROUND

Conventionally, a signal processing device recognizes spe-
cific classes of input (for example, an operation, a motion, a
command, and so on) from input signals, and performs pro-
cessing suitable for the recognized classes of input. The sig-
nal processing device also recognizes a specific operation on
a touch panel, for example, and performs processing for
assigning the recognized operation to a certain class of input.

The signal processing devices learn the conditions of a
signal to be recognized as each of the classes 1n advance. IT a
signal that meets one of the learned conditions of the classes
1s 1nput, the signal processing devices perform a process
corresponding to the class.

However, i an input signal 1s outside the condition to be
recognized as a particular class, the signal processing devices
do notrecognize the signal as the class. For example, a gesture
that the signal processing devices do not recognize because
the gesture motion 1s slightly slower than that in the condition
to be recognized (for example, a slow handwaving gesture) 1s
not recognized until the signal condition 1s changed through
learning, since the handwaving speed does not exceed a
threshold value.

For example, 11 a new gesture motion 1s input a plurality of
times, a command may be assigned to the gesture motion as a
new gesture motion. Such a technique 1s described 1n, for
example, Japanese Laid-open Patent Publication No. 2011-

209773.

SUMMARY

According to an aspect ol the invention, a signal processing
device mncludes: a memory; and a processor coupled to the
memory and configured to: detect a second feature value
relating to a first feature value recognized to satisly a recog-
nition condition, from a second time series prior to a first time
series of the first feature value 1n a times series of a feature
value corresponding to an 1nput signal, and change the rec-
ognition condition so that the second feature value 1s recog-
nized as a class for recognizing the first feature value.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the mnvention,
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 1 illustrates an exemplary functional configuration of
a signal processing device according to an exemplary
embodiment;
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2

FIG. 21llustrates an exemplary hardware configuration that
allows a signal process to be performed;

FIG. 3 1s a flowchart illustrating an exemplary process
performed by the signal processing device according to the
exemplary embodiment;

FIG. 4 1llustrates an example of an mnput image of a frame
L,

FIG. 5 illustrates an example of a skin region 1n an HS
plane;

FIG. 6 1s a flowchart of a process performed by a feature
value extraction unit;

FI1G. 7 illustrates the motion of the hand and 1ts transition;

FIG. 8 illustrates an example of extraction of a time series
of a feature value used for detecting a candidate section;

FIGS. 9A to 9D 1illustrate an example of detection of a
candidate section made by a detecting unit;

FIG. 10 1s a flowchart of an example of a candidate section
detecting process performed by the detecting unait;

FIG. 11 1illustrates an example of detection of a section
performed by the detecting unat;

FIG. 12 1s a tlowchart of an example of a section detecting,
process performed by the detecting unat;

FIG. 13 1llustrates an example of the result of a correlation;

FIGS. 14 A to 14C illustrate an example of detection of a
candidate section for an audio signal; and

FIG. 15 illustrates an example of the coordinates of touch
positions and the time intervals of the touch positions.

DESCRIPTION OF EMBODIMENT

Hereinafter, an embodiment will be described in detail
with reference to the accompanying drawings.

While inventing the embodiment disclosed herein, obser-
vations were made regarding a related art. Such observations
include the following, for example.

When an mnput signal 1s outside the range of the condition
of a signal indicating a particular class, 1t 1s difficult for a
signal processing device to recognize the signal as a signal of
the particular class. To be capable of recognizing the signal as
a signal of the particular class, the signal processing device
can learn the range of a signal in the particular class. Alter-
natively, 1n addition to the process concerning existing
classes, a process for learning a new gesture that 1s mput a
plurality of times may be performed.

Accordingly, the embodiment disclosed herein, {for
example, provides a technique to recognize a signal that has
not been able to be recognized.
<Example of Functional Configuration of Signal Process-
ing Device>

FIG. 1 1llustrates an exemplary functional configuration of
a signal processing device according to the present exemplary
embodiment. As 1llustrated 1n FIG. 1, a signal processing
device 10 includes an input umt 11, an output umit 12, a
storage unit 13, a time series information acquiring unit 14, a
feature value extraction unit 15, a recognition umt 16, a
detecting unit 17, an i1dentification umt 18, a parameter
changing unit (a recognition condition changing unit) 19, an
operation execution unit 20, a transcerver unit 21, and a con-
trol unit 22.

The mput unit 11 recerves, from, for example, a user of the
signal processing device 10, a variety of inputs, such as start
and end of an 1nstruction and input of settings. More specifi-
cally, the input unit 11 recerves a variety of instructions, such
as a time series information acquisition instruction, a feature
value extraction mnstruction, a recognition mstruction, a can-
didate motion detection instruction, an identification instruc-
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tion, a parameter change instruction, an operation execution
instruction, and a transmission and reception instruction.

For example, the mput unit 11 may be formed from a
keyboard and a mouse. Alternatively, the input unit 11 may be
formed from a touch panel using a display screen. Still alter-
natively, the input unit 11 may be formed from a microphone
or an 1mage pickup device.

The output unit 12 outputs, for example, information input
through the mput unit 11 and information resulted from
execution performed based on the mput information. Note
that for example, in the case of outputting display informa-
tion, the output unit 12 may include a display unit, such as a
display or a monitor. In the case of outputting sound, the
output umit 12 may include an audio output unit, such as a
speaker. In addition, the input unit 11 and the output unit 12
may be integrated with each other (for example, a touch
panel).

The storage unit 13 stores a variety of types of information
used in the present exemplary embodiment. More specifi-
cally, the storage unit 13 stores time series information
regarding an input signal obtained from, for example, the
input unit 11 or an 1mage pickup unit 30 (for example, a
camera) that captures the images indicating the motion of the
hand and body of a user or the face of the user and a result of
teature value extraction. In addition, the storage unit 13 stores
a parameter (a recognition condition) used for identifying a
class preset for a feature value (for example, a type of opera-
tion), a result of class type recognition, a result of candidate
motion detection, a result of 1dentification for each of users
(persons), and a result of parameter change. Furthermore, the
storage unit 13 stores a result of operation execution, a result
of transmission and reception, setting information for the
signal processes according to the present exemplary embodi-
ment, user information for identifying a user, the progress of
execution of the processes, and the results of the execution of
the processes. However, 1t 1s to be noted that information
stored 1n the storage unit 13 1s not limited to the above-
described information.

The storage unit 13 reads the stored information and writes
information at a predetermined point 1n time as appropriate.
In addition, the storage unit 13 may function as a database that
allows the mformation to be systematically searched for
using, for example, a keyword and be extracted. Examples of
the storage unit 13 include a hard disk and a memory.

The time series information acquiring unit 14 acquires, for
example, information regarding input operation, motion, or
speech from the user 1n a time series manner. For example, the
time series information acquiring unit 14 can acquire a mov-
ing 1mage of user’s hand or finger captured by the image
pickup unit 30 (for example, a camera). However, the
acquired information 1s not limited thereto. Note that in order
tor the identification unit 18 to 1dentily a user who inputs an
input signal, the time series iformation acquiring unit 14
may acquire the face image of the user from the 1mage pickup
unit 30.

The time series information acquiring unit 14 acquires, for
example, information regarding the user’s operation input
through the mput unit 11 1n a time series manner. For
cxample, the time series information acquiring umt 14
acquires an audio signal from a microphone (am example of
the input unit 11) in a time series manner. Alternatively, the
time series information acquiring unit 14 acquires a detection
signal of the finger or a touch pen from a touch panel (an
example of the input unit 11) in a time series manner. The time
series information on the mput signal acquired by the time
series mformation acquiring unit 14 1s stored 1n the storage
unit 13.
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The feature value extraction unit 15 extracts a feature value
of, for example, user’s motion, user’s operation, user’s
action, or user’s speech from the time series information on
the mnput signal acquired by the time series information
acquiring unit 14. For example, the feature value extraction
unit 15 defines a hand gesture motion of the user as a feature
value. In such a case, for example, the feature value extraction
unit 15 extracts the orientation of the user’s hand, the moving
direction, the moving speed, and the number of repetitions of
motion (for example, the number of turns) as a feature value.
As used herein, the term “number of turns” refers to the
number of turns of the hand when the user draws a circle in the
air.

In addition, for example, the feature value extraction unit
15 extracts, from the variety of input signals, a feature value
used to recognize the type of operation. For example, in the
case of a video signal, the feature value extraction unit 15
extracts the coordinates of position of a desired object 1n an
image and the shape of the object in the form of a feature value
(for example, a moment feature). In the case of an audio
signal, the feature value extraction unit 15 extracts the ampli-
tude mformation and the cepstrum information (for example,
Mel Frequency Cepstrum Coetlicients (MFCC)) as a feature
value. In the case of a touch operation, the feature value
extraction unit 15 extracts the coordinates of detected touch
position, a moving speed of the touch position, and a force of
the touch 1n a time series manner as a feature value. However,
the feature value extracted by the feature value extraction unit
15 1s not limited thereto. The above-described feature values
may be combined. The extracted feature value 1s stored 1n the
storage unit 13.

The feature value extraction unit 15 extracts a time series of
a feature value of the target mnput signal obtained from the
previous Irames of a moving image acquired from the image
pickup unit 30. Thereaiter, the feature value extraction unit 135
stores the extracted time series of feature values 1n the storage
umt 13.

The recognition unit 16 identifies a class based on the
feature value extracted by the feature value extraction unit 135
and a parameter (a recognition condition) for identifying a
class (for example, a type of operation) preset for each of
predetermined feature values stored in the storage unit 13.
Thus, the recognition unit 16 recognizes the type of opera-
tion.

The recognition unit 16 recogmizes the type of operation
by, for example, determining whether the feature value
extracted by the feature value extraction unit 13 1s within the
range ol the feature value (the parameter) preset for each of
the types of operation. If the feature value extracted by the
feature value extraction umt 15 1s within the range of the
teature value of the parameter, the recognition unit 16 recog-
nizes that the type of operation is the type of operation cor-
responding to the parameter.

I1 the recognition unit 16 can recognize the type of opera-
tion by comparing the extracted feature value with the param-
eter, the recognition unit 16 outputs the result of recognition
to the operation execution unit 20. Thereaiter, the recognition
umt 16 performs a predetermined process. Note that 1in addi-
tion to a type of operation, the recognition unit 16 can recog-
nize the class of, for example, a motion type, speech nfor-
mation, an action type, or a command type. In addition to
changing the parameter for a single recognition condition, the
recognition umt 16 may have a plurality of recognition con-
ditions, that 1s, a “first recognition condition”, which 1s a
condition before the parameter 1s changed, and a “second
recognition condition”, which 1s a condition after the param-
eter 1s changed.
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When the recognition unit 16 recognizes a particular class
(for example, a type of operation), the detecting unit 17
retrieves a section of the time series information correspond-
ing to the recognized feature value (a template feature). In
addition, the detecting unit 17 retrieves the time series imnfor-
mation prior to the currently retrieved section of the time
series mformation. In addition, the detecting unit 17 deter-
mines whether the preceding time series signal has a section
that 1s correlated with the time series signal of the recognized
teature value. If the detecting unit 17 detects a correlated
section, the detecting unit 17 defines the correlated section as
a section.

For example, the detecting unit 17 compares the time series
ol feature values 1n the acquired candidate section with the
time series of feature values of the recognized motion (the
template feature) and detects a section having a similarity that
1s higher than or equal to a predetermined threshold value (a
section) as a correlated section.

According to the present exemplary embodiment, one or
more sections, that is, sections each having a similarity that 1s
higher than or equal to the predetermined threshold value are
detected. Learning 1s performed using the input signal corre-
sponding to the section and serving as a learning sample.
Thereatfter, the parameter changing unit 19 changes the
parameter. Inthis manner, according to the present exemplary
embodiment, the feature value of the input signal 1s learned as
a new learming sample. By using a parameter obtained
through the learning, an input signal that was not previously
recognized can be recognized when the signal 1s input next
time and thereatter.

The detecting unit 17 may detect one or more candidate
sections. Among the plurality of candidate sections, the
detecting unit 17 may select the section detected first or last
on a time axis as a candidate section. The detecting unit 17
may select a predetermined number of sections as candidate
sections based on the similarity to the feature value for which
the type of operation 1s recognized.

The identification unit 18 identifies a person who iputs the
time series information. More specifically, the identification
unit 18 identifies the user by comparing the user identification
information (the user ID and password) input through, for
example, the input umt 11 or the user face information
acquired through the 1mage pickup umt 30 with preset user
information. Note that recognition of a person using his/her
face can be made using a technique described 1n, for example,
Ying-Hao Wang, Yen-Te Shih, K.-C. Cheng, Chih-Ju1 Lin,
and Tzuu-Hseng S. Li, “Real-time image processing of
human face identification for home service robot,” Proc. of
IEEE/SICE Int. Symp. On System Integration, pp. 1171-
1176, 2011. However, the technique 1s not limited thereto.

In addition, the identification unit 18 can extract a param-
eter corresponding to the 1dentified user from the parameters
(the recognition conditions) each corresponding to one of
users (persons) and prestored 1n the storage unit 13. Accord-
ingly, the parameter changing unit 19 (described 1n more
detail below) can change the parameter for only the identified
particular person.

For example, a widely used gesture motion may signifi-
cantly vary from user to user (from person to person). In such
a case, the parameter may be changed for each of the users.
Accordingly, as described 1n the present exemplary embodi-
ment, by identifying a user, the type of operation can be
recognized or changed using the parameter stored 1n the stor-
age unit 13 and associated with the personal information
regarding the 1dentified user.

Note that 11 the operation performed through the 1dentifi-
cation unit 18 1s an operation performed on a communication
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terminal owned by the user, such as a smartphone, 1t 1s highly
likely that the communication terminal 1s used by only the
owner. Accordingly, the function of the identification unit 18
may be removed.

The parameter changing unit 19 changes the recognition
condition corresponding to a particular class recognized
using a template feature so that a feature value that 1s detected
by the detecting unit 17 and that was not previously recog-
nized can be recognized as the class. For example, the param-
cter changing umt 19 eases the parameter (the recognition
condition) identifying a class using a template feature so that
even a feature value of a motion detected by the detecting unit
17 so as to have a high similarity 1s recognized as the same
operation. However, the parameter to be changed by the
parameter changing unit 19 1s not limited thereto. Alterna-
tively, 1 the user has already been 1dentified by the 1dentifi-
cationunit 18, the parameter changing unit 19 may change the
parameter (the recognition condition) preset for the identified
user.

The parameter changed by the parameter changing unit 19
1s stored in the storage unit 13. According to the present
exemplary embodiment, by using the parameter changed by
the parameter changing unit 19, an operation that was not
previously recognized 1n the recognition process performed
by the recognition unit 16 can be recognized next time and
thereatter.

Note that the parameter changing unit 19 stores the param-
cter (the first recogmition condition) 1n the storage unit 13
before changing the parameter. Subsequently, the parameter
changing unit 19 changes the parameter 1n the above-de-
scribed manner. If a predetermined condition 1s satisiied, the
parameter changing unit 19 changes back the changed param-
cter (the second recognition condition) to the parameter
betore the change (the first recognition condition). This pro-
cess 1s referred to as an “initialization process”. As used
herein, the term “predetermined condition” refers to at least
one of elapse of a predetermined period of time, completion
of a predetermined motion, and reception of an instruction
from the user. However, the predetermined condition 1s not
limited thereto. In this manner, the case in which similar
feature value and recognition condition significantly differ
from the originals can be avoided and, thus, misrecognition of
the type of operation can be avoided.

The operation execution unit 20 performs an operation
based on the result of recognition acquired by the recognition
unit 16. Note that examples of the operation include but not
limited to: jumping to the next page or the previous page,
zooming 1n or out a page, printing, and starting or ending a
predetermined application (for example, a web browser, a
word processor, spreadsheet software, mail software, social
networking service (SNS) software).

The transcerver unit 21 1s a communication unit for recerv-
ing and transmitting a variety of information 1tems from and
to external devices via a communication network, such as the
Internet or a local area network (LAN). The transcerver unit
21 can recerve a variety of information 1tems prestored in the
external devices and also can transmit the result of processing
performed by the signal processing device 10 to the external
devices via, for example, the communication network.

The control unit 22 controls all of the components of the
signal processing device 10. More specifically, for example,
the control unit 22 performs a variety of processes regarding
a signal in response to an instruction received from, for
example, the user through the input unit 11. Examples of the
variety of processes include causing the time series informa-
tion acquiring umt 14 to acquire time series nformation,
causing the feature value extraction unit 15 to extract a feature
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value, causing the recognition unit 16 to recognize a user
operation, and causing the detecting unit 17 to detect a can-
didate section. In addition, examples of the variety of pro-
cesses include, but not limited to, causing the identification
unit 18 to 1dentity the user, causing the parameter changing
unit 19 to change the parameter, and causing the operation
execution unit 20 to execute a process corresponding to the
type of operation.

While description has been made with reference to the
image pickup unit 30 disposed outside the signal processing
device 10 (refer to FIG. 1), the location of the image pickup
unit 30 1s not limited thereto. For example, the image pickup
unit 30 may be included 1n the signal processing device 10.

Examples of the signal processing device 10 include, but
not limited to, a personal computer (PC), a server, and a
communication terminal, such as a smartphone or a tablet,
and a cell phone. Examples of the signal processing device 10
turther include a game machine, a music reproduction sys-
tem, an automotive navigation system, and so on.

Through the above-described configuration according to
the present exemplary embodiment, a signal that was not
previously recognized can be recognized. Note that by, for
example, acquiring a signal 1n a candidate section using the
detecting unit 17, the signal processing device 10 can obtain
information as to what mnput mistake (wrong motion) the user
has made.

Hardware Configuration of Signal Processing Device

According to the present exemplary embodiment, by
installing an execution program (a signal processing pro-
gram) that can cause a computer to perform the variety of
functions in, for example, a general-purpose PC or a commu-
nication terminal (for example, a smartphone), the signal
process ol the present exemplary embodiment can be per-
formed. An exemplary hardware configuration of the com-
puter (the signal processing device 10) that can perform the
signal process ol the present exemplary embodiment 1s
described next with reference to the accompanying drawings.

FI1G. 2 illustrates an exemplary hardware configuration that
allows the signal process to be performed. As illustrated 1n
FIG. 2, a computer body includes an mput unit 41, an output
unit 42, a drive unit 43, an auxihary storage unit 44, a main
memory unit 45, a central processing umt (CPU) 46 that
performs a variety of control processes, and a network con-
nection unit 47. These units are connected to one another via
a system bus B.

The mput umt 41 ncludes a keyboard and a pointing
device, such as a mouse, operated by the user and an audio
iput device, such as a microphone. The mput unit 41
receives, Irom, for example, the user, an instruction to execute
a program, a variety of operation information items, and
information used for starting software.

The output unit 42 includes a display device that displays a
variety of windows and data used for controlling the com-
puter that performs the processes of the present exemplary
embodiment. Thus, the progress and the interim results of the
execution of the program can be displayed using the control
program of the CPU 46.

Note that according to the present exemplary embodiment,
the execution program to be installed in the computer 1s
provided using, for example, a removable recording medium
48, such as a umiversal serial bus (USB) memory, a compact
disc read only memory (CD-ROM), or a digital versatile disk
(DVD). The recording medium 48 storing the program can be
set 1n the drive unit 43. The execution program stored in the
recording medium 48 1s 1nstalled from the recording medium
48 1n the auxiliary storage unit 44 via the drive unit 43 1n
response to a control signal output from the CPU 46.
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An example of the auxihiary storage unit 44 1s a storage
umit, such as a hard disk drive or a solid state drive (SSD). The
auxiliary storage unit 44 stores the execution program accord-
ing to the present exemplary embodiment and a control pro-
gram for the computer in response to a control signal output
from the CPU 46 and performs an input and output operation
as appropriate. The auxiliary storage unit 44 can read and
write desired information 1tems among the stored information
items 1n response to a control signal output from the CPU 46.

The main memory unit 45 stores, for example, the execu-
tion program read from the auxiliary storage unit 44 by the
CPU 46. For example, a read only memory (ROM) or a
random access memory (RAM) 1s used as the main memory
unmit 45. The auxiliary storage unit 44 and the main memory
umt 45 correspond to, for example, the storage unit 13
described above.

The CPU 46 performs overall control of the computer and,
thus, can perform a variety of arithmetic processes and an
iput and output processes ol data from and to each of the
hardware components based on the control program, such as
an operating system, and the execution program stored 1n the
main memory unit 45. A variety of information items used for
execution of the program can be retrieved from the auxiliary
storage unit 44. In addition, the results of execution can be
stored 1n the auxiliary storage unit 44.

More specifically, the CPU 46 executes the program
installed 1n the auxiliary storage unit 44 1in response to, for
example, an execution instruction received from the input
umt 41. In this manner, the CPU 46 performs the process
corresponding to the program 1n the main memory unit 45.
For example, by executing a signal processing program, the
CPU 46 can perform the processes for acquiring the above-
described time series information using the time series mnfor-
mation acquiring unit 14, extracting a feature value using the
teature value extraction unit 15, and recognizing the type of
operation using the recognition unit 16. The CPU 46 can
turther perform the processes for detecting a candidate opera-
tion using the detecting unit 17, identifying a person using the
identification umt 18, changing the parameter using the
parameter changing unit 19, and executing an operation using
the operation execution unit 20. Note that the processes per-
formed by the CPU 46 are not limited thereto. The results of
the processes performed by the CPU 46 are stored in the
auxiliary storage unit 44 as appropriate.

The network connection unit 47 1s connected to, for
example, a communication network 1n response to a control
signal received from the CPU 46. Thus, the network connec-
tion unit 47 receives the execution program, the soitware, and
setting information from, for example, an external device
connected to the communication network. In addition, the
network connection unmt 47 can provide the results obtained
by executing the program or the execution program according
to the present exemplary embodiment to the external device.

Through the above-described hardware configuration, the
signal process according to the present exemplary embodi-
ment can be performed. In addition, by 1nstalling the program
in a general-purpose PC and a communication terminal, the
signal process according to the present exemplary embodi-
ment can be easily performed.

Exemplary Process Performed by Signal Processing
Device

An exemplary process performed by the signal processing
device 10 according to the present exemplary embodiment 1s
described below with reference to a tlowchart. FIG. 3 1s a
flowchartillustrating the exemplary process performed by the
signal processing device 10 according to the present exem-
plary embodiment.
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As 1llustrated in FIG. 3, the time series information acquir-
ing unit 14 of the signal processing device 10 acquires the
time series information regarding an input signal from the
user (S01). Examples of the input signal include, but not
limited to the motion of the hand or body of the user (the
gesture motion) acquired from the image pickup unit 30 1n the
above-described manner, audio information, and a detection
signal of the position of the finger or a touch pen on a touch
panel. Note that the process performed in S01 may mvolve
acquiring the time series information prestored 1n the storage
unit 13 in addition to acquiring the time series information
from the 1mage pickup unit 30.

The feature value extraction unit 15 of the signal process-
ing device 10 extracts the feature value from the acquired time
series information (S02).

The recognition unmit 16 of the signal processing device 10
compares the extracted feature value with the parameter (the
first recognition condition) for recognizing a preset particular
type of operation (a class) to recognize the type of operation
(S03). In this manner, the recognition unit 16 determines
whether the extracted feature value 1s recognized as the preset
particular type of operation (S04).

In S03, the recognition unit 16 determines whether the
teature value extracted i S02 1s within, for example, the
range of the feature preset for the type of operation. If the
feature value extracted i S02 1s within the range of the
teature value preset for the type of operation, the recognition
unit 16 recognizes the feature value extracted 1in S02 as the
type of operation corresponding to the parameter.

If the recognition unit 16 can recognize the feature value
extracted 1 S02 as a particular type of operation (YES 1n
S04), the detecting unit 17 of the signal processing device 10
retrieves the feature value of that portion (S05). Subse-
quently, the detecting umit 17 of the signal processing device
10 detects at least one candidate section having a feature value
that 1s similar to the retrieved feature value from the time
series information preceding the point 1n time when the type
of operationis recognized based on the retrieved feature value
(S06).

Subsequently, the detecting unit 17 of the signal processing
device 10 detects, from among the sections detected 1n S06, a
section having a similanty that 1s higher or equal to a prede-
termined threshold value as a section (S07). While, in S07, the
section has been detected by the detecting unit 17 using the
threshold wvalue as a reference wvalue, another detection
method may be employed. For example, from among the
sections detected 1n S06, the sections detected 1n a predeter-
mined order ({or example, the first section or the last section)
may be selected as a candidate section. Alternatively, the
detecting umit 17 may detect a predetermined number of
sections 1n decreasing order of similarity.

Subsequently, the identification unit 18 of the signal pro-
cessing device 10 identifies the user (S08). The parameter
changing unit 19 of the signal processing device 10 changes
the parameter (the recognition condition) (S09). At that time,
for example, the parameter used 1n S03 1s changed so as to be
cased. As a result, the input signal input 1n the section detected
in S07 1s also recognized as the type of operation that 1s the
same as that recognized in S03. However, the method for
changing the parameter 1s not limited thereto.

In addition, 11 the person (the user) 1s identified 1n S08, the
parameter changing unit 19 of the signal processing device 10
changes the recognition condition of the parameter set for the
user. However, if the person i1s not identified 1n S08, the
parameter changing unit 19 of the signal processing device 10
changes a common parameter. Thereafter, the operation
execution unit 20 of the signal processing device 10 performs
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an operation corresponding to the input signal based on the
type of operation recognized 1n S03 as described above (S10).

If, 1n S04, the mnput signal has not been recognized as a
particular type of operation (NO 1n S04) or 1f the processing
proceeds from S10, the signal processing device 10 deter-
mines whether the processing 1s to be completed based on, for
example, an user mstruction (S11). If the processing 1s not
completed (NO 1 S11), the processing performed by the
signal processing device 10 returns to S01. Thereafter, the
process 1n S01 and the subsequent processes are performed.
In such a case, the parameter referenced 1n S03 1s the param-
cter changed 1n S09 (that 1s, the second recognition condi-
tion). Accordingly, in the next processing and thereafter, the
recognition unit 16 can recognize an input signal that was not
previously recognized as the type of operation.

However, 11, in S11, the processing 1s to be completed 1n
response to, for example, a user mstruction (YES 1n S11), the
parameter changing unit 19 of the signal processing device 10
may imitialize the parameter changed i S09 (the second
recognition condition) 1nto the original parameter (the first
recognition condition) before completing the processing
(512). In this manner, misrecognition caused by overexpand-
ing the parameter does not occur. Note that the point 1n time
at which the parameter 1s initialized 1s not limited to the point
in time 1 S12. For example, the parameter may be mnitialized
alter a predetermined period of time has elapsed or when an
instruction 1s recerved from the user.

Through the above-described signal processing, a signal
that was not previously recognized can be recognized.

Example of Signal Processing

A particular example of the above-described signal pro-
cessing 1s described below with reference to the accompany-
ing drawings. Note that the following description 1s made
with reference to the case 1mn which a gesture motion of the
user 1s acquired from a video (time series 1mage frame nfor-
mation) captured by the image pickup unit 30 and, thereatter,
the type of operation 1s recognized. At that time, the output
teature value represents the center of gravity coordinates of
the hand of the user.

Example of Feature Value Extraction Process

An example of the above-described feature value extrac-
tion process 1s described 1n detail first. FIG. 4 1llustrates an
example of an input 1mage of a frame t. According to the
present exemplary embodiment, the feature value extraction
unit 15 of the signal processing device 10 extracts the feature
value from time series image information I(x, v, t).

For example, the 1image information I(x, vy, t) represents a
color 1image 1n a given color space and has a coordinate
system (X, y) having an origin at the upper left corner of the
image. In addition, a frame t 1s a frame captured at a time t 1n
the time series. That 1s, according to the present exemplary
embodiment, as 1llustrated in FIG. 4, the feature value extrac-
tion unit 15 of the signal processing device 10 extracts the
teature value based on the color information (R, G, B) of the
pixels corresponding to the coordinates of each of the frames.

Note that 1n the example 1illustrated 1n FIG. 4, a frame
image 1s provided in the RGB color space. However, infor-
mation based on a color space such as YUV or HSV may be
input. If information based on a color space such as YUV or
HSYV 1s mnput, the information can be converted 1into informa-
tion 1n another color space.

When the coordinates o the positions of the hand in 1mages
are used as the time series of the feature value, the feature
value extraction unit 15 of the signal processing device 10
retrieves a portion having a flesh color from a frame image.
Thereafter, the feature value extraction unit 15 removes a face
portion as appropriate to obtain the 1image of a hand region.
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The centers of gravity coordinates of the hand region are used
as the coordinates of the hand.

For example, when a skin region 1s detected and if the
image data 1s converted from an RGB color space into an
HSV color space, the following equations are used:

V = MAX(R, G, B) (1)

o MAX(R, G, B) = MIN(R, G, B)
- %

f h
G-B)+(G-R
H = cos! ( )+ ( ) }

k2\/(G—B)2+(G—R)(B—R) J

FIG. 5 illustrates an example of a skin region 1mn an HS
plane. According to the present exemplary embodiment,
when converting the image data from an RGB color space into
an HSV color space using equation (1), the feature value
extraction unit 15 of the signal processing device 10 converts
the RGB value of each of the pixels into the HSV value and
extracts, as skin pixels, only pixels each having a color value
V higher than or equal to a threshold value and having a
particular value for each of a hue H and a saturation S. At that
time, the saturation S can be obtained using the following
equation:

Sy = |R#+ Gg + Bl (2)
_|[(R=-G)+R=-B)\ (V3(G-B)
_( 2 ] 2
 (R-G)+R-B)} (V3 G-B)Y
_\( > ] 1T 2

where

F=1(1,0)

L (1 V3

ST 72 T2

o[ V3

2 2

In an 1mage obtained through the above-described opera-
tion, a pixel indicating a skin has a value of *“1”, and a pixel not
indicating a skin has a value of “0”. This image 1s written as
a skin image Ct=C(x, v, t).

An example of the above-described process performed by
the feature value extraction unit 15 1s described next with
reference to a tlowchart. FIG. 6 1s a flowchart of the process
performed by the feature value extraction unit 15. The feature
value extraction unit 15 of the signal processing device 10
acquires the color information (R, G, B) of each of the pixels
in a frame (an 1mage (R, G, B)=I(x, v, 1)) first (S21) and,
therealter, acquires an image size (dx, dy) (S22).

The feature value extraction unit 15 of the signal process-
ing device 10 calculates a skin 1mage C(X, vy, t) using the
above-described processes (523) to obtain a skin label image
L(x, v, 1) (S24). At that time, in the feature value extraction
process, all of C(x, v, t) are set to an 1nitial value of <0 (8235),
a Y-direction parameter 1 1s set to “0” (826), and an X-direc-
tion parameter j 1s set to <07 (827).

The feature value extraction unit 135 of the signal process-
ing device 10 converts the image from the RGB color space
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into the HSV color space using equation (1) (S28). The fea-
ture value extraction unit 15 of the signal processing device
10 determines whether each of the values of the saturation S
and the hue H 1n the converted HSV space 1s greater than a
predetermined minimum value and 1s less than a predeter-
mined maximum value (S29). That 1s, in S29, the feature
value extraction unit 15 of the signal processing device 10
obtains the saturation S and the hue H for each of the pixels
and determines whether the obtained value 1s within a prede-
termined threshold wvalue range (Smin<S<Smax, and
Hmin<H<Hmax).

At that time, 11, 1n S29, the condition 1smet (“YES” 1n S29),
only the corresponding pixel 1n the skin image C having the
values within the ranges 1s set to “1” (C(, 1, t)=1) (S30).
However, 11 the processing proceeds from S30 or 1f, 1n S29,
the condition 1s not met (“NO” 1n S29), the feature value
extraction unit 15 of the signal processing device 10 incre-
ments the value of 1 by one (+1) (5831) and determines whether
1 1s less than dx (S32).

I17 15 less than dx (YES 1n S32), the processing performed
by the feature value extraction unit 15 of the signal processing,
device 10 returns to S28. However, if j 1s not less than dx (NO
in S32), the feature value extraction umt 15 of the signal
processing device 10 increments 1 by one (+1) (S33) and
determines whether 1 1s less than dy (S34). 111 1s less than dy
(YES 1n S34), the processing returns to S27.

However, 11 1 1s not less than dy (NO 1n S34), the feature
value extraction unit 15 of the signal processing device 10
generates a label table (LT) through a labeling process (S35).
The feature value extraction unit 15 of the signal processing
device 10 acquires a feature value, such as a moment feature,
(S36) and stores the acquired feature value of the hand 1n, for
example, the storage unit 13 (S37).

Note that 1n the feature value extraction process illustrated
in FIG. 6, the feature value extraction unit 15 of the signal
processing device 10 performs a labeling process as illus-
trated 1 S35 to remove a small region. However, the above-
described process may be removed. The labeling process (a
connected component process) 1s performed 1n order to define
a separation and connection relationship among regions. Two
pixels 1n two skin regions that are connected with each other
via only a skin region are provided with the same label, and
two pixels 1n two skin regions that are not connected with
cach other are provided with different labels. In addition, 1n
S35, the feature value extraction unit 15 of the signal process-
ing device 10 generates a label table (LT) that indicates a
separation and connection relationship among regions based
on the labels provided using the above-described techmque.
In this manner, information as to whether a region 1s 1solated
can be obtained. Thereatter, by deleting a region with a label
having a pixel of a value that i1s less than or equal to a
predetermined threshold value Th, only a skin region which 1s
a small region can be removed. Note that such a technique for
labeling 1s described in R. M. Haralick and L. Shapiro, “Com-
puter and robot vision”, Addison-Wesley, pp. 28-48, 1992,
However, the labeling technique 1s not limited thereto.

According to the present exemplary embodiment, through
the above-described processes, a region used for, for
example, gesture recognition 1s determined. For example, 1n
order to delete a face region, by deleting a region that overlaps
a Tace region detected using a face detection algorithm, only
a desired region can be processed.

As aresult, the feature value extraction unit 13 of the signal
processing device 10 can extract the center of gravity coor-
dinates (xt, yt) of each frame (=a primary moment feature) as
a feature value w(t). In addition, as another feature value, a
moment feature MO having secondary moment features such
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as sizes Mxx, Mxy, and Myy of a region as elements may be
used. In this manner, in addition to the above-described pri-
mary moment feature, a high-dimensional feature vector can
be used.

The time series of the feature value obtained using the
above-described technique 1s represented as w(t)=w(1, t),
where i={0, . .., D}. D represents the feature dimension, and
t represents the time. For example, since the above-described
gesture recognition has two dimensions of x and y, D=2.

Example of Recognition Process

An example of the above-described recognition process 1s
described in more detail below. If the above-described feature
value 1s generated 1n a time series manner, the recognition
unit 16 performs recognition of, for example, the type of
operation using the time series of the feature value. I the
recognition unit 16 uses, for example, a support vector
machine, the support vector machine can be given as follows:

(¢
f(x) =sign Z w;rxr + by
=0

"’ (3)

The recognition unit 16 can determine whether the feature
value 1s 1ncluded 1n a particular class (for example, a particu-
lar gesture) using the sign of the output 1 1n equation (3) (that
1s, positive or negative). Note that t' denotes a time window. z
denotes the offset to a given time. In addition, X, and b, denote
the parameters for operating a classification plane. In particu-
lar, x_represents a D-dimensional parameter vector. The value
of an element 1 of the parameter vector 1s written as x_.. By
changing the parameter values x,, and b, a different result can
be output although the same feature value i1s mput. Values
obtained through learning 1n advance are given to the param-
eters X, and b,

Alternatively, according to the present exemplary embodi-
ment, a decision tree, for example, can be used as another
classifier. In Iterative Dichotomiser 3 (ID3) that generates a
decision tree, the dimensions of the feature value are consid-
ered to be independent from one another. For a feature dimen-
s10n 1, the entropy obtained when separation 1s made using a
threshold value 7 1s written as M(1, 1).

The smallest value M (1) of M(, j) obtained when j 1s
changed 1s represented as M (1)=min ;M(1, ] ). Separation at the
optimum feature value can be given as M, =min,M (1).

By, after selecting a classifier in a first stage as described
above, repeating the above-described operation using a fea-
ture dimension other than the feature dimensions used for
cach of the separated classes, a decision tree can be generated.
Note that in classification, determination begins with the
layer of the root of the tree using the feature value used for the
classification and, subsequently, the processing can proceed
for the next layer.

Another example of a classifier 1s Boosting. In Boosting, a
strong learner H 1s generated by combining a plurality of
(weak) learners h,. Let j be the number of connections
between learners, and let N be the number of samples x,
having correct solutions y,. Then, decision 1s made using the
sign of the following equation:

(4)
H(x) = Z ¢ il (x)

J
J=0
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If the sign of equation (4) 1s positive, the sample X 1s
included 1n a desired class. However, 11 the sign of equation
(4) 1s negative, the sample x 1s not included 1n the desired
class. In equation (4), h denotes one of the learners. Let w,
denote the weight of the learner, and let w, denote the weight
of one of the samples. The initial value of w, 1s set to 1/N. In
addition, a learner h(x) learns using the weight {w,} (an
optimal weak learner 1s selected). Note that the learner 1s a
learner that minimizes err,=E (the sample in which y;=h.(x,)).
where E represents an expectation. That 1s, when err ~E (the
sample 1n which y,=h(x;)) and the following equation (5) 1s
used, the weight for each of the samples 1s updated. Thereat-
ter, 1 1s sequentially incremented.

(3)

Furthermore, by using the following equation (6), w 1s
normalized:

Y )

yi#fjlx)

w; & W;CXp

Alternatively, according to the present exemplary embodi-
ment, as another example of classification, a neural network
can be applied (refer to, for example, Japanese Laid-open
Patent Publication No. 2003-080484). Still alternatively,
according to the present exemplary embodiment, as another
example, simpler threshold value processing can be applied.
For example, a classification process using a threshold value
b, can be applied as follows:

(7)

1 max(wl(i, 1) < b,

|

Otherwise

In this case, 11 {(x)=1, the sample x 1s included 1n a particu-
lar class. Otherwise (for example, 11 1{x)=-1), the sample x 1s
not included 1n the particular class. However, according to the
present exemplary embodiment, the recognition technique 1s
not limited thereto.

Example of Section Detection Process

An example of the section detection process 1s described 1n
detail next. If the recogmition unit 16 recognizes that the
feature 1s included 1n a particular class (for example, some
type ol operation), the detecting unit 17 acquires the time
series of the feature value w(t) and the offset time z. In
addition, the detecting unit 17 retrieves the time series of the
feature value w(t) from the time z to a time z+t' as a template
feature. The template feature 1s defined as s(t). That 1s,
s(t)y=w(t+z), where t={0, . . ., t'}. Furthermore, the detecting
umt 17 retrieves a section of frames (Nif+Nb+1), which
includes the previous frame N1 and the next frame Nb of the
frame detected through the above-described process. This
retrieved section 1s defined as a time series of a feature value.

FIG. 7 illustrates the motion of the hand and 1ts transition.
FIG. 8 illustrates an example of extraction of a time series of
a Teature value used for detecting a candidate section. In the
example illustrated 1in FIG. 7, a frame at a predetermined time
t (a frame t), a frame 1mmediately preceding the frame t (a
frame t—1), and a frame 1immediately preceding the frame t-1
(a frame t-2) are extracted.
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The detecting unit 17 extracts a feature value based on, for
example, the above-described position and motion of the
hand (refer to arrows 1illustrated in FIG. 7) from each of the
image frames and extracts, from the time series transition of
the feature value (the time t), a portion 1n which the hand
moves more than a predetermined threshold value (Thd). In
addition, the detecting umt 17 follows the extracted portion 1n
a time series manner and, thus, detects a candidate section.
Note that 1n the above-described example, a frame-by-frame
displacement of the feature value of the hand 1s used. How-
ever, the displacement 1s not limited thereto. For example, a
candidate section may be detected based on a displacement of
the feature value at several-frame intervals.

The detecting unit 17 detects, from the time series of the
teature value extracted by the feature value extraction unit 15,
a detected frame section (Nb to Ni) based on, for example,
three frames 1llustrated FIG. 7. In addition, the detecting unit
17 may remove a bias component and detect a template sec-
tion (NI+Nb+1 frames). The bias component can be removed
by averaging the extracted time series of feature values and
subtracting the average from the original signal to generate a
new time series of a feature value. However, removal of a bias
component 1s not limited thereto. When, for example, the
range of the signal value 1s from 0 to 255, the detecting unit 17
can control the range so that the center of the feature value 1s
0 (the origin) by removing a bias component (for example, the
range 1s changed to a range from —128 to 128 by removing a
bias component). In this manner, calculation of a correlation
(described in more detail below) can be facilitated.

Example of Candidate Section Detecting Process Per-
formed by Detecting Unait

An example of a candidate section detecting process per-
formed by the detecting umt 17 1s described in detail below.
For example, the detecting unit 17 sets the range of a candi-
date section for detecting a time series of a feature value that
1s similar to the template feature appearing before a time z.
For example, 11, 1n a section defined by At from a predeter-
mined time t, a difference between the largest value and the
smallest value (an absolute difference) 1s greater than a pre-
determined threshold value (Th), the time t of interest is
defined as a candidate section point. This operation 1is
repeated backward 1n time so that a candidate section point 1s
extracted.

A time point to which the time t of interest traces back may
be the time point at which the user started inputting some
signal. However, the time point 1s not limited thereto. For
example, the time point may be set to a predetermined time,
such as a time 10 seconds before the current time. In addition,
if a period of time between two neighboring candidate section
points 1s longer than or equal to 2At, the start point of the
candidate section 1s set to the current position t, and the end
point of the candidate section 1s set to the time at which the
template feature 1s retrieved first.

FIGS. 9A to 9D illustrate an example of detection of a
candidate section made by the detecting unit. FIG. 10 1s a
flowchart of an example of a candidate section detecting
process performed by the detecting unat.

According to the present exemplary embodiment, the
detecting unit 17 acquires a feature value corresponding to the
time series information acquired as the time t passes as llus-
trated 1 FIG. 9A (that 1s, a time series of a feature value).
Subsequently, as 1llustrated 1n FI1G. 9B, the detecting umt 17
detects a section of the template feature 1 the above-de-
scribed manner and acquires a time at which, for example, the
feature value 1s maximized and a time at which the feature
value 1s minimized 1n a section defined by +At from the time
t prior to the start time of the detected section (the time points
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corresponding to the positions indicated by black circles 1n
FIG. 9B). The detecting unit 17 performs the above-described
process while shifting the time t by a predetermined time
interval. Thus, as illustrated 1n FIG. 9C, the detecting unit 17
acquires one or more time points (the time points correspond-
ing to the positions indicated by black circles 1n FIG. 9C).
Furthermore, by connecting sections for which a difference
between the feature values at two times obtained in the above-
described process 1s greater than or equal to the predeter-
mined threshold value Th and the two time points are within
a predetermined range (for example, 2At), the detecting unit
17 can detect a candidate section, as illustrated 1in FIG. 9D.
More specifically, as illustrated in FIG. 10, the detecting,
unit 17 acquires a time series of a feature value F(t) illustrated
in FIG. 9A stored 1n, for example, the storage unit 13 (S41)
and acquires a template feature T(t) (S42). In addition, the
detecting unit 17 mputs a start time tm of the section from
which the template feature T(t) 1s acquired 1n S42 (that 1s, the

template section) (S43).

Subsequently, the detecting unit 17 sets a space parameter
s used for setting a candidate section to the 1nitial value (the
space parameter s=0) (S44). Note that the space parameter s 1s
used to control, 1n the subsequent process, a time interval
during which a difference between the largest feature value
and the smallest feature value obtained at two time points 1s
less than the threshold value (that 1s, a time interval during
which the motion 1s small).

The detecting unit 17 sets the time t, which 1s a time of
interest used for processing, to the start time tm obtained 1n
S43 (545). Thereatter, the detecting unit 17 obtains a time
point at which the feature value 1s maximized and a time point
at which the feature value 1s minimized 1n a time section
defined by txAt (546).

The detecting unit 17 determines whether a difference
between the largest feature value and the smallest feature
value obtained at the two time points 1n S46 1s greater than or
equal to the threshold value Th (547). If the difference
between the largest feature value and the smallest feature
value 1s greater than or equal to the threshold value Th (YES
in S47), the detecting unit 17 determines that some motion 1s
performed 1n that time section. Accordingly, 1n order to con-
tinue the processing after further shifting the time point t
backward on the time axis, the detecting unit 17 sets the space
parameter s to the 1mitial value (s=0) (548).

I1 the difference between the largest feature value and the
smallest feature value obtained at two time points 1s not
greater than or equal to the threshold value Th (NO 1n S47),
the detecting unit 17 increments the space parameter s by one
(+1) (549). Note that for example, 1n S49, the period of time
during which a difference between the largest feature value
and the smallest feature value is less than the threshold value
1s set to one second. However, the process 1s not limited
thereto. Subsequently, the detecting unit 17 determines

whether the period of time corresponding to the space param-
cter s exceeds 2At (S50).

I1 the period of time does not exceed 2At (NO 1 S50) or 1f
the processing proceeds from S48, the detecting unit 17 dec-
rements the time t by one (-1) (S851). Thereaftter, the process-
ing returns to S46. That 1s, 1n S51, for example, the time of
interest for processing 1s moved backward on the time axis
(for example, —1 second). However, the process 1s not limited
thereto.

However, 11, 1n S50, the period of time corresponding to the
space parameter s exceeds 2At (YES 1n S30), the detecting
unit 17 outputs the section as a candidate section [t:tm] (852).
That 1s, 1n the process 1llustrated 1n F1G. 10, the detecting unit
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17 detects a time section during which the user continuously
performs some motion as a candidate section.

While the description above has been made with reference
to a process 1n which a candidate section 1s detected based on
the feature value of an 1mage, the feature value 1s not limited
to the feature value of an1mage. For example, the process can
be similarly applied to detect a section even when the input
signal 1s an audio signal.

Example of Section Detecting Process Performed by
Detecting Unat

An example of a section detecting process performed by
the detecting unit 17 1s described next. Using the result of
detection of a candidate section described above, the detect-
ing unit 17 digitizes the similarity of the feature value 1n the
candidate section to the template feature and extracts a por-
tion having a high similarity as a section.

FIG. 11 1llustrates an example of detection of a section
performed by the detecting unit. FIG. 12 1s a flowchart of an
example of a section detecting process performed by the
detecting unat.

The detecting unit 17 can calculate the similarity using, for
example, a mutual correlation between the time series of the
teature value 1n the candidate section and the template fea-
ture. However, the calculation 1s not limited thereto. More
specifically, as illustrated in FIG. 11, the detecting unit 17
uses the section (Nb+N1i+1) corresponding to the template
feature as a reference. The detecting unit 17 moves the time
point of interest backward on the time axis and compares the
time series of the feature value 1in a candidate section with the
teature template. In this manner, the detecting unit 17 sequen-
tially calculates a correlation between the two feature values.
As a result, as illustrated in FIG. 11, the correlation for the
candidate section can be obtained.

For example, as illustrated 1n FI1G. 11, although a portion of
the time series of the feature value of the candidate section
having a high correlation value with the template feature 1s
close to the feature value recognized by the recognition unit
16, the portion 1s not recognized as the predetermined opera-
tion. However, the input signals have a high similarity to each
other. In addition, since a portion having a high similarity
value appears, it 1s likely for the user to perform the prede-
termined input operation a plurality of times.

Accordingly, if the detecting unit 17 can detect one or more
sections having a high correlation value, the detecting unit 17
changes the parameter (the recognition condition) using the
parameter changing unit 19 so that the feature value 1n the
section 1s recognized as a type of operation that 1s the same as
the type of operation recognized from the template feature. In
this manner, in the subsequent recognition processes, the
recognition unit 16 can recognize a type of operation that was
not previously recognized.

In the example 1llustrated 1n FIG. 12, the detecting unit 17
acquires a time series of a feature value F(t) 1llustrated in FIG.
9A (S61) and further acquires a template feature T(t) (S62).
Subsequently, as 1llustrated in FIG. 11, the detecting unit 17
calculates a mutual correlation between the time series of the
teature value 1n the candidate section and the template feature
using, for example, a predetermined correlating equation and
acquires a correlation value for the time t (S63). Thereafiter,
the detecting unit 17 detects a peak value of the correlation
and outputs the section based on the detected peak value
(S64).

FI1G. 13 illustrates an example of the result of a correlation.
An example 1llustrated 1n FIG. 13 indicates that the detecting,
unit 17 calculates the correlations in S63 1n the above-de-
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scribed manner and detects a plurality of portions each having,
a high correlation value (a peak value) (two portions 1n this
example).

As 1llustrated 1n FIG. 13, 1f a plurality of peaks of the
correlation value appears 1n a relationship between the time t
and the correlation value, the detecting unit 17 uses a time
point at which the calculation of a correlation 1s started as a
time point of interest and detects a plurality of peak values
having a correlation that 1s higher than a predetermined
threshold value and, subsequently, detects a section based on
time points corresponding to the peak values. Note that a
technique for detecting a section 1s not limited thereto. For
example, the detecting unit 17 may detect, from among a
plurality of peak values, the first or last peak value on the time
axis. Alternatively, the detecting unit 17 may detect all of the
peaks or a peak at which the correlation value 1s maximized.
Still alternatively, the detecting unit 17 may detect a peak of
the correlation value that 1s higher than or equal to a prede-
termined threshold value.

For example, 11 the detecting unit 17 detects the first peak of
the correlation value on the time axis, the “first peak™ illus-
trated 1n FIG. 13 1s detected. It 1s highly likely that the first
peak indicates a first input operation performed by the user.
Accordingly, the parameter changing unit 19 changes the
parameter so that the time series of the feature value corre-
sponding to the first peak 1s recognized as a type of operation
that 1s the same as the type of operation corresponding to the
template feature. In this manner, the user can easily input a
desired operation in the subsequent operations.

Alternatively, 11 the detecting unit 17 detects a peak at
which the correlation value 1s maximized from the candidate
sections, the “second peak” 1llustrated 1n FI1G. 13 1s detected.
The second peak indicates a portion that 1s most similar to the
template feature. Accordingly, the parameter changing unit
19 changes the parameter so that the time series of the feature
value corresponding to the second peak 1s recognized as a
type of operation that 1s the same as the type of operation
corresponding to the template feature. In this manner, the
parameter changing unit 19 does not sutier from misrecogni-
tion caused by changing the parameter too much.

According to the present exemplary embodiment, learning
1s performed using the feature value 1n a section obtained
through the above-described process. The parameter chang-
ing unit 19 changes the parameter and uses the changed
parameter 1n the subsequent recognition processes for an
input signal. In this manner, an mmput signal that was not
previously recognized can be recognized. Thus, when, for
example, a predetermined operation 1s assigned to a large
hand waving gesture in advance and 11 the user waves their
hand a bit, the gesture 1s recognized as the same operation.
Thus, the process corresponding to the operation can be per-
formed.

Note that to avoid misrecognition caused by overexpand-
ing the parameter, the range of the parameter to be changed by
the parameter changing unit 19 may be limaited.

Other Examples of Parameter Change

The above-described parameter change can be similarly
applied even when the user input an audio signal. In the case
of input of an audio signal, the amplitude information or the
cepstrum 1nformation (for example, MFCC) regarding the
audio signal can be extracted as a feature value. However, the
teature value 1s not limited thereto.

FIGS. 14A to 14C illustrate an example of detection of a
candidate section for an audio signal. In the case of an audio
signal, the recognition umt 16 acquires a time series of a
teature value based on, for example, the amplitude, as 1llus-

trated 1n FIG. 14A. As 1llustrated in FIG. 14B, the detecting
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unit 17 extracts a section of the template feature and acquires
a time at which, for example, the feature value 1s maximized
and a time at which the feature value 1s minimized 1n a section
defined by At from the time t prior to the start time of the
detected section. The detecting umt 17 performs the above-
described process while shifting the time t by a predetermined
time nterval. Thus, the detecting unmit 17 acquires one or more
time points.

Furthermore, by connecting sections for which a difference
between the feature values at two times obtained 1n the above-
described process 1s greater than or equal to the predeter-
mined threshold value Th and the two time points are within
a predetermined range (for example, 2At), the detecting unit
17 can detect an audio candidate section, as 1llustrated in FIG.
14C.

In addition, the detecting unit 17 compares the feature
value 1n the candidate section with the template feature and
detects a portion having a high correlation value (high simi-
larity) with the section. The parameter changing unit 19
changes the parameter corresponding to the type of operation
recognized from the template feature so that the feature value
in the section detected by the detecting unit 17 1s recognized
as the type of operation recognized from the template feature.
In this manner, the recognition unit 16 can recognize the type
of operation performed by the user using the changed param-
eter and, thus, can recognize a type of operation that was not
previously recognized.

In addition, the above-described parameter change can be
similarly applied to the operation performed on, for example,
a touch panel. For example, 11 a point of view of the user 1s
shifted, the user may touch (or tap) a point shifted from a
desired point. Accordingly, since no response 1s returned, the
user touches a point near the previously touched point again.
I1 no response 1s returned, a user generally touches the panel
again and again while changing the touch point. Thus, finally,
a correct point can be touched. In such a case, by using
information regarding the touch position and the periodic
information, a positional shift can be corrected. In this man-
ner, the recognition condition can be changed (for example,
the recognition condition can be eased).

When the above-described touch operation 1s performed,
the feature value extraction unit 15 can extract, for example,
time series coordinates of touch positions, the moving speed,
and pressing forces exerted on the panel as a feature value.
However, the feature wvalue 1s not limited thereto. The
extracted feature value 1s stored 1n the storage unit 13.

FIG. 15 1llustrates an example of the coordinates of touch
positions and the time ntervals of the touches. More specifi-
cally, FIG. 15 1llustrates the on/off modes, the touch intervals
(T1, T2), and the coordinates of the positions ((x1, y1), (X2,
y2), and (x3, y3)) serving as a feature value 1n a time series
manner. The “on” mode indicates a mode 1n which the finger,
tor example, of the user touches the touch panel, and the “off™
mode indicates a mode 1n which the finger of the user does not
touch the touch panel.

For example, let Th, be a predetermined distance threshold
value, and Th, be a predetermined time threshold value. Then,
the detecting unit 17 detects a time point at which the follow-
ing conditions are met:

[l

(x1=x2)°+(y1-y2)° <Th,,
(x2-x3)°+(y2-y3)*<Th,, and

T1-T21<Ths.

Inthe example illustrated in FI1G. 15, mmtouch 1 (x1, y1)and
touch 2 (x2, y2), the user does not touch any button. In touch
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3 (X3, y3), the user presses a particular button. In such a case,
if the feature value 1 “on” mode of touch 3 1s defined as the
template feature, the detecting unit 17 can determine that the
“on” modes of touches 1 and 2 are sections of a high corre-
lation.

Accordingly, the parameter changing unit 19 applies an
ollset to the coordinates (X, y) of a touch position and changes
the parameter so that each of touch 1 and touch 2 1s recog-
nized as an operation that 1s the same as the operation
obtained from touch 3. In this manner, 1n the subsequent
processes, the recognition unit 16 can recognize touches 1, 2,
and 3 as the same operation. Thus, a problem of shifting of
touch of an operation button caused by shifting of a point of
view ol the user can be solved.

Note that an example of the parameter for a touch panel 1s
not limited thereto. For example, this process can be also
applied to recognition of the operations, such as double tap,
drag, tlick, pinch-in, and pinch-out.

As described above, according to the present exemplary
embodiment, a signal that was not previously recognized can
be recognized. More specifically, according to the present
exemplary embodiment, by, for a signal section that is not
recognized, retrieving a section that 1s similar to a recognized
signal section, performing a learning process, and changing
the parameter, a signal that was not previously recognized can
be recognized.

In this manner, when the user repeatedly performs similar
gesture motions 1n order to cause a computer to recognize a
particular operation and 1f one of the gesture motions 1s rec-
ognized by the computer, the computer can recognize a ges-
ture motion that was not previously recognized can be recog-
nized as the same operation 1n the subsequent recognition
Processes.

In addition, according to the present exemplary embodi-
ment, by controlling the above-described learning process for
cach of the users using the 1dentification process, the param-
eter suitable for each of the users can be set. Furthermore,
according to the present exemplary embodiment, by changing
back the changed parameter to the original parameter at a
predetermined point 1 time, misrecognition caused by
changing the parameter too much does not occur.

Furthermore, according to the present exemplary embodi-
ment, by using, for example, a signal 1n an extracted candidate
section, information as to what input mistake (wrong motion)
the user has made can be obtained. Therefore, according to
the present exemplary embodiment, development of a learn-
ing phase and a recognition process can be improved by using
the obtained information regarding input mistakes.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n under-
standing the mvention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples 1n the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiment of the
present invention has been described 1n detail, 1t should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What 1s claimed 1s:
1. A signal processing device, comprising:
a memory; and
a processor coupled to the memory and configured to:
receive time series information related to an operation of
a user from a camera,
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extract first time series information from the time series
information,
determine whether the first time series information 1s
recognized as a particular type of operation, based on
a recognition condition,
extract second time series information prior to the first
time series information from the time series informa-
tion when the first time series mnformation 1s recog-
nized as the particular type of operation according to
the determining, the second time series information
being similar to the first time series information,
change the recognition condition so that the second time
series information 1s recognized as the particular type
of operation, and
execute a recognition processing to another time series
information based on the changed recognition condi-
tion, when the another time series information 1s
received from the camera.
2. The signal processing device according to claim 1,
wherein
the processor 1s configured to extract the second time series
information when a correlation between the first time
series mformation and the second time series informa-
tion 1s higher than or equal to a given threshold.
3. The signal processing device according to claim 1,
wherein
the processor 1s configured to:
detect one or more candidate sections from the second
time series mformation based on a similarity to the
first time series information, and
select a section including the second time series infor-
mation from among the detected one or more candi-
date sections.
4. The signal processing device according to claim 3,
wherein
the processor 1s configured to detect the one or more can-
didate sections based on at least one of a detection order
on a time axis and a given number with respect to the
similarity.
5. The signal processing device according to claim 4,
wherein
the processor 1s configured to detect the one or more can-
didate sections mcluding one of a candidate section first
detected on the time axis or and a candidate section last
detected on the time axis.
6. The signal processing device according to claim 1,
wherein the processor 1s configured to:
set the recogmition condition for a plurality of users,
change the recognition condition set for the user when the
user 1s 1dentified, and
change a common parameter set for the plurality of users
when the user unidentified.
7. The signal processing device according to claim 1,
wherein
the processor 1s configured to restore the changed recog-
nition condition to the recognition condition before the
change, when at least one of a given period of time has
clapsed, a given action has been completed, and an
istruction from a user has been provided.
8. The signal processing device according to claim 1,
wherein
the processor 1s configured to change the recognition con-
dition when the second time series information has not
been recogmized using the recognition condition before
the change.
9. The signal processing device according to claim 1,
wherein

5

10

15

20

25

30

35

40

45

50

55

60

65

22

the second time series information 1s detected when the
second time series mnformation 1s determined to be
within a range of the recognition condition for recogniz-
ing the first time series information.
10. The signal processing device according to claim 1,
wherein

the second time series information 1s used to recognize a
subsequent mput signal as satisfying the recognition
condition.

11. A signal processing method, comprising:

recerving time series information related to an operation of
a user from a camera;

extracting first time series information from the time series
information;

determinming whether the first time series information 1s
recognized as a particular type of operation, based on a
recognition condition;

extracting second time series mnformation prior to the first
time series information from the time series information
when the first time series mformation 1s recognized as
the particular type of operation according to the deter-
mining, the second time series information being similar
to the first time series information:

changing the recognition condition so that the second time
information series 1s recognized as the particular type of
operation; and

executing a recognition processing to another time series
information based on the changed recognition condi-
tion, when the another time series information 1s
recerved from the camera.

12. The signal processing method according to claim 11,

wherein

the second time series information 1s extracted when a
correlation between the first time series information and
the second time series information 1s higher than or
equal to a given threshold.

13. The signal processing method according to claim 11,

turther comprising:

detecting one or more candidate sections from the second
time series information based on a similarity to the first
time series information; and

selecting a section 1ncluding the second time series infor-
mation from among the detected one or more candidate
sections.

14. The signal processing method according to claim 13,

turther comprising:

detecting the one or more candidate sections based on at
least one of a detection order on a time axis and a given
number with respect to the similarity.

15. The signal processing method according to claim 14,

turther comprising:

detecting the one or more candidate sections including one
of a candidate section first detected on the time axis or
and a candidate section last detected on the time axis.

16. The signal processing method according to claim 11,

further comprising:

setting the recognition condition for a plurality of users;

changing the recognition condition set for the user when
the user 1s 1dentified, and

changing a common parameter set for the plurality of users
when the user 1s unidentified.

17. The signal processing method according to claim 11,

turther comprising:

restoring the changed recognition condition to the recog-
nition condition before changing, when at least one con-
dition 1s satisfied among conditions that a given period
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of time has elapsed, that a given action has been com- mining, the second time series information being similar
pleted, and that an instruction from the user has been to the first time series information;
provided. changing the recognition condition so that the second time
18. A non-transitory computer-readable storage medium series information 1s recognized as the particular type of
storing a signal processing program that causes a computerto > opeljation; and N | | |
execute a process, the process comprising: executing a recognition processing to another time series

information based on the changed recogmtion condi-
tion, when the another time series information 1s
recerved from the camera.

10 19. The signal processing device according to claim 1,
wherein the processor 1s further configured to:
determine whether the recognition processing 1s to be com-

receiving time series information related to an operation of
a user from a camera;

extracting first time series information from the time series
information;

determining whether the first time series information 1s
recognized as a particular type of operation, based on a

recognition condition; . .pilet'ed, and .. . .
extracting second time series information prior to the first initialize j[l}e recognition condition befqr © completing the
time series information from the time series information recognition processing when determining that the rec-

when the first time series mformation 1s recognized as ognition processing 1s to be completed.

the particular type of operation according to the deter- %k k%
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