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A method for controlling volume of an electronic device 1s
proposed along with the electronic device using the same. The
clectronic device has a speaker module, a display and a touch
sensor disposed on the display. The method includes the
tollowing steps. The touch sensor 1s driven when the display
1s disabled from displaying an image. A sensing signal 1s
received from the touch sensor. Inputted information 1s deter-
mined based on the sensing signal. An audio signal of the
clectronic device 1s changed according to the mputted infor-
mation. The changed audio signal 1s outputted.
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METHOD FOR CONTROLLING VOLUME OF
ELECTRONIC DEVICE AND ELECTRONIC
DEVICE USING THE SAME

CROSS-REFERENCE TO RELAT
APPLICATION

s
w

This application claims the priority benefit of U.S. provi-

sional application Ser. No. 61/651,010, filed on May 24,
2012. The entirety of the above-mentioned patent application
1s hereby incorporated by reference herein and made a part of
this specification.

TECHNICAL FIELD

The application relates to a method for controlling volume
of an electronic device and the electronic device using the
same method.

DESCRIPTION OF RELATED ART

A telephone handset (used for example with a cellular
telephone) typically has a handset casing that houses a trans-
ceiver and a receiver to allow communication between two
points. FIG. 1 1s a schematic diagram 1llustrating a mobile
phone device. Referring to FIG. 1, the mobile phone device
100 includes a volume switch actuator 102, and a power
button 103. The volume switch actuator 102 1s placed at one
side of 1ts housing, and configured for the user to manually
adjust the volume (1.¢., a signal amplitude of audio output
signals). The power button 103 may be used for switching
operation modes of the mobile phone device 100. The volume
adjustment mechanism or button 1s manufactured separately
from the mobile phone device 100°s casing, and placement
hole(s) are needed to accommodate for the volume adjust-
ment button. The volume adjustment button (corresponding,
to one of buttons on the volume switch actuator 102) 1s a
separate and distinct part, and when 1t 1s combined with the
housing, 1t will result 1n a protrusion on the surface of the
housing. When the user 1s talking on the phone 1 a noisy
environment, the user may need to press upon the volume
adjustment button to increase the volume of the speaker.
Alternatively, if the user has previously set audio output vol-
ume to a loud volume and the user moves to a quiet environ-
ment, the user may need to press upon the volume adjustment
button to decrease the volume of the speaker 1n order to
prevent the resulting speaker volume from startling or dis-
turbing people in the local vicinity. The aforementioned
operation method for adjusting audio output volume of a
mobile phone device 1s counterintuitive. The user needs to
locate the button position based on the protrusion on the
housing surface, and the user might mistakenly press a wrong,
button so an undesired volume change 1s resulted. Accord-
ingly, 1t would be desirable to have a telephone handset,
which includes a volume adjustment method that controls the
volume more efficiently.

SUMMARY

The application 1s directed to a method for controlling
volume of an electronic device and the electronic device using,
the same method.

The present application provides a method by which
mobile device volume may be controlled by touch screen
sensor during a telephone call.

A method for controlling volume of an electronic device 1s
proposed. The electronic device has a speaker module, a
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display and a touch sensor disposed on the display. The
method includes the following steps. The touch sensor 1s
driven when the display 1s disabled from displaying an image.
A sensing signal 1s recerved from the touch sensor. Inputted
information 1s determined based on the sensing signal. An
audio signal of the electronic device 1s changed according to
the mputted information. The changed audio signal 1s output-
ted.

An electronic device 1s proposed 1n the present application.
The electronic device includes a display, a touch sensor, a
driving circuitry, a sensing circuitry, a processing unit and a
speaker module. The display 1s configured to display an
image. The touch sensor 1s disposed on the display and con-
figured to detect a contact on the touch sensor and generating
a sensing signal when the display 1s not driven to display the
image. The driving circuitry 1s coupled to the display and the
touch sensor and configured to drive the display and the touch
sensor. The sensing circuitry 1s coupled to the touch sensor,
configured to receive the sensing signal and determining
inputted information based on the sensing signal. The pro-
cessing unit 1s coupled to the driving circuitry, the sensing
circuitry and speaker module and transmitting an audio sig-
nal. The processing unit 1s configured to adjust the audio
signal and output the adjusted audio signal by using a speaker
module. When the display 1s disabled from displaying the
image, the sensing circuitry determines the inputted informa-
tion according to the sensing signal and the processing unit
changes the audio signal according to the inputted informa-
tion.

In order to make the aforementioned and other features and
advantages of the application comprehensible, several exem-
plary examples accompanied with figures are described in
detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included to provide a
turther understanding of the application, and are incorporated
in and constitute a part of this specification. The drawings
illustrate examples of the application and, together with the
description, serve to explain the principles of the application.

FIG. 1 1s a schematic diagram illustrating a mobile phone
device.

FIG. 2 1s a functional block diagram of an electronic device
according to an exemplary example of the present applica-
tion.

FIG. 3 1s a flow chart illustrating the method of controlling
volume of the electronic device according to an exemplary
example of the present application.

FIGS. 4A-4D are schematic diagrams respectively 1llus-
trating four kinds of partially charging mechanisms accord-
ing to exemplary examples of the present application.

FIGS. 5A-5C are schematic diagrams respectively 1llus-
trating three kinds of information matching determination
according to exemplary examples of the present application.

FIGS. 6A-6B, 7TA-7B and 7C-7D are schematic diagrams
respectively illustrating diflerent kinds of information match-
ing determinations according to exemplary examples.

FIGS. 8A-8C, 9A-9B are schematic diagrams respectively
illustrating a calling situation according to an exemplary
examples.

DETAILED DESCRIPTION OF DISCLOSED
EMBODIMENTS

Some examples of the present application will now be
described more fully heremnatter with reference to the accom-
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panying drawings, 1n which some, but not all examples of the
application are shown. Indeed, various examples of the appli-
cation may be embodied 1n many different forms and should
not be construed as limited to the examples set forth herein;
rather, these examples are provided so that this disclosure will
satisty applicable legal requirements. Like reference numer-
als refer to like elements throughout.

FIG. 2 1s a functional block diagram of an electronic device
according to an exemplary example of the present applica-
tion. In the present example, the electronic device 200
includes a display 210, a touch sensor 220, a driving circuitry
230, a sensing circuitry 240, a processing unit 250 and a
speaker module 260. The electronic device 200 may be a
smartphone, a tablet, a personal digital assistant (PDA) or the

like. The display 210 may include at least one of a liquid
crystal display (LCD), a thin film transistor (TFT)-LCD, an
organic light-emitting diode (OLED), a flexible display, a
three-dimensional (3D) display and so forth. The touch sen-
sor 220 may be disposed on the display 210 and include
sensing elements 222 arranged in rows and columns and
configured for receiving touch events or hover events.

The touch event 1includes a touching of finger, palm, body
parts or other objects against a touch-sensitive surface of the
touch sensor 220. The hover event includes a hovering of
finger, palm, body parts or other object near the touch sensor
220. The sensing elements 222 of the touch sensor 220 can be,
for example, capacitive touch sensing elements, resistive
touch sensing elements, surface acoustic wave touch sensing
clements, electromagnetic touch sensing elements, near field
imaging touch sensing elements, and the like. In other
examples, the touch sensor 220 may include a first layer of
capacitive touch sensing elements integrated with a second
layer of proximity sensing elements.

In other examples, the touch sensor 220 may include a
capacitive sensing medium having a plurality of row traces
(may be referred to be scanning lines) or driving lines and a
plurality of column traces or sensing lines, although other
sensing media may also be used. The row traces and the
column traces may be formed from a transparent conductive
medium, such as Indium Tin Oxide (ITO) or Antimony Tin
Oxide (ATQ), although other transparent and non-transparent
materials, such as copper, can also be used. In yet other
examples, the row traces and the column traces can be formed
on opposite sides of a dielectric material, and can be perpen-
dicular to each other. It 1s noted that 1n other examples, the
row traces and column traces can be formed on a single side
ol a substrate, or can be formed on two separate substrates
separated by a dielectric material. In some other examples,
the dielectric material can be transparent, such as glass, or can
be formed from other materials, such as mylar. An additional
dielectric cover layer or a remforced glass layer may be
placed over the row traces or the column traces to strengthen
the structure and protect the entire assembly from damage.

The drniving circuitry 230 1s coupled to the display 210 and
the touch sensor 220. The driving circuitry 230 1s configured
to drive the display 210 and the touch sensor 220. The sensing
circuitry 240 1s coupled to the display 210 and the touch
sensor 220. The touch sensor 220 according to one example of
this application can detect multiple touches (touch events or
contacts) that occur at about the same time (and at different
times), and then the sensing circuitry 240 can i1dentify and
track locations of the detected touch events or the contact
points. The contacts may be provided by any combination of
one or more finger, a face, a palm, apen or a hover-based input
to the touch sensor 220, but the application 1s not limited
thereto.
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The sensing circuitry 240 may receive the sensing signal SS
and determine mnputted information based on the recerved
sensing signal SS. The mputted information may be an 1image,
a pattern or a gesture corresponding to the sensing signal SS.
The gesture may be defined as any kind of sliding operations
occurring on the touch sensor 220 performed by the user, but
the application 1s not limited thereto.

A gesture 1s a motion of the object/appendage making
contact with the touch sensor. The object may be user’s figure,
palm, ear or any part of user’s body. For example, the pre-
defined gesture may include a contact of the touch sensor on
the left edge (to mnitialize the gesture), a horizontal movement
ol the point of contact to the opposite edge while maintaining
continuous contact with the touch sensor, and a breaking of
the contact at the opposite edge (to complete the gesture). A
sequence of data such as sensing signal relating to the motion
of a gesturing 1s generated. A selected set of data 1tems from
the sequence are tested against pre-learned threshold values,
to determine a probability of the sequence representing a
certain gesture. If the probability 1s greater than a predeter-
mined value, then the gesture 1s detected. Such a gesture may
be recognized by using a touch sensor divided into a small
number of large regions. The gesture 1s then identified by
tracking a presence of the finger in each of the regions over
time. The contact may include one or more taps on the touch
screen, maintaining continuous contact with the touch sensor,
movement of the point of contact while maintaining continu-
ous contact, a breaking of the contact, or any combination
thereof.

In some examples, at the “intersections” of the row traces
and the column traces 1n the touch sensor 220, where the
traces pass above and below (cross) each other (but do not
make direct electrical contact with each other), the traces
essentially form two electrodes (although more than two
traces could intersect as well). Each intersection of row traces
and column traces can represent, for example, a capacitive
sensing node and can be viewed as picture element, which can
be particularly useful when the touch sensor 220 1s viewed as
capturing an “1mage’ of touch and hover.

In other words, after the sensing circuitry 240 has deter-
mined whether a touch event or a hover event has been
detected at some of the sensing elements 222 1n the touch
sensor 220, the pattern of sensing elements 222 in the touch
sensor 220 at which a touch event or a hover event occurred
can be viewed as an “image” of touch (e.g., a pattern of fingers
touching or hovering the touch sensor 220).

In another example, one or more proximity sensing ele-
ments 222 in the touch sensor 220 can be configured to trigger
the Tunctionality of deactivating the display 210 without actu-
ally making contact with the touch sensor 220. In one specific
example, 1 a cheek of the user 1s detected near the touch
sensor 220 by one or more sensing elements 222 1n the touch
sensor 220, the display 210 can be deactivated, dimmed or
powered down to save power of the electronic device 200.

In some examples, the stimulus inputs which are sequen-
tially applied to each one of the rows 1n the touch sensor 220
by the driving circuitry 230 can be implemented, but not
limited, as a pulse train with a driving frequency or a specific
scanning frequency. The stimulus inputs with the drniving
frequency or the scanning frequency are configured for peri-
odically charging the sensing elements 222 in the touch sen-
sor 220. If a sensing element i1s charged by the stimulus
inputs, the sensing element will be activated to be able to
sense the touch events or the hover events. On the other hand,
if a sensing element 1s not charged by the stimulus inputs, the
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sensing element’s abilities of sensing the touch events or the
hover events are disabled, 1.e., the sensing element 1s deacti-
vated.

The processing unit 250 may be coupled to the driving
circuitry 230 and the sensing circuitry 240. The processing
unit 250 may be a general purpose processor, a special pur-
pose processor, a conventional processor, a digital signal
processor (DSP), a plurality of microprocessors, one or more
microprocessors 1n association with a DSP core, a controller,
a microcontroller, Application Specific Integrated Circuits
(ASICs), Field Programmable Gate Array (FPGASs) circuits,
any other type of integrated circuit (IC), a state machine, an
ARM-based processor, and the like.

The processing unit 250 may receive the input signals from
the sensing circuitry 240 and may be configured for perform-
ing actions based on the outputs that may include, but are not
limited to, moving an object such as a cursor or pointer,
scrolling or panning, adjusting control settings, opening a file
or document, viewing a menu, making a selection, executing
instructions, operating a peripheral device connected to the
host device, answering a telephone call, placing a telephone
call, terminating a telephone call, operation on voice-over-
Internet packet voice call (VoIP call), changing the volume or
audio settings, storing information related to telephone com-
munications such as addresses, frequently dialled numbers,
received calls, missed calls, logging onto a computer or a
computer network, permitting authorized individuals access
to restricted areas of the computer or computer network,
loading a user profile associated with a user’s preferred
arrangement ol the computer desktop, permitting access to
web content, launching a particular program, encrypting or
decoding a message, and/or the like.

In some examples, the processing unit 2350 may be further
coupled to a wireless module 270. The wireless module 270
may be a communication module, which could receive data
from a network and transmit the data to the processing unit
250 to generate an audio signal AS. The network may be a
typical telecommunication network, the Internet or the like.
To be specific, when the user i1s using the electronic device
200 to perform a communication procedure with another
user, the wireless module 270 may receive the data related to
the communication procedure from the network, and then
transmit the data to the processing unit 250. After receiving
the data, the processing unit 250 may correspondingly gen-
crate the audio signal AS according to the data. For example,
when the user 1s using the electronic device 200 to make a
telephone call through the telecommunication network, the
wireless module 270 may receive the data related to the tele-
phone call from the telecommunication network and transmit
the data to the processing unit 250. For another example,
when the user 1s using the electronic device 200 to make a
telephone call through some Internet communication appli-
cations (or soitware), the wireless module 270 may receive
the data related to the telephone call from the Internet and
transmit the data to the processing unit 250.

In some examples, the wireless module 270 may be con-
figured for processing the radio frequency (RF) signals of the
cellular communication technologies, e.g., global system for
mobile (GSM), third generation project partnership long term
evolution (3GPP LTE), code division multiple access
(CDMA), wideband CDMA (WCDMA), high speed packet
access (HSPA), and world interoperability for microwave
access (W1IMAX), etc. Besides, the wireless module 270 may
turther process the RF signals of wireless local area network
(WLAN) communication technologies.

In other examples, the wireless module 270 may transmit
wireless signals (e.g., RF signals) to or receives wireless
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signals from at least one base station, an external communi-
cation terminal, and a server through a mobile communica-
tion network. The wireless signals (e.g., the RF signals) may
include various types of data according to whether the elec-
tronic device 200 transmits/recerves voice call signals, video
call signals, data packets or text/multimedia messages.
Besides, the wireless module 270 may be a communication
module, which 1s configured for wirelessly accessing the
Internet through a wireless local area network. The wireless
module 270 may be embedded 1n electronic device 200 or
may be installed 1n an external device. The wireless module
270 may use various wireless local area network technologies
such as wireless fidelity (Wi-F1) standard or IEEE 802.11
standard.

The speaker module 260 may be coupled to the processing,
umt 250 and the processing unit 250 may be configured to
generate the audio signal AS by decoding the data received by
the wireless module 270. The speaker module 260 may be the
speaker or the speakerphone of the electronic device 200,
which could output sounds 1n response to the audio signal AS.
Alternatively, the processing unit 250 may further comprise
an audio amplifier coupled to a speaker module 260, or an
audio filter coupled to the speaker module 260.

The speaker module 260 may output audio signals received
by the wireless module 270 during a telephone call reception
mode, a telephone call mode, a recording mode, a voice
recognition mode, or a broadcast reception mode or may
output audio signals present 1n the memory of the electronic
device 200. In addition, the speaker module 260 may output
various sound signals associated with the functions of the
clectronic device 200 such as receiving a telephone call or a
message. The speaker module 260 may include a speaker or a
buzzer.

In some examples, the electronic device 200 may further
include a sensor 280, coupled to the processing unit 250. In
some examples, the sensor 280 may include one or more
proximity sensors. The proximity sensor according to some
examples may include resistive touch sensors, surface acous-
tic wave touch sensors, electromagnetic sensor, near field
imaging touch sensors, light sensor and the like.

A proximity sensor 1s a sensor which may be able to detect
the presence of nearby objects without any physical contact.
For example, a proximity sensor may emit an electromagnetic
field or a beam of electromagnetic radiation (infrared, for
instance), and looks for changes 1n the field or return signal.
The object being sensed by the proximity sensor may be
referred to as the proximity sensor’s target. Diflerent prox-
imity sensor targets demand different sensors. For example, a
capacitive or photoelectric sensor might be suitable for a
plastic target; an inductive proximity sensor always requires a
metal target. The maximum distance that this sensor can
detect 1s defined “nominal range”. Some sensors have adjust-
ments of the nominal range or means to report a graduated
detection distance. Proximity sensors may have a high reli-
ability and long functional life because of the absence of
mechanical parts and lack of physical contact between sensor
and the sensed object. Fro example, International Electro-
technical Commission (IEC) 60947-5-2 defines the technical
details of proximity sensors. A proximity sensor adjusted to a
very short range may be used as a touch switch. For example,
a proximity sensor may be divided 1n two halves, and when
the two halves move away from each other, then a signal may
be activated a controller connected to the proximity sensor.

The sensor 280 may sense a property of an object or an
environment external to the electronic device 200 and gener-
ating a sensing information based on the sensed property. The
processing unit 250 may determine whether to drive the touch
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sensor 220 based on the sensing information when the display
210 1s not driven to display the 1mage. The sensing informa-
tion may be an electrical signal as a function of the property
ol an object sensed by the sensor 280 or the environment
external to the electronic device 200 imposed on the sensor. 5

FI1G. 3 15 a flow chart illustrating the method of controlling
volume of the electronic device according to an exemplary
example of the present application. Referring to both FIG. 2
and FI1G. 3, the proposed method of controlling volume of the
clectronic device may be adapted for the electronic device 10
200, but the application 1s not limited thereto.

In step S310, the driving circuitry 230 may drive the touch
sensor 220 when the display 210 1s disabled from displaying
an 1mage. For example, when the user 1s making a telephone
call through the electronic device 200, the user may put the 15
electronic device 200 near his/her ear. At this moment, since
the user may focus on talking to the electronic device 200, the
user may not care the displaying condition of the display 210.
Theretore, the driving circuitry 230 may disable (or deacti-
vate) the display 210 for saving the power consumption of the 20
electronic device 200. In other words, the detection function-
ality of the touch sensor 220 may still remain active after the
telephone call 1s established. Besides, after the telephone call
1s established, the driving circuitry 230 may change a driving
frequency or a scanning frequency of the sensing elements 25
222 in the touch sensor 220. Alternatively, the driving cir-
cuitry 230 may adjust the sensing elements 222 of the touch
sensor 220 through driving a portion of the touch sensor 220,
partially charging the sensing elements 222 1n the touch sen-
sor 220, partially charging the sensing elements 222 1n some 30
area of the touch sensor 220, or deactivating the sensing
clements 222 1n some area of the touch sensor 220.

In other examples, the display 210 could be disabled
according to the sensing information sensed by the sensor
280. In detail, when the electronic device 200 1s coupled to the 35
network (e.g., the telecommunication network or the Internet)
for recerving a data encoded with the audio signal AS, the
processing unit 250 may determine whether an object (e.g., a
face, a palm, a cheek, etc.) 1s proximate to the electronic
device 200 according to the sensing information provided by 40
he sensor 280. It yes, the processing unit 250 may determine
hat the user may be, for example, speaking to the electronic
evice 200 and may not need to see the display condition of
he display 210. Hence, the processing unit 250 may control
e driving circuitry 230 to disable the display 210 for saving 45
ne power consumption of the electronic device 200. The
riving circuitry 230 may stop driving the display to disable
he display to display image or disable the backlight of the
1splay.

In step S320, the sensing circuitry 240 may receive the 50
sensing signal SS from the touch sensor 220. The sensing
signal SS may be generated by the touch sensor 220 when an
object touches on the touch sensor 220 (1.e., a touch event
occurs) or hovers above the touch sensor 220 (i.e., a hover
event occurs). The details of the touch event and the hover 55
event could be referred to the aforementioned discussion,
which would not be repeated herein.

In step S330, the sensing circuitry 240 may determine
inputted mformation based on the sensing signal SS. The
inputted mformation (e.g., a gesture or a pattern) may be 60
determined by calculating the sensing signal SS when an
object touches on the touch sensor 220 (1.e., a touch event
occurs) or hovers above the touch sensor 220 (1.e., a hover
event occurs). Besides, the sensing circuitry 240 may deter-
mine the mputted information by calculating the sensing sig- 65
nal SS over a period of time. That 1s, the sensing circuitry 240
would determine the mputted information based on the con-
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tinually mputted sensing signal SS, 1nstead of determine the
inputted information instantly when the sensing signal SS 1s
initially generated. From another point of view, the sensing
circuitry 240 may determine the inputted information accord-
ing to the “image™ corresponding the sensing signals SS as
mentioned in the previous discussion, whose details would
not be repeated herein.

In step S340, the processing unit 250 may change the audio
signal AS of the electronic device 200 according to the mput-
ted information. To be specific, the processing unit 250 may
change a characteristic of the audio signal and transmit the
audio signal AS to the speaker module 260. In other
examples, the processing unit 250 may further change a gain
of an amplifier or filter 1n the processing unit for changing the
characteristic of the audio signal AS. The characteristic of the
audio signal AS may at least includes volume, amplitude,
frequency, pitch, or signal to noise ratio, but the application 1s
not limited thereto. In step S350, the speaker module 260 may
output the audio signal AS.

From another point of view, while the display 210 1s not
displaying during, for example, a telephone call, the touch
sensor 220 may still be enabled for detecting the inputted
information (e.g., a gesture) from the user. After the touch
sensor 220 detecting the inputted information, the processing,
umt 250 may adjust the audio signal AS, such that the char-
acteristic (e.g., volume) of the outputted audio signal AS
could be changed.

As aresult, the examples of the present application provide
a novel method for controlling volume of the electronic
device. By maintaining the detecting function of the touch
sensor while the display 1s being disabled (or deactivated), the
touch sensor may constantly detect the inputted information
trom the user while the electronic device 1s being used for, for
example, making a call. To the user, he/she may correspond-
ingly adjust the characteristic (e.g., volume) of the outputted
audio signal by mputting information (e.g., a gesture) to the
touch sensor during the telephone call. In other words, the
example of the present application provides an intuitive way
for the user to adjust the characteristic (e.g., volume) of the
outputted audio signal.

In some examples, the term ““partially charging™ in the
present application means that only some of the sensing ele-
ments 222 1n the touch sensor 220 are activated by stimulus
inputs, while the others of sensing elements 222 are deacti-
vated sensing elements 222. The arrangement (i.e., the
amount and positions) of the activated sensing elements 222
in the touch sensor 220 can be adjusted to be any kinds of
combinations. For example, the positions of activated sensing
clements 222 can be arranged, but not limited to, as selective
rows 1n the touch sensor 220, as selective columns in the touch
sensor 220, with random positions 1n the touch sensor 220, 1n
the upper half of the touch sensor 220, 1n the lower half of the
touch sensor 220, in the left half of the touch sensor 220, 1n the
right half of the touch sensor 220, near the central region of
the touch sensor 220, around the edges of the touch sensor
220, 1n the regions that the user frequently used in the touch
sensor 220, and so forth.

FIGS. 4A-4D are schematic diagrams respectively 1llus-
trating four kinds of partially charging mechanisms accord-
ing to exemplary examples ol the present application. Each of

the intersections of the rows and columns 1n FIG. 4A-4D
represents one of the sensing elements 222 in the touch sensor
220. Each of intersections 1n FIG. 4A-4D labelled by large
black dots 1in the touch sensor 220 are the sensing elements
222 currently activated by stimulus mputs, while the other
intersections without labelling as the large black dots are the
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sensing elements 222 without stimulus mputs (1.e., these sen-
sors are currently deactivated).

Referring to FIG. 4 A, the arrangement of activated sensing,
clements 222 in the touch sensor 220 1s an example of arrang-
ing the activated sensing elements 222 as selective rows in the
touch sensor 220. The touch sensor 220 1s partially charged
with rows R1, R3 and RS, that 1s, the stimulus inputs are only
applied to the sensing elements 1n rows R1, R3 and R5 but not
to the sensors 1 rows R2 and R4. Since the user of the touch
sensor 220 may still perform some inputs of other touch
events or hover events to the touch sensor 220 when the
display 210 1s not driven (e.g., the electronic device 200 1s 1n
the sleep mode), the partially charging mechanism may
enable the touch sensor 220 to maintain the detection func-
tionality with lower power consumption.

Referring to FIG. 4B, the arrangement of activated sensing,
clements 222 1n the touch sensor 220 1s an example of arrang-
ing the activated sensing elements 222 as selective columns 1n
the touch sensor 220. The touch sensor 220 1s partially
charged with columns C1, C3 and C5, that 1s, the stimulus
inputs are only applied to the sensing elements 1n columns
C1, C3 and C5 but not to the sensing elements in columns C2
and C4.

Referring to FIG. 4C, FI1G. 4C 1llustrates another kind of
arrangement of activated sensing elements 222 1n the touch
sensor 220. In a particular row of the touch sensor 220 in FIG.
4C, every two activated sensing elements are spaced by one
deactivated sensing element. In a particular column of the
touch sensor 220 i FIG. 4C, every two activated sensing
clements are also spaced by one deactivated sensing element.

Referring to FIG. 4D, the arrangement of activated sensing,
clements 222 1n the touch sensor 220 1s an example of arrang-
ing the activated sensing elements near the central region of
the touch sensor 220. The arrangement of activated sensing
clements 1n FIG. 4D also can be regarded as another kind of
arranging the activated sensing elements as selective rows 1n
the touch sensor 220. In some examples, the user of the
clectronic device 200 may be accustomed to use a specific
region of the touch sensor 220, that 1s, some regions in the
touch sensor 220 may be frequently used by the user. Gener-
ally speaking, those frequently used regions may locate more
likely, but not limited to, near the central region of the touch
sensor 220, instead of locating around the edges of the touch
sensor 220. In this scenario, the arrangement as 1llustrated 1n
FIG. 4D may enable more accurate sensing abilities than the
arrangement as illustrated 1n FIG. 4A, although the amounts
of activated sensors 1n the two figures may be the same.

In some examples, the processing umit 250 may decide how
to correspondingly adjust the characteristic of the outputted
audio signal AS by determining whether the mnputted infor-
mation 1s matched to predetermined information. The prede-
termined information may be a gesture stored in the memory
ol the electronic device. The gesture may be setup by the user
ol the electronic device. The user may input the gesture to the
clectronic device and store the mputted gesture as predeter-
mined information or predetermined gesture. It 1s noted that
the main 1dea of the mmformation matching determination
should be based on whether the “1mage” of the touch events or
the hover events (1.¢., the inputted information) matches the
predetermined information. In some examples, the predeter-
mined mformation may include, but not limited to, triangles,
circles, hexagons, squares, rectangles, parallelogram, dia-
mond, star or any other geometrical shapes which can be
input by finger, palm, body parts or other objects. The prede-
termined information may also include, but not limited to,
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words, lines, alphabets, scribbling, drawings, dots or any
other information, which can be 1nput by finger, palm, body
parts or other objects.

In some examples, the characteristics (e.g., scale, orienta-
tion, order of drawing, position of drawing, etc.) of the imput-
ted information of the touch events or the hover events may
not be completely matched to the predetermined information.
Nevertheless, as long as the inputted information of the touch
events or the hover events can “roughly” or “approximately”™
match the predetermined information, the mputted informa-
tion of the touch events or the hover events will be determined
to be valid. That 1s, the inputted information will be deter-
mined by the processing unit 250 to be matched to the pre-
determined information, even the scale, the orientation, the
order of drawing or position of drawing of the inputted infor-
mation may be slightly different from the predetermined
information.

FIG. 5A-5C are schematic diagrams respectively 1llustrat-
ing three kinds of information matching determination
according to exemplary examples of the present application.
Referring to FIG. 5A, a triangle T1 1s assumed to be the
predetermined information (i.e., the first predetermined
information or the second predetermined information). In this
case, when a user can precisely mput information of touch
events or hover events by finger, palm, body parts or other
objects and the inputted information 1s completely the same
as the triangle T1 (1.¢., the scale, the orientation, or the posi-
tion of drawing are the same as the triangle T1), the process-
ing unit 250 can surely determine the mputted information 1s
matched to the triangle T1.

However, 1t 1s quite difficult for the user to perform such a
precise mput of information. In some examples, the inputted
information may not be exactly the same as the triangle T1.
For example, if the user inputs information (e.g., a gesture, a
pattern or an 1mage) similar to a triangle T2, which can be a
shrunk, distorted, compressed and rotated version of the tri-
angle T1 and 1n a different location to the triangle 11, the
processing unit 250 may still determine that the triangle T2 1s
matched to the triangle T1 because the triangles T1 and T2 are
“roughly similar” to each other. This concept may also be
adopted to triangles T3 and T4. Although the triangle T3
appears to be an enlarged, distorted and rotated version of the
triangle 11, the processing unit 250 can still determine that
the trnangle T3 1s matched to triangle T1. The triangle T4 can
be also a shrunk, distorted, compressed and rotated version of
the triangle 'T1. The sides and the corners of the triangle T4 are
even not straight or sharp. However, the processing unit 250
can still determine that the triangle T4 matches the triangle T'1
because of their similar appearances.

Further, the order of drawing the image of touch events or
hover events 1s also not strict in the present application. For
example, the user may draw the triangle 13 in a counter-
clockwise way (e.g., starting from the node 502 to the nodes
504, 506 and finally back to the node 502), 1n a clockwise way
(e.g., starting from the node 504 to the nodes 502, 506 and
finally back to the node 504) or 1n other ways that can finish
the triangle T3. All of the ways of drawing the triangle T3 are
valid because the resulting “1mage” of the mentioned drawing
ways are the same, which lead to the same consequences, 1.¢.,
the triangle T3 1s determined to be matched to the triangle T1.

Referring to FIG. 5B, a rectangle REC1 1s assumed to be
the predetermined information (1.e., the first predetermined
information or the second predetermined information). Simi-
larly, 1f a user can precisely input an image of touch events or
hover events by finger, palm, body parts or other objects and
the image 1s completely the same as the rectangle REC1, the
processing unit 250 can also surely determine the mputted
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information 1s matched to the rectangle REC1. However, 11
the inputted information of the user appears to be like rect-
angles REC2-REC4, these mputted information may still be
determined to be matched to the rectangle REC1 for their
approximately similar appearances to the rectangle RECI.
Since the order of drawing the image 1s not strict in the present
application, the rectangle REC3 can be drawn 1n a counter-
clockwise way (e.g., starting from the node 512 to the nodes
514,516, 518 and finally back to the node 512), 1n a clockwise
way (e.g., starting from the node 516 to the nodes 514, 512,
518 and finally back to the node 516) or in other ways that can
finish the rectangle REC3. All of the ways of drawing the
rectangle REC3 are valid because the resulting “image” of the
aforementioned drawing ways are the same, which lead to the
same consequences, 1.€., the rectangle REC3 1s determined to
be matched to the rectangle REC1. Likewise, the processing
unit 250 may still determine that the rectangle REC4 1s
matched to the rectangle REC1 because of their similar
appearances.

Referring to FI1G. 5C, a circle CIR1 1s assumed to be the
predetermined information (1.e., the first predetermined
information or the second predetermined information). Simi-
larly, when a user can precisely mput information of touch
events or hover events by finger, palm, body parts or other
objects and the image 1s completely the same as circle CIR1,
the processing unit 250 can also surely determine the inputted
information 1s matched to the circle CIR1. However, when the
inputted information of the user appears to be like the circles
CIR2-CIR4, these mputted information may still be deter-
mined to be matched to the circle CIR1 for their approxi-
mately similar appearances to the circle CIR1.

In some examples, the processing unit 250 may determine
whether the mputted information (e.g., a gesture) matches
first predetermined information or second predetermined
information during the display 210 is being disabled, and
correspondingly adjust the characteristic of the audio signal
AS. The first predetermined information may be a {irst refer-
ence point followed by a relative movement towards a {first
predetermined direction. The second predetermined informa-
tion may be a second reference point followed by a relative
movement towards a second predetermined direction, which
1s different from the first predetermined direction. It 1s
assumed that the first predetermined information and the
second predetermined information respectively correspond
to the operation of volume-down and volume-up. Hence,
when the processing unit 250 determines that the putted
information matches the first predetermined information, the
volume/amplitude of the outputted audio signal AS may be
correspondingly decreased. On the other hand, when the pro-
cessing unit 250 determines that the inputted information
matches the second predetermined information, the volume/
amplitude of the outputted audio signal AS may be corre-
spondingly increased, but the application i1s not limited
thereto.

Similarly, the inputted information related touch events or
hover events does not need to precisely follow the reference
point and reference direction. As long as the iputted infor-
mation, such as a gesture or an 1mage (1.€., the touch point and
the relative direction of the subsequent movement following
the touch point), roughly matches the predetermined infor-
mation, the processing unit 250 may perform the related
information matching determination and adjust the volume/
amplitude of the outputted audio signal AS based on the result
of the determination.

FIGS. 6A-6B, TA-7B and 7C-7D are schematic diagrams
respectively illustrating different kinds of information match-
ing determinations according to exemplary examples. Refer-
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ring to FIG. 6 A, when a finger 602 touches or hovers above a
second reference point 604 and performs a relattve movement
towards a second predetermined direction 606, the volume of
the electronic device 200 may be increased by the processing
unmt 250. In this case, as long as the direction of the relative
movement of the inputted information 1s moving, but not
limited to, upward, upper right, or upper leit, the processing
unit 250 may determine that the inputted information of touch
events or hover events matches the second predetermined
information and increase the volume/amplitude of the output-
ted audio signal AS, because these movements are approxi-
mately similar to the second predetermined information.

Referring to FIG. 6B, when a finger 612 of the user touches
on or hovers above a first reference point 614 and performs a
relative movement towards a first predetermined direction
616, the volume of the electronic device 200 may be
decreased. In this case, as long as the direction of the relative
movement of the input 1image 1s moving, but not limited to,
downwards, bottom right or bottom leit, the processing unit
250 may determine that the inputted information of touch
event of hover events matches the first predetermined infor-
mation, and decrease the volume/amplitude of the outputted
audio signal AS, because these movements are approximately
similar to the first predetermined information.

Referring to FIG. 7A, when an ear 710 of the user touches
on or hovers above the touch sensor 220 and moves along a
direction 720, the processing unit 250 may determine that the
inputted information (of the touch event or the hover event)
matches the second predetermined information, and increase
the volume of the electronic device 200. It 1s noted that the
direction of the relative movement does notneed to be exactly
upward. In this case, as previously mentioned, when the
direction of the relative movement of the inputted informa-
tion (of the touch event or the hover event) 1s toward upper left
or upper right, the processing unit 250 may still determine
that the mputted information (of the touch event or the hover
event) matches the second predetermined information, and
then increase the volume/amplitude of the outputted audio
signal AS.

Retferring to FIG. 7B, when the ear 710 touches on or
hovers above the touch sensor 220 and moves along a direc-
tion 730, the processing unit 250 may determine that the
inputted information (of the touch event or the hover event)
matches the first predetermined information and then
decrease the volume of the electronic device 200. It 1s noted
that the direction of the relative movement does not need to be
exactly downward. In this case, as previously mentioned,
when the direction of the relative movement of the image (of
the touch event or the hover event) 1s toward bottom left or
bottom right, the processing unit 250 may still determine that
the image (of the touch event or the hover event) matches the
first predetermined information, and then decrease the vol-
ume/amplitude of the outputted audio signal AS.

After a user uses the electronic device 200 to establish a
voice call, the user may use the user’s finger or body object to
control audio output volume of the outputted audio signal AS
of the electronic device 200. For example, referring to FIG.
7C, when the user holds the electronic device close to the
user’s face, the user may use a finger 740 touch on or hover
above the touch sensor 220 and moves along a direction 750.
Then, the processing unit 250 may determine that the inputted
information (of the touch event or the hover event) matches a
first predetermined information, and then increase the vol-
ume/amplitude of the outputted audio signal AS. It 1s noted
that the direction of the relative movement does not need to be
exactly upward. In this case, as previously mentioned, when

il

the direction of the relative movement of the mputted infor-
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mation (of the touch event or the hover event) 1s toward upper
left or upper right, the processing unit 250 may still determine
that the mputted information (of the touch event or the hover
event) matches the first predetermined information, and then
increase the volume of the outputted audio signal AS.

For another example, referring to FIG. 7D, when the user
holds the electronic device close to the user’s face during a
voice call, the user may use the finger 740 touch on or hover
above the touch sensor 220 and moves along a direction 760.
Then, the processing unit 250 may determine that the inputted
information (of the touch event or the hover event) matches a
second predetermined information, and then decrease the
volume/amplitude of the outputted audio signal AS. It 1s
noted that the direction of the relattive movement does not
need to be exactly upward. In this case, as mentioned previ-
ously, when the direction of the relative movement of the
image (of the touch event or the hover event) 1s toward bottom
left or bottom right, the processing unit 250 may still deter-
mine that the inputted information (of the touch event or the
hover event) matches the second predetermined information,
and then decrease the volume/amplitude of the outputted
audio signal AS.

FIGS. 8A-8C, 9A-9B are schematic diagrams respectively
illustrating a calling situation according to an exemplary
examples. Referring to FIG. 8A, FIG. 8A 1llustrates that the
electronic device 200 receives a telephone call and a finger
810 of the user touches an answer button 820 to answer the
telephone call. Referring to FIG. 8B, FIG. 8B depicts that the
user of finger 810 has answered the call but yet to put the
clectronic device close to the ear. Since the user of finger 810
has not put the electronic device 200 close to the ear/face/
other object of the user, 1.e., no touch events or hover events
are sensed by the sensing elements 222 1n the touch sensor
220 or by the sensor 280 of the electronic device 200, the
display 210 has not been deactivated 1n FIG. 8B.

Referring to FIG. 8C, FI1G. 8C 1llustrates that the user has
put the electronic device 200 close to the ear 710. Then, the
sensing elements 222 1n the touch sensor 220 or the sensor
280 of the electronic device 200 may sense that there occur
some touch events or hover events, which 1s triggered by the
car 710, the processing unit 250 may control the driving
circuitry 230 to deactivate the display 210 in order to save
power. Meanwhile, the sensing circuitry 240 of the electronic
device 200 may still maintain detection functionality of the
touch sensor 220 by the aforementioned partially charging
mechanism.

When the user of the electronic device 200 wants to
increase the audio volume of the outputted audio signal AS
during the telephone call, the user may simply pull the elec-
tronic device 200 downward against the face or ear of the user,
whichresults in a relative upward ear movement similar to the
movement 1llustrated in FIG. 7A. The processing unit 250 of
the electronic device 200 will determine that the putted
information of the touch events or hover events input by the
car 710 matches to the second predetermined information as
in FIG. 7A. This movement of pulling the electronic device
200 downward may look like the operation illustrated in FIG.
9A. In FIG. 9A, the user Ul pulls the electronic device 200
against the user’s face or ear and toward a direction 920 to
make the volume of the outputted audio signal AS increased.

When the user of the electronic device 200 wants to
decrease the volume of the outputted audio signal AS during
the telephone call, the user may simply push the electronic
device 200 upward, which results 1n a relative downward ear
movement similar to the movement illustrated 1n FIG. 7B.
The processing unit 250 may determine that the mnputted
information of the touch events or hover events input by the
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car 710 matches to the first predetermined information as in
FIG. 7B. This movement of pushing the electronic device 200
upward may look like the operation illustrated 1n FIG. 9B. In
FIG. 9B, the user U1 pushes the electronic device 200 toward
a direction 930 to make the volume of the outputted audio
signal AS decreased.

In summary, examples of the application provide the
method for controlling volume of an electronic device and the
clectronic device using the same method. The proposed
method allows the user of the electronic device adjust the
characteristic (e.g., volume) of the outputted audio signal of
the electronic device by mputting some information (e.g., a
pattern, an 1mage or a gesture) on or near the touch sensor of
the electronic device. Accordingly, the electronic device
adjusts the characteristic (e.g., volume) based on the inputted
information of the user. Therefore, the volume switch actua-
tor 1s no longer required, thereby leaving the housing of the
clectronic device no longer requiring placement holes for the
volume switch actuator. In addition, by automatically deac-
tivating the display of the electronic device when a telephone
call 1s established, the power consumption of the electronic
device may be reduced. The power consumption may be
turther reduced by partially charging the sensing elements 1n
the touch sensor.

It will be apparent to those skilled in the art that various
modifications and variations may be made to the structure of
the application without departing from the scope or spirit of
the application. In view of the foregoing, 1t 1s intended that the
application cover modifications and variations of this appli-
cation provided they fall within the scope of the following
claims and their equivalents.

What 1s claimed 1s:

1. A method for controlling audio volume of an electronic
device having a speaker module, a display and a touch sensor
disposed on the display, comprising;:

changing driving frequency of the touch sensor from a first

frequency to a second frequency when the display 1is
disabled from displaying an image;

recerving a sensing signal from the touch sensor according

to the second driving frequency;

determiming nputted information based on the received

sensing signal;

changing an audio signal of the electronic device according,

to the determined 1nputted information; and

outputting the changed audio signal.

2. The method of claim 1, further comprising:

recerving a data encoded with the audio signal;

detecting an object proximate the electronic device by

using a sensor on the electronic device; and

disabling the display from displaying an image.

3. The method of claim 1, wherein the receirved sensing
signal 1s generated by the touch sensor when an object
touches on the touch sensor or hovers above the touch sensor.

4. The method of claim 1, wherein determined 1nputted
information 1s determined by calculating the recerved sensing
signal over a period of time.

5. The method of claim 1, wherein driving the touch sensor
when the display 1s disabled from displaying the image fur-
ther comprises driving a portion of the touch sensor to sense
a touch on or above the touch sensor to generate the recerved
sensing signal.

6. The method of claim 1, wherein the step of driving the
touch sensor when the display 1s disabled from displaying the
image further comprises partially charging a plurality of sens-
ing elements on the touch sensor to sense a touch on or above
the touch sensor to generate the received sensing signal.
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7. The method of claim 1, wherein the step of changing the
audio signal of the electronic device comprises:

transmitting the audio signal to a speaker module; and

adjusting the speaker module for changing a characteristic
of the audio signal.

8. The method of claim 7, wherein the characteristic of the
audio signal comprises audio volume, amplitude, frequency,
pitch, or signal to noise ratio.

9. The method of claim 7, wherein adjusting the speaker
module further comprises changing a gain of the speaker
module.

10. An electronic device, comprising:

a display, configured to display an image;

a touch sensor, disposed on the display and configured to
detect a contact on the touch sensor and sensing a touch
on or above the touch sensor to generate a sensing signal
when the display 1s not driven to display the image;

a driving circuitry, coupled to the display and the touch
sensor, and configured to drive the display and the touch
sensor and change driving frequency from a first driving,
frequency to a second driving frequency when the dis-
play 1s disabled from displaying the image;

a sensing circuitry, coupled to the touch sensor, configured
to recerve the sensing signal according to the second
driving frequency and determining inputted information
based on the recerved sensing signal;

a processing unit coupled to the driving circuitry and the
sensing circuitry, transmitting an audio signal; and

a speaker module, coupled to the processing unit, output-
ting the audio signal;

wherein when the display 1s disabled from displaying the
image, the sensing circuitry determines the mputted
information according to the received sensing signal and
the processing unit changes the audio signal according
to the determined 1nputted information.

11. The electronic device of claim 10, wherein the contact
1s provided by any combination of one or more finger, a face,
a palm, a pen or a hover-based mput to the touch sensor.

12. The electronic device of claim 10, wherein the touch
sensor comprises a plurality of sensing elements arranged 1n
rows and columns, and the driving circuitry drives a portion of

the sensing elements.
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13. The electronic device of claim 10, wherein the received
sensing signal 1s generated by the touch sensor when an object
touches on the touch sensor or hovers above the touch sensor.

14. The electronic device of claim 10, wherein the deter-
mined inputted mmformation 1s determined by calculating the
received sensing signal over a period of time.

15. The electronic device of claim 10, wherein the touch
sensor comprises a plurality of sensing elements arranged 1n
rows and columns, and the driving circuitry partially charges
the plurality of sensing elements.

16. The electronic device of claim 10, further comprising a
sensor coupled to the processing unit, sensing a property of an
object or an environment external to the electronic device and
generating a sensing information based on the sensed prop-
erty, wherein the display 1s not driven when the electronic
device 1s coupled to a network for recerving a data encoded
with the audio signal and the processing unit determines an
object proximate the electronic device based on the sensing
information.

17. The electronic device of claim 16, wherein the sensing
information 1s an electrical signal as a function of the property
of an object sensed by the sensor or the environment external
to the electronic device imposed on the sensor.

18. The electronic device of claim 16, further comprising a
wireless module, coupled to the processing unit and recerving
the data from the network and transmitting the data to the
processing unit to generate the audio signal.

19. The electronic device of claim 10, wherein the process-
ing umt further comprises an audio amplifier coupled to the
speaker module, or an audio filter coupled to the speaker
module.

20. The electronic device of claim 19, wherein the process-
ing unit changes a characteristic of the audio signal, and
output the changed audio signal by using the speaker module.

21. The electronic device of claim 20, wherein the charac-
teristic of the audio signal comprises audio volume, ampli-
tude, frequency, pitch, or signal to noise ratio.
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