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IMAGE PROCESSING APPARATUS FOR
DETECTING BOUNDARIES IN
TOMOGRAPHIC IMAGE, METHOD FOR
IMAGE PROCESSING, IMAGE PICKUP
SYSTEM, AND COMPUTER-READABLE
STORAGE MEDIUM

TECHNICAL FIELD

The present invention relates to an 1mage processing appa-
ratus, a method for image processing, an 1image pickup sys-
tem, and a computer-readable storage medium which are for
identification of layers in a tomographic 1image of an eye.

BACKGROUND ART

Eyve examinations have been widely performed for the
purpose of early diagnosis of diseases which top the list of

lifestyle-related diseases and causes of blindness. Tomo-
graphic eye image pickup device, such as optical coherence
tomography (OCT), are useful for disease diagnosis because
a state 1n retinal layers can be three-dimensionally observed
through the device.

The retina at the back of an eye has a layered structure
including a plurality of layers. Information concerning the
layered structure, e.g., the thickness of each layer, 1s used as
an objective mdicator to measure the extent of a disease. In
order to use such an indicator, a technique of analyzing a
tomographic 1mage of the retina to accurately determine the
layered structure and identifying the kind of boundary
between layers 1s important.

U.S. Pat. No. 7,347,548 discloses a technique of detecting
two strong edges in the depth direction 1mn a tomographic
image and identifying the edge adjacent to the shallow side as
a boundary corresponding to the mner limiting membrane
and the edge adjacent to the deep side as a boundary corre-
sponding to the retinal pigment epithelium. This technique
focuses on that the inner limiting membrane and the retinal
pigment epithelium, serving as retinal tissue, appear as strong,
edges 1n a tomographic 1mage.

WO publication 2009034704 A1 discloses, as a technique
of determining a change in layered structure, a technique of
determining the presence or absence of an artifact of a blood
vessel. This techmique utilizes that a signal remarkably
attenuates 1in a region under a blood vessel to provide uniform
image characteristics and 1s intended to determine the pres-
ence or absence of an artifact on the basis of pixel values 1n the
vicinity of the boundary of a layer.

For example, 1 case of vitreous cortex detachment, the
vitreous cortex floats above the mmner limiting membrane.
According to the technique disclosed in U.S. Pat. No. 7,347,
548, the vitreous cortex may be erronecously detected as the
inner limiting membrane. As described above, 1t 1s difficult to
accurately 1dentity the boundaries of retinal layers according
to change 1n the layered structure due to a disease or change
In 1maging region or conditions.

Furthermore, for response to not only artifacts but also a
change 1n the layered structure, the characteristics of the
retinal layers remarkably vary depending on position in the
depth direction. Accordingly, the boundary of a layer cannot
be accurately 1dentified on the basis of only a state in the
vicinity of the boundary of the layer as disclosed n WO
publication 2009034704 Al.

SUMMARY OF INVENTION

The present invention has been made 1n order to solve the
problem and provides including detecting means for detect-
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2

ing a plurality of boundaries of layers 1n a tomographic image
of a subject’s eye, and 1dentifying means for identifying the
kind of each of the detected boundaries on the basis of char-
acteristics of the layer between the detected boundanes and

those of the vitreous body of the subject’s eye.
Further features of the present invention will become

apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram of the configuration of a tomographic
image pickup system according to a first embodiment.

FIGS. 2A and 2B are diagrams each illustrating an exem-
plary layered structure of a retina serving as an 1maging
subject.

FIG. 3 15 a flowchart illustrating the flow of a process by an
1mage processing apparatus.

FIG. 4 1llustrates exemplary brightness profiles related to
an A-scan line 1n the retina.

FIG. 5 1s a flowchart illustrating the flow of an ILM 1den-
tifying process by the image processing apparatus.

FIG. 6 1s a flowchart 1llustrating the flow of an RPE bound-
ary identiiying process by the image processing apparatus.

FIGS. 7A and 7B are diagrams 1llustrating the details of the
RPE identifying process.

FIG. 8 1s a flowchart 1llustrating the flow of an NFL bound-
ary 1dentifying process by the image processing apparatus.

FIG. 9 illustrates an 1maging subject and an exemplary
brightness profile related to an A-scan line according to a
second embodiment.

FIG. 10 1s a flowchart 1llustrating the flow of a process by
the 1mage processing apparatus according to the second
embodiment.

DESCRIPTION OF EMBODIMENTS

First Embodiment

A tomographic 1image pickup system according to a first
embodiment will be described 1n accordance with FIG. 1. In
the tomographic image pickup system, a tomographic image
acquisition device 20 acquires a tomographic 1mage of a
subject’s eye and an 1image processing apparatus 10 generates
information about edge components and a median 1mage
from the tomographic image. Layers 1n the retina correspond-
ing to the edge components are i1dentified on the basis of
characteristics between feature points extracted from the
median 1image and those of the vitreous body.

The 1image processing apparatus 10 1s communicably con-
nected to the tomographic image acquisition device 20 and a
storage unit 30. The tomographic image acquisition device 20
captures an 1mage of the subject’s eye 1n accordance with an
operation by an operator (not illustrated) and transmits the
captured 1image to the 1mage processing apparatus 10 and the
storage unit 30.

The tomographic image acquisition device 20 1s, for
example, an OCT 1mage pickup device using optical coher-
ence tomography (OCT). This OCT mmage pickup device
generates coherent light from reflected light and scattered
light (returning light) 1n a subject irradiated with signal light
and reflected light of reference light applied to a reference
object, and analyzes the coherent light, thus forming an image
of the internal structure of the subject. When the subject has a
layered structure, the image of the layered structure can be
formed on the basis of the intensities of returning light, serv-
ing as retlected or scattered light 1in layers. In the OCT 1mage
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pickup device, a predetermined point on the retina 1s 1rradi-
ated with signal light to obtain information about the depth
direction at the point (A-scan). The A-scan 1s performed at
regular intervals on a predetermined line on the surface of the
retina (B-scan) and information items obtained by the
B-scans are combined, thus obtaining a tomographic image of
the retina. When the A-scan 1s performed 1n a predetermined
range on the surface of the retina, a plurality of tomographic
images can be obtained. In addition, when those 1images are
reconstructed, three-dimensional wvolume data can be
obtained. Thus, an 1mage (C-scan image) of the retina at
arbitrary depth can also be obtained.

The image processing apparatus 10 includes, for example,
blocks illustrated 1n FIG. 1 as circuits. In another example, the
image processing apparatus 10 includes a known electronic
computer. Functions corresponding to the blocks are realized
by the cooperation between hardware and software. Specifi-

cally, the electronic computer includes, for example, a CPU,

a ROM, a RAM, an HDD, a mouse, a keyboard, a network I/F,
and a display unit. In this case, the ROM or HDD stores a
program lor realizing a process illustrated in FIG. 3 which
will be described later. This program 1s developed in the RAM
and the CPU executes instructions of the program, thus exhib-
iting the functions illustrated i FIG. 1 and realizing the
process illustrated 1n FIG. 3.

The functions of the image processing apparatus 10 will be
described. An 1mage acquisition unit 11 acquires a tomo-
graphic 1mage from the tomographic image acquisition
device 20. The image acquired by the image acquisition unit
11 1s subjected to predetermined processes by an image trans-
formation unit 12, a brightness information generation unit
13, a feature point detection unit 14, and a layered structure
identification unit 15, thus determining the layered structure.
After that, the layered structure i1s displayed on an image
display unit 16 including a liquid crystal dlsplay or the like.

As described above, a tomographic image by OCT 1s
obtained using returning light reflected or scattered from the
layers of the retina. Accordingly, a feature appears in the
boundary of a layer 1n which reflection or scattering tends to
occur. Therefore, the analysis of an OCT 1mage uses an
approach to specilying the boundary of a layer to determine
the layered structure.

The 1mage transformation unit 12 obtains transformed
images, necessary for identification of the layered structure,
from the acquired tomographic image. In the present embodi-
ment, edge-enhanced images used mainly for specitying the
boundaries of layers and a smoothed 1mage used for specily-
ing a layer between the boundaries are generated. As for the
edge-enhanced 1mages, a Sobel 1mage 1n which edges from
low to high pixel value as viewed from the shallow side of the
layers are enhanced and a Sobel image in which edges from
high to low pixel value as viewed from the shallow side are
enhanced are generated. These Sobel images can be gener-
ated by applying a known Sobel filter to each A-scan line of
the tomographic 1image, serving as an original image, with
predetermined parameters. As for the smoothed image, a
median 1mage obtained through a known median filter 1s
used. Pixel values between edges in the median 1mage are
referred to.

The method for image transformation 1s not limited to the
above. For example, a smoothing {filter, e.g., an averaging
filter can be used 1nstead of the median filter. In addition to the
smoothing filter and the edge enhancing filter in the present
embodiment, image transformation may be performed using,
for example, a grayscale transformation filter for gamma
correction or a morphological filter.
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The brightness imformation generation unit 13 creates
brightness profiles, serving as brightness information, from
the Sobel 1images generated by the image transformation unit
12. In this instance, the term “brightness profile’ 1s a sequence
of brightness values of pixels 1n the depth direction on one
A-scan line and 1s a graph of brightness values in the depth
direction. In the present embodiment, since the A-scan line 1s
scanned at intervals of a S-pixel width on a tomographic
image ol 256 (width) by 250 (height) pixels, 50 brightness
profiles are created from one tomographic image. This pro-
cessing 1s performed on the Sobel 1images and the median
image mput from the preceding step and the created profiles
are stored into the storage unit 30.

The feature point detection unit 14 extracts feature points
from the created brightness profiles. Since reflected signal
light 1increases 1n the boundary of a layer, edges 1n the image
are extracted, so that the locations of the boundaries of the
layers can be specified. In this case, maximum points (here-
iafter, referred to as “peaks™) 1n each brightness profile
created from the Sobel 1image are examined and are detected
as a plurality of feature points. As a result of detection, infor-
mation indicating the position and magnitude of each peak for
cach A-scan line 1s stored 1nto the storage unit 30.

The layered structure identification unit 15 identifies the
kind of the boundary of each layer in the retina or the kind of
layer. The term “identification” means to determine which
layer 1n the retina corresponds to the feature point detected by
the feature point detection unit 14, namely, the kind of layer.

The layered structure 1dentification unit 135 obtains bright-
ness values between the peaks, obtained from the brightness
profiles created from the Sobel images, from the median
image and compares the brightness values with a brightness
value of the vitreous body to determine the layered structure
between the peaks, thus 1dentifying the kinds of the bound-
aries of the layers corresponding to the peaks on the basis of
the comparison result. Even 1f the boundaries of the layers are
specified, the retina does not have a simple layered structure
and further includes the macula lutea and the optic disk. For
example, glaucoma or partial detachment of the vitreous cor-
tex may occur on the retina. It the layered structure 1s simple,
signal light 1s absorbed by a blood vessel, so that tissue below
the blood vessel cannot be subjected to imaging. Accordingly,
the layered structure may look changed. Identification error
due to the above circumstances can be reduced using infor-
mation about the layered structure between the peaks. This
process will be described 1n detail later.

An 1mage showing the above specified layered which are
color-coded according to kind 1s generated and 1s displayed
on the image display unit 16. Consequently, a diagnostician
can visually confirm the layered structure of the retina. In
addition, the thickness of a specified layer 1s automatically
extracted from the image and a thickness graph 1s formed, so
that diagnostic indicators can be converted into numbers and
be confirmed.

The structures of the retinal layers to be subjected to the
process ol 1dentifying the layered structure in accordance
with the present embodiment will be described below with
reference to FIGS. 2A and 2B. FIG. 2 A 1llustrates a schematic
diagram of tomographic images of the macula lutea of the
retina. The locations of the boundaries of layers are indicated
by solid lines. Each of two-dimensional tomographic images
(B-scan 1mages, which will be referred to as “tomographic
images’ hereinafter) T1 to Tn of the macula lutea 1s a two-
dimensional 1mage obtained by performing A-scan on one
line on the surface of the retina. Since A-scan 1s performed not
continuously but at regular intervals on one line, the gap
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between the adjacent A-scans 1s interpolated by a predeter-
mined interpolation method, thus forming the two-dimen-
sional 1mage.

In the tomographic image Tn, an inner limiting membrane
(ILM) L1, the boundary (hereinaiter, referred to as “nerve
fiber layer boundary™) L2 between a nerve fiber layer (NFL)
and a layer underlying 1t, and the nerve fiber layer L2' are
illustrated. In addition, the boundary (hereinatter, referred to
as “mner plexiform layer boundary”) L3 between an inner
plexitorm layer and a layer underlying 1t, the boundary (here-
inafter, referred to as “outer plexiform layer boundary™) L4
between an outer plexiform layer and a layer underlying 1t, the
boundary L5 of the interface between nner and outer seg-
ments of the photoreceptors (IS/0S), and the lower boundary
.6 of a retinal pigment epithelium are 1llustrated. In some
cases, the boundary of the IS/OS and that of the RPE cannot
be distinguished from each other depending on the perfor-
mance of an OCT 1mage pickup device. In the present mnven-
tion, this accuracy 1s not significant. In addition, although the
inner limiting membrane (ILM) and the interface between
inner and outer segments of the photoreceptors (IS/OS) can
be seen as layers, they are regarded as boundaries because
they are very thin.

The retina typically has such a simple layered structure.
However, the retina may have a structure different from this
depending on region or lesion. There 1s no nerve fiber layer 1in
the macular depression M1. A region G1 exhibits a state of
glaucoma. The nerve fiber layer 1s thin. A patient with glau-
coma has such a symptom. Accordingly, the thickness of the
nerve fiber layer serves as a quantitative indicator indicating,
the degree of progression of a disease, such as glaucoma, or
the extent of recovery alter treatment.

FIG. 2B similarly 1llustrates a tomographic image of the
macula lutea of the retina. In this case, a state of detachment
of a vitreous cortex H1 above the inner limiting membrane L1
due to a disease or the like 1s i1llustrated. There 1s a gap
between the mner limiting membrane L1 and the vitreous
cortex H1 and there 1s no retinal tissue.

If there 1s a blood vessel B1, signal light attenuates due to
red blood cells 1 the blood vessel. Accordingly, a region
under the blood vessel 1s not imaged. Disadvantageously, an
artifact L6' occurs.

Abnormality, such as a lesion, or a large change 1n structure
appears 1n the layers 1n a range from the inner limiting mem-
brane L1 to the boundary L6 of the retinal pigment epithe-
lium. Accordingly, these layers are specified and the layers
included in these layers are specified.

The flow of the process of identitying the layered structure
by the functions of the above-described image processing,
apparatus 10 will be described below 1n accordance with a
flowchart of FIG. 3. In order to 1dentity layer boundaries, this
process 15 a process of determiming the tissue between the
layer boundaries to 1dentily the layer boundaries on the basis
of the result of determination.

In step S301, the image acquisition unit 11 acquires an
OCT tomographic image captured by the tomographic image
acquisition device 20. When a region to be captured 1s desig-
nated and 1s captured by the tomographic 1mage acquisition
device 20, information about the region, e.g., the macula lutea
or the optic disk 1s also acquired. Using this region informa-
tion, a proper parameter for 1mage processing can be deter-
mined.

In step S302, the image transformation unit 12 performs
image transiformation on each OCT tomographic image
acquired by the image acquisition unit 11. In the present
embodiment, the median filter and the Sobel filter are applied
to the tomographic image, thus generating images (hereinat-
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ter, referred to as “median 1mage™ and “Sobel 1mages™). In
this case, 1t 1s assumed that when the signal intensity 1s high,
the pixel value 1s high and, when the signal intensity 1s low,
the pixel value 1s low. The image transformation unit 12
transmits the transformed 1mages to the brightness informa-
tion generation unit 13 and stores the 1mages 1nto the storage
umt 30.

In step S303, the brightness information generation unit 13
creates brightness profiles, serving as brightness information,
from the 1mages transformed in step S302. It 1s not always
necessary to graph brightness values. Pixel values of the
images or signal intensities may be imaged. When the bright-
ness profiles are created using the Sobel 1mages, noise 1s
removed from the images. Accordingly, edges can be easily
detected. In addition, creation of the profiles using the median
image has effects that the occurrence of noise which particu-
larly becomes a problem 1n an OC'T 1image can be suppressed
and the tendency of an 1mage in a predetermined range can be
casily grasped.

It 1s not always necessary to create the brightness profiles
from the transformed 1images. Edges having a predetermined
intensity can be extracted from a tomographic image, serving
as an original image.

In step S304, the feature point detection unit 14 detects
peaks from the brightness information generated in step
5303, thus specifying the locations of layer boundaries. Since
the Sobel images are edge-enhanced images, detecting a peak
from the brightness information 1s synonymous with detect-
ing a point at which a change from low to high intensity of
signal light 1s large, namely, an edge from low to high pixel or
brightness value 1n a tomographic image. A threshold value
determined experimentally or based on image information 1s
used for detection.

As described above, a sign of a lesion appears in the area
between the mnner limiting membrane and the boundary of the
IS/OS. It 1s therefore important to specily these layers. In the
structures of the retinal layers, the inner limiting membrane 1s
the boundary between the background (vitreous body) having
low pixel values and the retinal tissue having relatively high
pixel values and can be detected as the above-described edge.
Since the IS/OS 1s 1n contact with relatively dark tissue as
viewed from the shallow side of the layers, 1t can be detected
as the above-described edge. In the retina, the inner limiting
membrane and the IS/OS can be easily detected as strong
edges because they strongly retlect or scatter the signal light.
Except for the boundary of the vitreous cortex, other bound-
aries corresponding to edges from low to high intensity as
viewed from the shallow side of the layers are not large edges.
Accordingly, a threshold value 1s adjusted so that the inner
limiting membrane and the IS/OS can be preferentially
extracted 1n that manner.

Furthermore, the tissue between the mner limiting mem-
brane and the IS/OS 1ncludes layers corresponding to further
enhanced edges from high to low intensity. Accordingly, the
edges are detected to specily the layers between the inner
limiting membrane and the IS/OS.

This detection 1s performed for each A-scan line. The reli-
ability ol detection can be increased using not signals
obtained by interpolation but actually measured values.

The peaks detected as described above indicate the loca-
tions of the boundaries of the layers.

In step S305, the layered structure 1dentification unit 15
identifies one of the boundaries of the retinal layers, obtained
using the peaks detected 1n step S304, as the mnner limiting
membrane (ILM). From the viewpoint of the structure of
retinal tissue, the interface between the vitreous body, which
1s typically excluded in the retinal tissue and serves as a
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background region, and the retinal tissue 1s the inner limiting,
membrane. However 1f there 1s detachment of the vitreous
cortex, the structure differs. Accordingly, whether the area
between the two peaks detected as viewed from the shallow
side 1s the background or the retinal tissue 1s determined using
the profiles obtained from the median image. I 1t 1s the
background, the first peak from the shallow side is the vitre-
ous cortex and the next peak 1s the inner limiting membrane
(ILM). If the area between the peaks 1s the retinal tissue, the
first peak 1s 1dentified as the mnner limiting membrane. The
processing will be described in detail later.

In step S306, the layered structure 1dentification unit 15
identifies one of the boundaries of the retinal layers obtained
using the peaks detected 1n step S304 as the IS/OS. In this
case, the tissue between the inner limiting membrane and the
boundary of the layer located deeper than the mner limiting,
membrane 1s determined and the IS/OS 1s 1dentified on the
basis of the result of determination. The processing will be
described 1n detail later.

In step S307 and subsequent steps, the boundaries of the

layers located between the identified inner limiting mem-
brane and IS/OS are 1dentified (first 1dentification). The fea-
ture point detection unit 14 detects peaks 1n the brightness
profiles using a predetermined threshold value, thus detecting,
points at each of which the signal light remarkably changes
from high to low intensity as viewed from the shallow side of
the layers. Since the inner limiting membrane and the IS/OS
have already been identified and the area between these
boundaries to be subjected to analysis 1s specified, a threshold
value for peak detection and setting of parameters can be
approprately set 1n the following nerve fiber layer identifica-
tion (second 1dentification).

In step S308, the layered structure i1dentification unit 15
identifies one of the boundaries of the retinal layers obtained
using the peaks detected 1n step S307 as the boundary of the
nerve fiber layer. In this instance, the layered structure
between the inner limiting membrane and each peak obtained
in step S307 are determined to 1dentily the nerve fiber layer
boundary. The reason 1s as follows. Depending on glaucoma
or depression, the nerve fiber layer boundary may disappear
or be thin to such an extent that the layer cannot be specified
as an 1mage. In this case, the nerve fiber layer boundary
substantially matches the mner limiting membrane. Disad-
vantageously, identification error may occur. This processing,
will also be described later.

In step S309, the specified boundaries of the layers are
color-coded according to 1dentified kind and the boundaries
are superimposed on the tomographic image. The image dis-
play unit 16 displays the resultant image. A table showing the
relationship between the layer boundaries and the colors 1s
previously stored in the storage unit 30. A display screen 1s
generated on the basis of this data.

As described above, the kind of tissue between specified
boundaries 1n an 1mage 1s determined and the kind of each
layer boundary 1s identified on the basis of the result of
determination. Advantageously, identification error can be
reduced.

In addition, the ILM and the IS/OS are specified on the
basis of points each representing the transition from low to
high signal intensity as viewed from the shallow side and the
layered structure between the boundaries 1s then 1dentified on
the basis of points each representing the opposite transition,
so that the boundaries important for diagnosis can be easily
specified. In addition, the layered structure in the area
between the boundaries where a sign of alesion tends to occur
can be specified accurately.
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In addition, since the pixel value or brightness value of the
vitreous body 1s used, the kind of layer can be properly
determined because such a value 1s a threshold value more
suitable for specilying capturing conditions or an image than
determination using a fixed threshold value.

FIG. 4 1s a diagram 1llustrating the relationship between a
tomographic 1mage of a retina, an A-scan line, and brightness
profiles. For a one-dimensional image obtained by perform-
ing A-scan at the position of a line A3, there 1s illustrated a
profile P31 1n one Sobel image 1n which edges from low to
high pixel value are enhanced. In addition, there is 1llustrated
a profile P32 1n the other Sobel image 1n which edges from
high to low pixel value are enhanced. A peak M311 indicates
the boundary between the background and the vitreous cor-
tex, a peak M 312 indicates the boundary between the gap and
the inner limiting membrane, and a peak M313 indicates the
location of the IS/OS. A peak M321 indicates the boundary
between the vitreous cortex and the gap, a peak M322 indi-
cates the boundary of the nerve fiber layer, and a peak M323
indicates the boundary of the retinal pigment epithelium. In
step S304, the feature point detection unit 14 detects the peaks
for each A-scan line and stores the position and magnitude of
cach peak into the storage unit 30.

Process for Inner Limiting Membrane

The details of the processing for identiiying the inner lim-
iting membrane L1 (ILM) 1n step S305 will be described 1n
accordance with FIG. 5. In step S501, the layered structure
identification unit 15 first calculates an average brightness
value of an approximate background (region other than the
retinal layers in the 1mage). In the present embodiment, a
target 1s set to only a region having values at or below an
experimentally determined threshold value 1n the median
image and an average brightness value thereof 1s calculated.
Such threshold processing 1s performed, thus removing noise
components included 1n part having high brightness values.
The method of calculating an average brightness value of the
background 1s not limited to this. A threshold value may be
determined by, for example, determination analysis or the
P-tile method. An average brightness value may be calculated
using brightness values at the upper or lower end, where the
retinal layer does not exist, of an 1image.

Subsequently, 1n step S502, the layered structure identifi-
cation unit 135 examines the positions of the peaks detected 1n
step S304 and sequentially sets two peaks to first and second
peaks 1n the order from the shallow side of the layers. In this
case, although detection 1s performed using the profile P31 1n
FIG. 4, detection may be performed using the profile P32.
This processing 1s performed on each A-scan line. After the
first and second peaks are determined, the layered structure
identification unit 15 examines a brightness profile between
the two peaks in the median image. In step S504, the layered
structure 1dentification unit 15 performs processing for deter-
mining whether the area between the peaks corresponds to the
background (vitreous region) or the retinal tissue. Specifi-
cally, pixels each having a pixel value above the product of the
average pixel value of the background and a coelficient of 1.2
are obtained from pixels existing between the first and second
peaks. In step S505, the layered structure 1dentification unit
15 determines the proportion of the pixels included between
the boundaries. Although the coefficient 1s an experimentally
obtained value, the coefficient 1s not limited to this. A thresh-
old value may be dynamically determined according to image
information, such as an average value 1n a brightness profile.

I1 the calculated proportion 1s above 14 (Yes 1n step S505),
it 1s determined that the retinal tissue exists between the peaks
(step S306). The first peak 1s 1dentified as the mnner limiting
membrane L1 (step S507). If the calculated proportion 1s at or
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below Y2 (No 1n step S505), it 1s determined that the area
between the peaks 1s the background (step S508). The second
peak 1s 1dentified as the inner limiting membrane 1. Simul-
taneously, the first peak 1s determined as the vitreous cortex
H1 (step S509).

Conditions for determining the mner limiting membrane
are not limited to the above. For example, the coellicient by
which the average value of the background 1s multiplied may
be dynamically obtained from a histogram of the image.
Furthermore, in the present embodiment, whether the area
between the peaks corresponds to the retinal tissue or the
background 1s determined on the basis of brightness informa-
tion, namely, the proportion of the pixels having pixel values
above the threshold value. The determination 1s not limited to
this. For example, a gradient may be obtained from the bright-
ness profile and be used as an 1ndicator for determination.
Alternatively, feature values may be obtained from brightness
information and be mput to a discrimination circuit for deter-
mination. Conditions for determination using the distance
between the peaks are not limited to this. The conditions may
be dynamically obtained according to scale of an 1mage.

As described above, tissue between the peaks 1s deter-
mined and the kind of layer boundary 1s identified on the basis
of the result of determination, so that identification error can
be prevented.

Process for IS/OS

The details of processing for identitying the IS/OS LS in
step S306 will be described 1n accordance with FI1G. 6. In this
process, 1n addition to the processing for determiming tissue
between the peaks, two-phase processing 1s performed in
order to address an artifact caused by a blood vessel or bleed-
ing.

In step S601, the layered structure i1dentification unit 15
obtains a peak positioned deeper than the location of the inner
limiting membrane specified by the above-described process-
ing. In this stage, a plurality of peaks may be obtained.

In step S602, the layered structure i1dentification unit 15
determines whether the peak obtained from each A-scan line
satisfies predetermined conditions. Only the peak satisiying
the conditions for specifying is specified as the IS/OS LS. In
the present embodiment, two 1tems, the magnitude of the peak
and the distance between the peaks are used as the specitying
conditions for the IS/OS LS. As for the specifying condition
based on the magnitude of the peak, the product of the mag-
nitude of the peak of the inner limiting membrane L1 speci-
fied on the same A-scan line and 0.8 1s set to a threshold value.
As for the specifying condition based on the distance between
the peaks, the peak has to be located at a predetermined
distance or more from the 1inner limiting membrane L1 speci-
fied on the same A-scan line and be located below it 1n the
image space. For these conditions, experimentally obtained
values are used. If the peak satisfies these two conditions (Yes
in step S602), the peak 1s specified as a candidate layer bound-
ary for the IS/OS L5. This 1s the first-phase specifying pro-
cessing.

Processing 1n steps S603 to S607 1s the same as that for the
above-described mner limiting membrane. In step S603, the
layered structure identification unit 15 obtains pixel values
between the peaks from the median 1mage.

In step S604, the layered structure i1dentification unit 15
obtains pixels having the pixel values above the predeter-
mined threshold value from among the obtained pixel values
between the peaks. In this case, a determination 1s made as to
whether the layered structure between the peaks corresponds
to the background (vitreous body) or the retinal tissue. This
processing 1s for confirmation when the inner limiting mem-
brane 1s erroneously 1dentified due to noise or the like. For a
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threshold value, for example, pixels each having a pixel value
higher than 1.2 times the average pixel value of the back-
ground are obtained. This threshold value 1s experimentally
determined. This determination processing 1s not limited to
the determination of whether the layered structure between
the peaks 1s the background. Whether the layered structure
between the peaks includes the nerve fiber layer or whether 1t
includes an artifact caused by a blood vessel may be deter-
mined.

In step S605, the layered structure 1dentification unit 15
determines whether the number of pixels having pixel values
above the threshold value 1s above a predetermined number or
proportion. For example, 2 1sused. If 1t 1s determined that the
number of pixels 1s above the predetermined number (Yes in
step S605), the area between the peaks 1s determined as part
in the retinal tissue (step S606). The obtained peak 1s 1denti-
fied as the IS/OS L5 (step S607).

On the other hand, when the peak does not meet the con-
ditions of the candidate for the IS/OS L5 1n step S602 (No 1n
step S602), 1t 1s determined that any candidate for the IS/OS
1s not found on the A-scan line. The area 1s determined as an
umidentifiable area and 1s stored nto the storage unit 30 1n the
image processing apparatus 10 (step S608).

In step S609, processing for specitying the IS/OS in the
area determined as the unidentifiable area in step S608 is
performed. This 1s the second-phase specifying processing.
This processing 1s performed to 1dentify the IS/OS using the
location and brightness value of the identified boundary and
brightness values of the unidentifiable area 1n consideration
of the continuity. The concrete processing will be described
with reference to FIG. 7B.

If 1t 1s determined as No 1 step S605, the i1dentilying
process outputs an error (step S610) and the process termi-
nates. Such a case 1s caused, for example, when setting of an
imaging range has a problem, alternatively, when the retinal
layers have abnormal structure. In this case, abnormality
important for diagnosis may be included. Accordingly, the
error may be informed of the user with speech or text infor-
mation.

As described above, after the tissue between the peaks 1s
determined, the detected layer boundary 1s 1dentified as the
IS/OS LS. This can prevent such an error that even 1i the
retinal layers have abnormality, processing 1s performed
while the retinal layers are being regarded as normal.

In addition, first specitying 1s performed on the basis of
information for each A-scan line and second specilying made
in consideration of the continuity of the interface based on the
specified layer boundary 1s performed using brightness val-
ues of an area which cannot be specified. Accordingly, the
layered structure can be accurately specified.

FIG. 7A 1s a diagram 1illustrating the relationship between
A-scans 1n an area with a blood vessel or bleeding and pro-
files. A profile P53 1s obtained by A-scan at a position AS. Since
any blood vessel or bleeding does not occur at the position A5,
a peak M52 corresponding to the IS/OS can be extracted. In a
profile P4 corresponding to A-scan at a position A4, a peak
corresponding to the IS/OS 1s small. Accordingly, the peak
cannot be correctly detected. In such a case, 1t 1s determined
as No 1n step S602. Such an area 1s determined as an umiden-
tifiable area 1n the first-phase processing. Even 11 determina-
tion 1s made using a fixed threshold value or the like in order
to extract the IS/OS, the normal layered structure cannot be
extracted due to noise, individual difference, or the like.

FIG. 7B 1s adiagram illustrating the details of processing in
step S609 1n FIG. 6 described above. The boundary of the
IS/OS specified 1n step S607 1s indicated by a solid line and
part which cannot be 1dentified 1s indicated by a dashed line.
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The remaining IS/OS 1s to be specified 1n consideration of the
continuity of the magnitudes and positions of the peaks cor-
responding to the specified IS/OS. In order to take the conti-
nuity into consideration on the basis of the magnitudes and
positions of the peaks corresponding to the IS/OS specified at
the first phase, a local region including a high brightness
layered area, located between the IS/OS and the retinal pig-
ment epithelium, at the middle 1s set 1n the present embodi-
ment. Peak information 1s to be extracted from the IS/OS and
the retinal pigment epithelium specified 1n this region. Since
the IS/OS 1s specified for each of the A-scan lines at regular
intervals, inner limiting membrane segments CP1 and retinal
pigment epithelium segments CP2 which have been specified
up to the first phase are arranged at regular intervals, as
illustrated 1n FIG. 7B. Since the IS/OS 1n an artifact area
decreases 1n brightness, the IS/OS cannot satisty the specity-
ing conditions at the first phase, so that the IS/OS 1s not
specified. Therefore, a local region 1s set so as to include an
unspecified IS/OS segment at the center. First, a local region
R1 on the X-Z plane (C-scan) 1s set for an A-scan line A6,
where the IS/OS 1s not specified, such that the A-scan line 1s
positioned at the center in the local region R1. The size of the
local region 1s set so as to include 5x7 A-scan lines, serving as
the center and surrounding A-scan lines. An average of the
magnitudes of the peaks (points indicated by the solid lines in
the local region R1), corresponding to the IS/OS segments,
specified 1n the local region and an average of y-coordinate
values thereof are calculated. Subsequently, y-coordinate val-
ues at which the IS/OS will exist are estimated on the A-scan
line at the center of the local region. For the y-coordinate
values at which the IS/OS will exist, a set of ten pixels above
the calculated average y-coordinate value and ten pixels
below it 1s set to a range and edge components 1n the Sobel
image within the range are examined. The edge component
having the closest peak magnitude to the average peak mag-
nitude 1n the local region 1s selected from the edge compo-
nents 1n the estimated range and the position thereof 1s speci-

fied as the IS/OS. As for the order of identitying the IS/OS at

the second phase, identification 1s started from the A-scan line
with the highest rate of specified IS/OS segments 1n the local

region. This processing 1s repeated in that order, thereby
specifying the IS/OS which 1s difficult to specily due to a
reduction 1n brightness caused by an artifact.

The IS/OS speciiying conditions are not limited to the
above conditions. For example, the threshold value for the
magnitude of the peak corresponding to the IS/OS at the first
phase doesn’t have to depend on the magnitude of the peak
corresponding to the inner limiting membrane. A fixed
threshold value may be used. In addition, the size of the local
region at the second phase 1s not limited to the above.
Process for Nerve Fiber Layer Boundary

The details of the processing for identifying the nerve fiber
layer boundary L2 in step S308 will be described 1n accor-
dance with a flowchart of FIG. 8. In step S801, the layered
structure 1dentification unit 15 determines a first peak and a
second peak and examines brightness values in the area
between the peaks in order to specity the nerve fiber layer
boundary L2. Specifically, the peak corresponding to the
inner limiting membrane L1 identified by the process for
identifying the inner limiting membrane 1s set to the {first
peak. Reterring to FIG. 4, the peak M311 1n the profile P31 or
the peak M321 in the profile P32 corresponds to the first peak.
Subsequently, among the peaks each corresponding to an
edge from high to low signal light intensity in the brightness
profile P32, the peak which 1s located below the inner limiting,
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membrane 1.1 and 1s the closest thereto 1s set to the second
peak (step S801). In this case, the peak M322 corresponds to

the second peak.

In step S802, the layered structure 1dentification unit 15
obtains pixel values 1n the area between the obtained two
peaks by referring to the median image. After that, 1n step
S803, the layered structure 1dentification unit 15 obtains pix-
els having pixel values above a predetermined threshold value
from among the obtained pixels. This processing 1s per-
formed i1n order to determine whether the area between the
peaks corresponds to the nerve fiber layer L.2'.

The nerve fiber layer L2' does not necessarily appear as
brightness values (or pixel values) below the inner limiting
membrane LL1. For example, the nerve fiber layer L2' 1s not
seen on the A-scan line 1n the vicinity of the macular depres-
sion. In order to analyze the nerve fiber layer, therefore, 1t 1s
first necessary to determine whether the nerve fiber layer L2
exists. According to a method of determining whether the
nerve fiber layer L.2' exists in the present embodiment, the
proportion of pixels each having a value above the product of
the average brightness value of the background and 1.5 to the
pixels existing between the first peak 321 and the second peak
322 1s calculated.

If 1t 1s determined 1n step S804 that the calculated propor-
tion 1s above Y4, the layered structure identification unit 135
determines the area between the peaks as the nerve fiber layer
L.2' (step S805) and 1dentifies the second peak as the nerve
fiber layer boundary L2 (step S806). I the calculated propor-
tion 1s at or below %2 (No 1n step S804), 1t 1s determined that
the nerve fiber layer L2' does not exist between the peaks (step
S807). The nerve fiber layer L.2' 1s thin on the target A-scan
line and the obtained peak corresponds to the lower boundary
of the retinal pigment epithelium L6. In this case, it 1s medi-
cally proven that a lesion, such as progressing glaucoma or a
depression, will probably exist.

As described above, whether the tissue between the peaks
1s the nerve fiber layer L2' 1s determined on the basis of pixel
values (or brightness values) and the nerve fiber layer bound-
ary L2 1s specified on the basis of the result of determination.
Consequently, the accuracy of 1dentifying a layer boundary
can be prevented from being reduced due to glaucoma or a
depression.

Second Embodiment

A second embodiment will be described with respect to a
case where the kind of boundary 1s determined in consider-
ation of the distance between the peaks 1n step S305 1n the first
embodiment. In some cases, the detached vitreous cortex H1
1s located near the inner limiting membrane L1 as 1llustrated
in the vicinity of an A-scan line A2 1n a tomographic image 1n
FIG. 9. It 1s assumed that the inner limiting membrane L1 1s
to be specified 1n the tomographic image. In some cases, since
the distance between the peak corresponding to the vitreous
cortex H1 and the peak corresponding to the mner limiting
membrane L1 1s very short on the A-scan line A2, the propor-
tion of high brightness pixels to the background between the
peaks 1s increased due to the thickness of the vitreous cortex
H1. According to the present embodiment, a condition for
determining a retinal layer boundary 1s changed depending on
the distance between the peaks, so that the retinal layer
boundary 1s 1dentified (determined) with no mistake. As for
the flow of a process, the flow 1s common to the first embodi-
ment, except for the processing for identifying the inner lim-
iting membrane 1. Accordingly, explanation of the common
steps to the first embodiment 1s omitted. Explanation of the
common units to the first embodiment 1s also omitted. The
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present embodiment differs from the first embodiment 1n the
following point. If the image processing apparatus 10 oper-

ates on the basis of an 1nstruction from software, a program
stored 1n the ROM or HDD executes a process of FIG. 10 to
realize Tunctions for the process.

The details of processing for identitying the imner limiting,
membrane L1 1n step S305 according to the second embodi-
ment will be described with reference to FIG. 10. Since pro-
cessing 1n steps S1001 to S1003 and steps S1005 to S1010 1s
the same as that in steps S501 to S509 1n the first embodiment,
explanation thereof 1s omitted.

In step S1004, the layered structure identification unit 15
obtains the distance between the peaks 1n a tomographic
image. In this case, the feature point detection unit 14 detects
a peak M21 and a peak M22 1n the profile P2 on the A-scan
line A2 1n the order from the shallow side. Assuming that the
distance between the peaks 1s shorter than ten pixels, when
the proportion of pixels each having a pixel value above the
product of the average grayscale value of the background and
1.2 to the pixels 1n the area between the peaks 1s above 4, 1t
1s determined that the retinal tissue exists between the peaks.
Thus, the first peak 1s determined as the inner limiting mem-
brane 1. When the proportion 1s at or below 34, 1t 15 deter-
mined that the area between the peaks corresponds to the
background. The second peak 1s determined as the inner
limiting membrane L1. In the case where the distance
between the peaks 1s equal to or longer than ten pixels, a
threshold value indicating the proportion 1s set to Y2 1n the
same way as step S205 1n the first embodiment. The reason
why the threshold value 1s changed depending on the distance
between the peaks 1s that a boundary at the position corre-
sponding to each peak constitutes a layer having a predeter-
mined thickness and 1ts influence 1s large. For example, the
vitreous cortex H1 detached from the retinal layer has a
predetermined thickness. When the boundary between the
vitreous cortex H1 and the background 1s detected as the first
peak M21, the boundary between the gap (background)
caused by the detachment and the inner limiting membrane
L1 1s detected as the second peak M22, the thickness of the
vitreous cortex H1 affects determination, thus resulting in
determination error. In addition, 11 two boundaries are 1n tight
contact with each other, the amount of information about the
areca between the boundaries is relatively small. In some
cases, the information about the area between the boundaries
cannot be correctly obtained due to the boundaries. It 1s
therefore necessary to change a threshold value depending on
the distance between the peaks. Particularly, when the dis-
tance between the boundaries 1s reduced, the threshold value
indicating the proportion has to be increased. In addition to
changing the threshold value indicating the proportion, a
threshold pixel value may be changed.

According to this process, the condition for specifying the
inner limiting membrane L1 1s changed depending on the
distance between the peaks. Advantageously, even 1f the
boundaries are 1n tight contact with each other, error 1n 1den-
tifying the inner limiting membrane can be reduced.

Other Embodiments

In the first embodiment, the 1image transformation unit 12
transforms an 1mput 1image. Brightness values of an original
image may be used as mputs for the next step without image
transformation and brightness information generated by the
brightness information generation unit 13 may be directly
generated from the original image.

In the first and second embodiments, tissue existing
between the peaks 1s determined. Determination 1s not limited
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to this. For example, pixel values of areas on opposite sides of
cach peak 1n a predetermined range may be compared with
pixel values of the background (vitreous body) on each
A-scan line to determine tissue on the opposite sides of the
peak, thereby identifying the kind of layer boundary corre-
sponding to the peak. According to this process, even 1 a
plurality of peaks corresponding to layer boundaries are not
found, the position of a peak can be specified in the retinal
layers. This makes 1t difficult to cause error 1n identifying the
kind of layer boundary. In addition, detection and determina-
tion may be performed not for each A-scan line but 1n a
predetermined two-dimensional area.

In the first and second embodiments, comparison with a
pixel value of the vitreous body 1s performed. The application
of the present invention 1s not limited to such comparison. A
predetermined reference value may be used as a substitute.
For example, when an 1mage 1s represented using 256 gray-
scale values, a grayscale value of O may be used as a reference
value.

A program that realizes the functions in the above-de-
scribed embodiments may be supplied to a computer or a
system through a network or a storage medium. In this case,
it 1s needless to say that an aspect of the present invention
includes an apparatus or system that stores, reads out, and
executes the supplied program, the program, or the storage
medium 1tself.

Furthermore, the above-described embodiments have been
described with respect to the case where the present invention
1s realized by software. The application of the present mven-
tion 1s not limited to this. For example, 1t 1s easily possible for
those skilled in the art that the present invention belongs to
mount the above-described functional blocks on a circuit, or
realize them by hardware. In addition, part of the functional
blocks executed through the program in the embodiments
may be mounted onto a dedicated image processing board.

According to the present invention, the kind of boundary
can be 1dentified on the basis of not only mnformation about
the boundary but also characteristics of the vitreous body
corresponding to the background of a tomographic image of
the retina and those between boundaries. Advantageously,
identification error can be reduced.

While the present invention has been described with refer-
ence to exemplary embodiments, it 1s to be understood that
the invention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of International Appli-
cation No. PCT/JP2009/070924, filed Dec. 15, 2009, which 1s

hereby incorporated by reference herein in 1ts entirety.

REFERENCE SIGNS LIST

10 1mage processing apparatus
11 image acquisition unit
12 1image transformation unit
13 brightness information generation unit
14 feature point detection unit
15 layered structure 1dentification unit
16 image display unit
20 tomographic 1image acquisition device
30 storage unit
The invention claimed 1s:
1. An image processing apparatus comprising:
a memory; and
a processor that 1s 1n communication with the memory, the
processor configured to control



US 9,320,423 B2

15

a detection umt configured to detect a first layer bound-
ary and a second layer boundary 1n a tomographic
image of a subject’s eye;

a determination unit configured to determine whether an
area between the first layer boundary and the second
layer boundary 1s a gap caused by a detachment of
vitreous cortex or not; and

an 1dentitying unit configured to identily the kind of the
first layer boundary on the basis of the result of the
determination,

wherein the first layer boundary 1s 1dentified as an inner
limiting membrane when 1t 1s determined that the area
1s not the gap caused by the detachment of vitreous
cortex and the first layer boundary 1s i1dentified as a
vitreous cortex when 1t 1s determined that the area 1s
the gap caused by the detachment of vitreous cortex.

2. The 1mage processing apparatus according to claim 1,
wherein the determination unit compares the characteristics
of the area between the first layer boundary and the second
layer boundary with those of an area of a vitreous body 1n the
tomographic 1mage to determine whether the area between
the first layer boundary and the second layer boundary 1s the
gap caused by the detachment of vitreous cortex or not, and

wherein the identifying unit identifies the kind of the first

layer boundary on the basis of the result of determina-
tion.

3. The image processing apparatus according to claim 1,
wherein the determination umt changes a threshold value for
the determination depending on the distance between the first
layer boundary and the second layer boundary.

4. The 1mage processing apparatus according to claim 1,
wherein the 1dentification unit identifies the kind of the first
boundary layer in accordance with the magnitude of the dii-
terence between a pixel value based on an area corresponding
the vitreous body and that of the area between the first layer
boundary and the second layer boundary and the proportion
of pixels each having the difference at or above a predeter-
mined value to pixels 1n the area between the first layer
boundary and the second layer boundary.

5. The 1mage processing apparatus according to claim 1,
wherein the detecting unit detects, as the boundary of a layer
in the retina, a point at which a change in pixel value or
brightness value in the depth direction of the tomographic
image 1s at or above a predetermined value.

6. The 1image processing apparatus according to claim 1,
wherein

the detecting unit detects at least part of the boundary of

cach layer on the basis of an edge corresponding to the
layer 1in the depth direction of the tomographic 1mage
and detects the boundary of the layer in an area where the
boundary 1s not detected on the basis of the detected part
of the boundary and pixel values 1n the area where the
boundary 1s not detected.

7. The 1image processing apparatus according to claim 1,
wherein the tomographic 1image of the subject’s eye 1s a
tomographic image of the retina of the subject’s eye.

8. The image processing apparatus according to claim 1,
wherein the tomographic 1image of the subject’s eye 1s an
image captured by an optical coherence tomography (OCT)
image pickup device.

9. The image processing apparatus of claim 1, further com-
prising;:
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an acquisition unit configured to acquire a tomographic

image of a subject’s eye generated on the basis of signal

light applied to the retina of the subject’s eye, wherein;

the 1identification unit comprises a first identification unit
and a second i1dentification unit,

the first identification unit 1s configured to identify the
inner limiting membrane or the retinal pigment epi-
thelium on the basis of an edge from low to high
intensity of the signal light obtained from the acquired
tomographic image, and

the second 1dentification unit 1s configured to 1dentity,
on the basis of an edge from high to low intensity of
the signal light obtained from the tomographic image
of the subject’s eye, a layer or the boundary of the
layer existing 1n an area between the mner limiting
membrane or the retinal pigment epithelium and the
edge.

10. The image processing apparatus of claim 1, further
comprising;

a display unit configured to display the result of 1dentifica-

tion with the tomographic image.

11. The image processing apparatus of claim 1, wherein the
detection unit detects the first layer boundary and the second
layer boundary based on a change point of a pixel or bright-
ness value 1n the tomographic image, and

wherein the determination unit determines whether the
area between the first layer boundary and the second
layer boundary 1s the gap or not based on an average
brightness value of an area of a vitreous body in the
tomographic 1image.

12. A method for image processing, comprising:

detecting a first layer boundary and a second layer bound-
ary 1n a tomographic image of a subject’s eye;

determiming whether an area between the first layer bound-
ary and the second layer boundary 1s a gap caused by a
detachment of vitreous cortex or not; and

identifying the kind of the first layer boundary on the basis
of the result of the determination,

wherein the first layer boundary 1s 1dentified as an 1nner
limiting membrane when it 1s determined that the area 1s
not the gap caused by the detachment of vitreous cortex
and the first layer boundary is i1dentified as a vitreous
cortex when 1t 1s determined that the area 1s the gap
caused by the detachment of vitreous cortex.

13. A non-transitory computer-readable storage medium

containing a program that allows a computer to execute:

a process of detecting a first layer boundary and a second
layer boundary 1n a tomographic image of a subject’s
eye;

a process of determining whether an area between the first
layer boundary and the second layer boundary 1s a gap
caused by a detachment of vitreous cortex or not; and

a process of 1dentifying the kind kinds of the first layer
boundary and the second layer boundary on the basis of
the result of the determination,

wherein the first layer boundary 1s i1dentified as an 1nner
limiting membrane when it 1s determined that the area 1s
not the gap caused by a detachment of vitreous cortex
and the first layer boundary is i1dentified as a vitreous
cortex when 1t 1s determined that the area 1s the gap
caused by a detachment of vitreous cortex.
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