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(57) ABSTRACT

Methods and systems for facilitating development of voice-
enabled applications are provided. The method may comprise
receiving, at a computing device, a plurality of actions asso-
ciated with a given application, parameters associated with
cach respective action, and example instructions responsive
to respective actions. The method may also comprise deter-
mining candidate instructions based on the actions, param-
cters, and example mstructions. Each candidate instruction
may comprise one or more grammars recognizable by a voice
interface for the given application. The method may further
comprise the computing device recerving respective accep-
tance information for each candidate instruction, and com-
paring at least a portion of the respective acceptance infor-
mation with a stored acceptance information log comprising,
predetermined acceptance information so as to determine a
correlation. Still further, the method may comprise determin-
ing a set of mstructions comprising one or more of the can-
didate 1nstructions based on the determined correlation.

20 Claims, 9 Drawing Sheets
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Candidate Instruction

“Can | have a reservation for [number] diners at {time}?”

‘Make dinner reservation, party of [number}, at jime].”

“‘Reserve [number] for [time].”

“‘Book seating for [number] at ftime].”




US 9,318,128 Bl

Page 2
(56) References Cited 2007/0276664 A1* 11/2007 Khosla .................. G10L 15/193
704/257
U.S. PATENT DOCUMENTS 2007/0294710 A1  12/2007 Meesseman
2009/0323675 Al  12/2009 Raza

2003/0125945 Al*  7/2003 Doyle .......c..coco.... G10L 15/01 2010/0036661 Al*  2/2010 Boucher ... G10L 15/19
704/246 704/235
2004/0181392 Al* 9/2004 Parikh ..ovvvvviiio. GO6F 17/30011 2010/0106497 Al* 4/2010 Phillips ...c.covvvvvvenen. G101 15/30
704/10 704/231
2006/0101014 Al* 5/2006 Forman ................ GO6F 17/277 2013/0103404 Al* 42013 Burke ............... GO6F 3/167
2006/0203980 Al1* 9/2006 Starkie .......c.cc..cc....... GO6F 8/30 | 704/275
379/88 18 2013/0246920 Al1* 9/2013 Fields .....ccccceeeennennn, GOG6F 3/167
- ' 715/728

2006/0212841 Al*  9/2006 Sinai ... GOGF 8/38
o S ongs  2014/0067392 AL¥  3/2014 Burke ... GIOL 15/22
704/236

K

20070106497 ALT 52007 Ramsey ... Guok 1;@3 2015/0023484 AL* 12015 Ni wcoomrrvoerrrren. HO4M 3/5183
379/88.18

2007/0185702 Al* 82007 Harney ... GOGF 17/271

704/4

* cited by examiner



US 9,318,128 B1

Sheet 1 0of 9

Apr. 19, 2016

U.S. Patent

901
991A9(J

S[IqON

141)"
IEYNETS

| 44NOId

—
\

80l

(Mas)
}1) Juswdo}ana(

31eM}JOS

c0l
ao1Aa(g

Bbunndwo)

001



U.S. Patent Apr. 19, 2016 Sheet 2 of 9 US 9,318,128 B1

Computing Device_200

Communication Grammar

Processor

Interface Module 206

202 204

212

Software Development Kit (SDK) 208

Parser
214

< =
Grammars
Acceptance 222

Information Program Logic

Logs . 216
_2“2“9 Instruction

Statistics
Reference Data 21 - 224

Data Storage 210

FIGURE 2



U.S. Patent Apr. 19, 2016 Sheet 3 of 9 US 9,318,128 B1

Server 300
Communication Grammar B
Interface Module "°§g§3°"
302 306 208
312

Speech Recognition Module
304

Acceptance instruction

Grammars

Information Logs 320

318

Reference Data 316

Program Logic
314

Data Storage 310

Logs
322

FIGURE 3



US 9,318,128 B1

Sheet 4 of 9

Apr. 19, 2016

U.S. Patent

21607 weibouid

cly

80v
10SS320.d

00% @21A8Q JUdID

vivy

¥ 44NOI4d

0¥
a|npo buibbo

gLp
sieuiwiels)
< =

01¥ obei0lg rlREQ

[447
2oe 19} U|
19S) 9210\

0217 3oeldu|
19sn |esoiydelr)

¥ (s)uonjeojddy

TP

POv
9|NPON
au-uNy

oy
99e19}U]
uoEIIUNWWo)



U.S. Patent

Apr. 19, 2016 Sheet 5 of 9

RECEIVE PLURALITY OF ACTIONS ASSOCIATED
WITH GIVEN APPLICATION, WHEREIN EACH

RESPECTIVE ACTION INCLUDES ONE OR MORE
PARAMETERS
502

RECEIVE ONE OR MORE EXAMPLE INSTRUCTIONS
RESPONSIVE TO RESPECTIVE ACTIONS
504

DETERMINE PLURALITY OF CANDIDATE

INSTRUCTIONS FOR EACH RESPECTIVE

ACTION BASED ON ONE OR MORE EXAMPLE

INSTRUCTIONS, PLURALITY OF ACTIONS, AND
ONE OR MORE PARAMETERS

206

RECEIVE PLURALITY OF
ACCEPTANCE INFORMATION
208

US 9,318,128 B1

500

COMPARE RESPECTIVE ACCEPTANCE INFORMATION WITH STORED
ACCEPTANCE INFORMATION LOG SO AS TO DETERMINE CORRELATION
BETWEEN RESPECTIVE ACCEPTANCE INFORMATION AND STORED

ACCEPTANCE INFORMATION LOG
910

DETERMINE SET OF INSTRUCTIONS
BASED ON DETERMINED CORRELATION
912

FIGURE 5



US 9,318,128 B1

Sheet 6 of 9

Apr. 19, 2016

U.S. Patent

A%
NOLLYINHON|

AONV.Ld300Y

9 44Nl

019

¥19
138

NOILLONA.LSN]

209
32I1A3Q

ONILLNAWNOD

809

SNOILLOM.LSN] SININNDAV

A 1dINV X ]

[SUALINVHV

909
SNOILOY



US 9,318,128 B1

Sheet 7 0of 9

Apr. 19, 2016

U.S. Patent

30 AM

8

John’s Bar & Gr

Name

ican

Ameri

Type of Cuisine

# of People

Date

L) e
R
e e e e

e

H

h 3
e .

e

-,

-
YR
T T
LRIy

A A

-

P
-

*

ey
e,
L
e

“party of 4"

“four diners”

FIGURE 7B



8 4dNOIl

US 9,318,128 B1

9 [ | [
I~
&
8 ] ]
D
P
@nu CTowin] 1e [1equinu] Joy buneas yoog,
Clauwi] Jog [lequuinu] aAlasay,
=
m CTawin] 1e ‘lisquinu] jo Aled ‘uoijeAlaSas JIBUUIP BN,
o
% lawn] e siauip [Jequinu] 4o} UOlIBAISSal B BARY | UBD),
=¥
«

UOI}ONIISU| djepipuUR) (001-0) 3HOOS

JIN3AI4ANOD

008

U.S. Patent

E 193r3y | 1d300V



6 JdNOId

US 9,318,128 B1

P e B LT o S B Do
. LT . ~ . L ] HIY, ~ e
VR e e e
g, o R A e m......“....." R,
A, e o o ) ]
PR oy, A A T
SR e R
.. ... .....“ ..

Lt - -
et & A D -

-
-3
# H

. ,
2
i v gy
T P )
LR g S e S ]
S R e
i
e e
Dl L
S e I =N L
...........r......,......“."..............r... ..............;.."........}....

00-81] -oWl

e e e L L e e e,
e S s T
Lt e A
i S

Sheet 9 of 9

h
. .
e

= et e e L
At e o e A e
A L T
A
e, I S e P S S e A L
L A e phh AT, P e T b L 3
Rk Dty L e L i i
e AN R N A b S L T e AN T
i T e

et I
e e
e .”....... e R T e
e
enit e D
. RSt
Lo T A -

,
T e
R

o

PN N ]
T

h | PR %
AL ot e,
R e T N
W e R e R
G T L L LT
e R T e et W BV E e e B L
e e A e T e L L A
T B e T e
e Al e T -y iyt L S I L L R S e LA
L e T L e L e
SR A A b
e e i LET i o e Lty by
TR, S h .m...",....,.........,.....r.w..”......u. N

fos

v, Ly
oy

F
A
T )
e x..u..n“..
oy

,.
AR
R
PR T

e e

R
:

S
e L
B ]
TR,
it

by

~ GO LT

L] LR o P
e e s
e et e S e e

A

:9|doad jo #

ueddWY| :auIsing jo adA | L Y20]9,.0

XIS Je Jybiuol 1noj
10} [[UD @ Jeg s,uyor
}e UOoIJeAIdsal aye,,

Apr. 19, 2016

LD ¥ leg s.uyor _

U.S. Patent



US 9,318,128 Bl

1

METHODS AND SYSTEMS FOR
DETERMINING INSTRUCTIONS FOR
APPLICATIONS THAT ARE RECOGNIZABLE
BY A VOICE INTERFACE

CROSS-REFERENCE TO RELATED
APPLICATION

The present disclosure claims priority to U.S. Provisional
Application No. 61/750,197, filed on Jan. 8, 2013, the entire
contents of which are herein incorporated by reference.

BACKGROUND

Computing systems such as personal computers, laptop
computers, tablet computers, cellular phones, among many
other types of computing systems, are increasingly prevalent
in numerous aspects of modern life. As computers become
progressively more integrated with users’ everyday life, the
convenience, eificiency, and intuitiveness of the user-inter-
faces by which users interact with computing devices
becomes progressively more important.

A user-interface may include various combinations of
hardware and software which enable the user to, among other
things, interact with a computing system. One example of a
modern user-interface 1s a “voice-user-interface” (VUI) (e.g.,
“voice control”), which may allow a user to provide speech
data to the computing system 1n order to recognize verbal
inputs. The data may be received, translated into text, and
processed by a speech recognition system, and may ulti-
mately be used by the computing system as a basis for execut-
ing certain computing functions. Speech recognition systems
use syntax- and semantics-based mechanisms such as word
patterns and grammars to recognize or otherwise predict the
meaning of a verbal mput (e.g., what patterns of words to
expect a human to say) and, in some cases, to formulate a
response to the verbal input, that may take a form of one or
more computing functions.

As speech recognition systems have become more reliable,
it 1s becoming more prevalent to integrate VUIs with appli-
cations developed for computing systems such as mobile
devices. However, 1t can be difficult for application develop-
ers wanting to provide speech recognition services to their
users to create and maintain an eflective speech recognition
system without consuming excessive resources and requiring
suificient experience with speech technologies.

SUMMARY

In one aspect, a method 1s described. The method may
comprise receving, at a computing device, information indi-
cating a plurality of actions associated with a given applica-
tion, and each respective action of the plurality of actions
includes one or more parameters associated with the respec-
tive action. The method may also comprise receiving one or
more example istructions responsive to respective actions,
and the one or more example instructions comprise natural
language. The method may turther comprise based on the one
or more example instructions, the plurality of actions, and the
one or more parameters associated with each respective
action, determiming a plurality of candidate instructions for
cach respective action, and each candidate instruction of the
plurality of candidate instructions comprises one or more
grammars recognizable by a voice interface for the given
application. Still further, the method may comprise receiving,
at the computing device, a plurality of acceptance informa-
tion, and the plurality of acceptance information comprises
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2

respective acceptance information for each candidate instruc-
tion, and the plurality of acceptance information is indicative
of whether one or more of the plurality of candidate mstruc-
tions are applicable to the respective action.

Yet still turther, the method may comprise comparing at
least a portion of the respective acceptance information with
a stored acceptance information log so as to determine a
correlation between the respective acceptance information
and the stored acceptance information log, and the stored
acceptance information log comprises a plurality of predeter-
mined acceptance information associated with a plurality of
predetermined example instructions. Yet still further, the
method may comprise based on the correlation, the comput-
ing device determining a set of instructions responsive to one
or more of the plurality of actions that are recognizable by the
voice 1nterface, and the set of instructions includes one or
more of the plurality of candidate 1nstructions.

In another aspect, a computer readable storage medium
having stored therein instructions executable by a computing
device to cause the computing device to perform functions 1s
described. The functions may comprise receiving informa-
tion indicating a plurality of actions associated with a given
application, and each respective action of the plurality of
actions includes one or more parameters associated with the
respective action. The functions may also comprise recerving
one or more example instructions responsive to respective
actions, and the one or more example mstructions comprise
natural language. The functions may further comprise based
on the one or more example instructions, the plurality of
actions, and the one or more parameters associated with each
respective action, determiming a plurality of candidate
istructions for each respective action, and each candidate
instruction of the plurality of candidate instructions com-
prises one or more grammars recognizable by a voice inter-
tace for the given application. Still further, the functions may
comprise recerving a plurality of acceptance information, and
the plurality of acceptance information comprises respective
acceptance information for each candidate instruction, and
the plurality of acceptance information i1s indicative of
whether one or more of the plurality of candidate instructions
are applicable to the respective action.

Yet still further, the functions may comprise comparing at
least a portion of the respective acceptance information with
a stored acceptance information log so as to determine a
correlation between the respective acceptance information
and the stored acceptance information log, and the stored
acceptance information log comprises a plurality of predeter-
mined acceptance information associated with a plurality of
predetermined example instructions. Yet still further, the
functions may comprise based on the correlation, determin-
ing a set of instructions responsive to one or more of the
plurality of actions that are recognizable by the voice inter-
face, and the set of instructions includes one or more of the
plurality of candidate 1nstructions.

In yet another aspect, a system 1s described. The system
may comprise at least one processor. The system may also
comprise data storage comprising program instructions
executable by the at least one processor for performing func-
tions. The functions may comprise receiving information
indicating a plurality of actions associated with a given appli-
cation, and each respective action of the plurality of actions
includes one or more parameters associated with the respec-
tive action. The functions may also comprise recerving one or
more example instructions responsive to respective actions,
and the one or more example instructions comprise natural
language. The functions may further comprise based on the
one or more example mstructions, the plurality of actions, and
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the one or more parameters associated with each respective
action, determiming a plurality of candidate instructions for
cach respective action, and each candidate instruction of the
plurality of candidate instructions comprises one or more
grammars recognizable by a voice interface for the given
application. Still further, the functions may comprise receiv-
ing a plurality of acceptance information, and the plurality of
acceptance nformation comprises respective acceptance
information for each candidate instruction, and the plurality
ol acceptance information 1s indicative of whether one or
more of the plurality of candidate istructions are applicable
to the respective action.

Yet still further, the functions may comprise comparing at
least a portion of the respective acceptance information with
a stored acceptance information log so as to determine a
correlation between the respective acceptance information
and the stored acceptance information log, and the stored
acceptance information log comprises a plurality of predeter-
mined acceptance information associated with a plurality of
predetermined example instructions. Yet still further, the
functions may comprise based on the correlation, determin-
ing a set of instructions responsive to one or more of the
plurality of actions that are recognizable by the voice inter-
face, and the set of instructions includes one or more of the
plurality of candidate mstructions.

These as well as other aspects, advantages, and alterna-
tives, will become apparent to those of ordinary skill in the art

by reading the following detailed description, with reference
where appropriate to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1illustrates an example communication system in
which an example method may be implemented.

FIG. 2 1llustrates a schematic drawing of an example com-
puting device.

FIG. 3 1illustrates a schematic drawing of an example
Server.

FIG. 4 1illustrates a schematic drawing ol an example
mobile device.

FIG. 5 depicts a flow chart of an example method.

FIG. 6 1llustrates an example system, as well as inputs and
outputs to the example system, in accordance with an
example method.

FIGS. 7A-7B illustrate an example mobile device perform-
ing functions 1n accordance with an example method.

FI1G. 8 illustrates an example computing device performing,
functions 1n accordance with an example method.

FIG. 9 illustrates an example mobile device performing
functions 1n accordance with an example method.

DETAILED DESCRIPTION

In the following detailed description, reference 1s made to
the accompanying figures, which form a part hereot. In the
figures, similar symbols typically identily similar compo-
nents, unless context dictates otherwise. The 1illustrative
embodiments described in the detailed description, figures,
and claims are not meant to be limiting. Other embodiments
may be utilized, and other changes may be made, without
departing from the scope of the subject matter presented
herein. It will be readily understood that the aspects of the
present disclosure, as generally described herein, and illus-
trated 1n the figures, can be arranged, substituted, combined,
separated, and designed in a wide variety of different con-
figurations, all of which are explicitly contemplated herein.
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The following detailed description may disclose, inter alia,
systems and methods for bootstrapping to facilitate develop-
ment of voice-enabled applications on a computing device.
Such a computing device may include a mobile computing
device, such as a smartphone, tablet computer, laptop, and the
like. Further, such a computing device may include a desktop
computer configured to run a voice-enabled application
within a software application (e.g., an internet browser). Still
turther, such a computing device may include a wearable
device, such as a watch, glasses, and the like, or an appliance,
such as a television, configured to receive a voice command
(e.g., via a microphone coupled to the device/appliance) and
run a voice-enabled application.

While “computing devices” and “mobile devices” are
referred to and described herein as examples, 1t should be
understood that the systems and methods described herein
may also be implemented with various types of computing
devices including, but not limited to, the aforementioned
computing devices. For example, the functions performed by
a “‘computing device” as described herein, may be performed,
additionally or alternatively, by a mobile computing device,
wearable computing device, computing appliance, etc. Fur-
ther, the functions performed by a “mobile device” as
described herein, may be performed, additionally or alterna-
tively, by a desktop computer, smartphone, wearable comput-
ing device, computing appliance, or other computing devices,
both mobile devices and non-mobile devices.

In one aspect, a system comprising a computing device,
server, and mobile device may be configured to perform the
methods described herein. The computing device may be
configured to operate in accordance with the server entity 1n
order to determine an instruction set comprising natural lan-
guage recognizable by a VUI. In some examples, the com-
puting device may be a desktop computer, smartphone, or
wearable computing device. In other examples, the comput-
ing device may be a household appliance, such as a television,
coupled with a microphone and/or another computing device
and configured to recerve a voice command. Similarly, the
mobile device may be a desktop computer, smartphone, wear-
able computing device, etc. Other examples are also possible.

The mstruction set, combined with the VUI, may then be
integrated with an application developed for the mobile
device. In some aspects, information provided by one or more
users of the mobile device may be stored, processed, and/or
sent to the computing device and server to further facilitate
the determination of an instruction set for one or more appli-
cations, including applications 1n development stage and pre-
viously-developed applications that are lacking voice control
functionality. In utilizing a voice-enabled application (e.g., an
application and the VUI), a verbal input may be provided by
a user of the mobile device to be parsed so as to recognize one
or more words. The mobile device may then 1dentity one or
more functions to perform associated with the recognized
words, and execute the one or more functions that the appli-
cation 1s configured to perform.

In another aspect, the computing device may include a
software development kit (SDK) configured to modily a
grven application to include the VUI based on inputs recerved
by the computing device. Prior to building a VUI, a given
application may be configured to perform one or more func-
tions, and such mputs recerved by the computing device may
be representative of the one or more functions. For example,
the computing device may receirve a plurality of actions
indicative of functions that may be performed by the given
application (e.g., actions for a restaurant-based application
may include booking and cancelling a reservation), and the
plurality of actions may include one or more parameters that
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turther define the actions (e.g., parameters for booking a
reservation may include location, time, etc.). In some aspects,
the actions and parameters may be provided to the computing
device by a user, such as an application developer.

The computing device may also receive one or more
example 1nstructions from the developer. Since a VUI
receives voice commands from a user so as to perform certain
functions, the example instructions provided to the comput-
ing device may be representative of example commands. The
computing device may then generate one or more candidate
instructions for each respective action based on the actions,
parameters, and example istructions provided by the devel-
oper. In some aspects, the computing device may communi-
cate with another computing entity, such as a server, 1n order
to build candidate instructions further based on similar
instructions generated for previously created application-
and-VUI combinations. For example, 1n order to generate
candidate 1nstructions for a map/navigation application, the
computing device may search for instructions that had been
generated for other map applications developed by the same
developer or other developers.

After determining the candidate instructions, the comput-
ing device may receive a plurality of acceptance information
from the developer. The acceptance information may be
indicative of whether each respective candidate istruction 1s
applicable to the respective action that 1t 1s associated with.
Such applicability may be determined by the developer 1n
some examples, or by one or more computing devices 1in other
examples. Further, the acceptance information may then be
compared with a stored acceptance imformation log (e.g.,
stored at a server or other computing device) in order to
determine a final set of mstructions for the VUI of the given
application. The stored acceptance information log may com-
prise predetermined acceptance information associated with
predetermined example 1nstructions.

Systems, methods, and devices in which example embodi-
ments may be implemented will now be described 1n greater
detail. In general, described methods may be implemented by
a computing device. However, the described methods may
also be implemented by other devices, such as a personal
computer, mobile device, or wearable computing device,
among others. Further, an example system may take the form
of computer readable medium, which has program instruc-
tions stored thereon that are executable by a processor to
provide functionality described herein. Thus, an example sys-
tem may take the form of a device such as a server, or a
subsystem of such a device, which includes such a computer
readable medium having such program instructions stored
thereon.

FIG. 1 illustrates an example communication system 100
in which an example method may be implemented. In FIG. 1,
a computing device 102 may communicate with a server 104
via one or more wired and/or wireless intertfaces. Further, the
computing device 102 and the server 104 may communicate
with a mobile device 106 via one or more wired and/or wire-
less 1nterfaces. The computing device 102, server 104, and
mobile device 106 may all communicate with each other
within a network. Alternatively, the computing device 102,
server 104, and mobile device 106 may each reside within a
respective network.

The computing device 102 may be any type of computing
device or plurality of computing devices, such as a personal
computer or a laptop that 1s configured to transmuit data to or
receive data from the server 104 and/or mobile device 106 in
accordance with methods and functions described herein.
Further, the computing device 102 may be configured to
transmit data to and/or receive data from a user of the com-
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6

puting device 102, such as a developer. The computing device
102 may include a user mterface, a communication interface,
a processor, and data storage comprising mstructions execut-
able by the processor for carrying out one or more functions
relating to the data sent to, or recerved by, the other entities in
the system 100. The user interface may include buttons, a
touchscreen, a microphone, and/or any other elements for
receiving 1puts, as well as a speaker, one or more displays,
and/or any other elements for communicating outputs. The
computing device 102 may also include an SDK 108 that may
be utilized by a developer to create voice-enabled applica-
tions. Further, the SDK 108 may be configured to process
received 1nputs in order to determine one or more desired
outputs.

The server 104 may be any entity arranged to operate 1n
accordance with the computing device 102 and/or mobile
device 106 so as to carry out the method and computing
device functions described herein. Further, the server 104
may be configured to send data to or receive data from the
computing device 102 and/or the mobile device 106. The
server 104 may include a speech recognition module (or, 1n
some embodiments, a text recognition module) which may be
configured to process data received from the computing
device 102 and/or the mobile device 106. In some examples,
however, speech or text recognition may be performed by a
separate entity, or by the computing device 102 or mobile
device 106. The server 104 may further include stored data,
such as acceptance information logs, that may be sent to the
computing device 102 upon a request made by the computing
device 102 for such information. Alternatively, acceptance
information logs and other such data may be stored locally at
the computing device 102 rather than stored remotely at the
server 104 or other entity.

The mobile device 106 may be any type of computing
device, including a laptop computer, a mobile telephone,
tablet computing device, etc., that 1s configured to transmit
data to or recerve data from the computing device 102 and/or
server 104 in accordance with the method and functions
described herein. The mobile device 106 may include a user
interface, a communication intertace, a processor, and data
storage comprising instructions executable by the processor
for carrying out one or more functions relating to the data sent
to, or recerved by, the computing device 102 and/or the server
104. The user interface may include buttons, a touchscreen, a
microphone, and/or any other elements for recerving inputs,
as well as a speaker, one or more displays, and/or any other
clements for communicating outputs.

The data received by the computing device 102 may
include actions, parameters, and example 1nstructions asso-
ciated with a given application, and the data may be provided
by a user of the computing device 102 or by another comput-
ing device. The data may also include user-provided accep-
tance information associated with the actions, predetermined
acceptance information (e.g., stored at the server 104), and/or
information indicative of a correlation between the user-pro-
vided acceptance information and the predetermined accep-
tance information. Further, the server 104 may receive data
from the computing device 102 and subsequently store the
data locally. For example, the computing device 102 may
receive example instructions and/or acceptance information
from a developer and subsequently send them (or a copy) to
the server 104 to be stored for future use.

Still further, data received by or transmitted from the
mobile device 106 may include one or more of the types of
data described herein. For example, after the computing
device 102 has determined an instruction set for a VUI of a
given application, the computing device 102 may send the
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instruction set to the mobile device 106 so as to update the
given application. Alternatively, the given application may be
modified at the computing device 102 to include the mnstruc-
tion set prior to being sent to the mobile device 106. Each
instruction 1n the mstruction set (and set of candidate mstruc-
tions ) may include a text string representative of one or more
spoken utterances.

The data may take various forms. For example, candidate
istructions provided by the server 104 to the computing
device 102 may take the form of text, and the actions/param-
eters recerved by the computing device 102 may take the form
of text as well. Alternatively, some data, such as candidate
instructions, may take the form of an audio recording. Fur-
ther, the server 104 may receive candidate instructions from
the mobile device 106. More specifically, by imteracting with
a given voice-enabled application, an audio voice command
(e.g., an 1nstruction) provided by a user of the mobile device
106 may be received by the mobile device 106, converted to
text, and parsed in order to 1dentily one or more functions for
the application to perform. A text or audio form of the pro-
vided nstruction may be stored locally at the mobile device
106 or sent to the server 104 to be stored. Such stored instruc-
tions may then be used as candidate instructions sent to the
computing device 102 to facilitate the development of a VUI
of another application similar to the given application for
which the initial voice command/instruction was intended.
Other examples of data forms and interactions between enti-
ties of the system 100 are also possible.

FIG. 2 1llustrates a schematic drawing of an example com-
puting device 200. In some embodiments, some components
illustrated 1n FIG. 2 may be distributed across multiple com-
puting devices. However, for the sake of example, the com-
ponents are shown and described as part of one example
computing device 200. The computing device 200 may be a
personal computer, laptop computer, cloud, or similar entity
that may be configured to perform the functions described
herein.

The computing device 200 may include a communication
interface 202, a grammar module 204, a processor 206, an
SDK 208, and data storage 210. All of the components 1llus-
trated in FIG. 2 may be linked together by a communication
link 212. The computing device 200 may also include hard-
ware to enable communication within the computing device
200 and between the computing device 200 and another com-
puting device (not shown). The hardware may include trans-
mitters, receivers, and antennas, for example.

The communication interface 202 may allow the comput-
ing device 200 to communicate with another device (not
shown), such as a mobile phone, server, etc. Thus, the com-
munication interface 202 may be configured to recerve input
data from one or more computing devices, and may also be
configured to send output data to the one or more computing
devices. In some examples, the communication interface 202
may also maintain and manage records of data received and
sent by the server 200. In other examples, records of data may
be maintained and managed by other components of the
server 200.

The grammar module 204 may be configured to produce
and/or store grammars, although grammars may be produced
and/or stored at or by a separate entity as well. A grammar
may define a language and includes a syntax, semantics,
rules, inflections, morphology, phonology, etc. Grammars
may be used by the computing device 200 or another device
that the computing device 200 communicates with 1n order to
recognize verbal mputs (e.g., using word patterns, often
referred to as a “grammar-based textual patterns”). Gram-
mars may also be utilized by the computing device 200 in
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order to determine a set of instructions (e.g., and/or candidate
instructions) for a VUI of a given application. In some
examples, each 1nstruction of the set of 1nstructions for the
VUI may be grammar-based, and 1n other examples, a set of
instructions may include a combination of both grammar-
based and non-grammar-based instructions. It 1s also possible
that a system, such as the system 100 1illustrated 1n FIG. 1,
may not use any grammars in carrying out the method and
associated functions described herein.

The SDK 208 may be configured to modily one or more
given applications to include a VUI. The SDK 208 may also
be configured to manage actions, parameters, example
instructions, candidate instructions, and VUI instruction set.
Further, the SDK 208 may locally store one or more applica-
tions that are in-development so as to integrate the applica-
tions with the determined VUI instruction set.

The SDK 208 may include a parser 214 configured to parse
a given application and determine a plurality of actions,
parameters, etc. An XML component of a given application
may 1nclude XML-based defimitions of actions as well as
fields of information (e.g., parameters) that the given appli-
cation 1s designed to receive. The parser 214 may create an
XML markup ofthe given application and subsequently 1den-
tify actions and associated fields/parameters of the given
application. Further, by parsing the given application, the
computing device 200 may determine one or more arguments
(e.g., field values 1n the form of text strings) for each of the
determined fields. In other words, as an example, the parser
214 may determine a CUISINE TYPE field for a restaurant
application and associated values, such as “American,”
“French,” and “barbeque,” that may be applicable to the CUI-
SINE TYPE field. In some examples, the parser 214 may use
grammars provided by the grammar module 204 to determine
the actions/fields/arguments of a given application. In other
examples, the parser 214 may access data stored at a server
entity so as to compare determined actions, parameters, and
arguments with predetermined actions, parameters, and argu-
ments stored at the server entity. In still other examples, the
parser 214 may determine a set of example instructions based
on the 1dentified actions/fields/arguments, and may compare
the set of example instructions with predetermined instruc-
tions stored at the server entity. Other examples are also
possible.

The data storage 210 may store program logic 216 that can
be accessed and executed by the processor 206. The data
storage 210 may also store reference data 218 that may be
used to produce/modily grammars, as well as manage nfor-
mation used to determine a VUI mstruction set, such as accep-
tance information associated with candidate instructions. The
computing device 200 may be configured to access the refer-
ence data 218 upon receiving an mput from a user of the
computing device 200 or an mmput from another computing
entity. The reference data 218 may include acceptance infor-
mation logs 220 comprising acceptance information deter-
mined by the computing device 200 in accordance with the
SDK 208, or acceptance information recerved from a server
entity. The reference data 218 may also include grammars
222 and instruction statistics 224. The instruction statistics
224 may be determined based on comparisons made between
istructions determined locally at the computing device 200
and predetermined instructions stored at another computing
device. Such instruction statistics 224 may be used by the
SDK 208 or other components of the computing device 200 1n
order to resolve instruction ambiguities (e.g., compare
unclear or undefined instructions with predetermined, accept-
able instructions bearing similarities to the unclear or unde-
fined 1nstructions). In some examples, 1struction statistics
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224 may include statistics associated with acceptance infor-
mation, such as a rate of acceptance of a particular candidate
instruction.

The communication link 212 1s illustrated as a wired con-
nection; however, wireless connections may also be used. For
example, the communication link 212 may be a wired serial
bus such as a universal serial bus or a parallel bus. A wired
connection may be a proprietary connection as well. The
communication link 212 may also be a wireless connection
using, e.g., Bluetooth® radio technology, communication
protocols described 1in IEEE 802.11 (including any IEEE
802.11 revisions), Cellular technology (such as GSM,
CDMA, UMTS, EV-DO, WiIMAX, or LTE), or Zighee® tech-
nology, among other possibilities. One or more remote com-
puting devices may be accessible via the Internet and may
include a computing cluster associated with a particular web
service (e.g., social-networking, photo sharing, address book,
etc.).

FI1G. 3 illustrates a schematic drawing of an example server
300. In some examples, some components illustrated 1n FIG.
3 may be distributed across multiple servers. However, for the
sake of example, the components are shown and described as
part of one example server 300.

The server 300 may include a communication interface
302, a speech recognition module 304, a grammar module
306, a processor 308, and data storage 310. All of the com-
ponents illustrated 1n FIG. 3 may be linked together by a
communication link 312. The server 300 may also include
hardware to enable communication within the server 300 and
between the server 300 and another computing device, such
as the computing device 200 described 1n FIG. 2. The com-
munication link 312 may be configured similarly to the com-
munication link as described 1n FIG. 2.

The communication interface 302 may allow the server
300 to communicate with another device (not shown), such as
a mobile phone, personal computer, etc. Thus, the communi-
cation interface 302 may be configured to receive mput data
from one or more computing devices, and may also be con-
figured to send output data to the one or more computing
devices. In some examples, the communication interface 302
may also maintain and manage records of data received and
sent by the server 300. In other examples, records of data may
be maintained and managed by other components of the
server 300.

The speech recognition module 304, which may also be
referred to as a text recognition module, may be configured to
parse a recerved mput (such as a verbal or textual input) and
match the recetved input to a grammar-based textual pattern.
Grammars may be produced and/or stored by a grammar
module 306. In some examples, the speech recognition mod-
ule 304 may receive a verbal and/or textual input from a client
device (e.g., a mobile phone) in which the 1input 1s represen-
tative of a voice command (e.g., an 1nstruction) associated
with a given voice-enabled application. The voice command
may be provided by a user of the client device on which the
application 1s located. The speech recognition module 304
may parse the input and store the resulting instruction, which
may be used as a candidate instruction. Further, the stored
istruction may be associated with acceptance information.
In other examples, speech or text recognition may be per-
formed by a client device. Other examples are also possible.

The data storage 310 may store program logic 314 that can
be accessed and executed by the processor 306. The data
storage 310 may also store reference data 316 that may serve
to assist another device (e.g., the computing device 200 of
FIG. 2) with determining an 1nstruction set for a VUI. Simi-
larly to the computing device 200 illustrated in FIG. 2, the
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reference data 316 may include acceptance information logs
318 and grammars 320. Additionally, the reference data 316
may include instruction logs 322 comprising a plurality of
instructions associated with a variety of given applications
which may be sent to the computing device 200 (e.g., as
candidate mstructions). Fach candidate instruction may com-
prise one or more grammars recognizable by a VUI of one or
more applications. Further, an instruction may be stored in the
instruction logs 322 after being parsed by the speech recog-
nition module 304. The server 300 may be configured to
access the reference data 316 upon recerving an mput from a
client device or other computing device.

In some examples, the server 300 may employ complex
machine-learning and natural language processing algo-
rithms (e.g., a part of speech tagger, a syntactic parser, a
named entity tagger, etc.) configured to modily grammars
320 and manage acceptance information logs 318 and
instruction logs 322. Such machine-learning and natural lan-
guage processing algorithms may be employed 1n accordance
with the speech recognition module 304 or other components
of the server 300.

FIG. 4 illustrates a schematic drawing of a mobile device
400. In some examples, some components illustrated 1n FIG.
4 may be distributed across multiple computing devices.
However, for the sake of example, the components are shown
and described as part of one example mobile device 400. The
mobile device 400 may be a smartphone, laptop computer,
email/messaging device, tablet computer, or similar device
that may be configured to perform the functions described
herein.

The mobile device 400 may include a communication
interface 402, a run-time module 404, a logging module 406,
a processor 408, and data storage 410. All of the components
illustrated 1n FIG. 4 may be linked together by a communi-
cation link 412. The mobile device 400 may also include
hardware to enable communication within the mobile device
400 and between the mobile device 400 and one or more other
computing devices (not shown). The hardware may include
transmitters, receivers, and antennas, for example. The com-
munication link 412 may be configured similarly to the com-
munication link as described 1n FIGS. 2 and 3.

The communication interface 402 may allow the mobile
device 400 to communicate with one or more other comput-
ing devices, such as the computing device 200 of FIG. 2 and
the server 300 of FIG. 3. Thus, the communication interface
402 may be configured to receive input data from one or more
computing devices, and may also be configured to send out-
put data to the one or more computing devices. In some
examples, the communication interface 402 may also main-
tain and manage records of data recerved and sent by the
mobile device 400. In other examples, records of data may be
maintained and managed by other components of the mobile
device 400.

The run-time module 404 may pertform speech/text recog-
nition functions locally at the mobile device 400, similar to
the speech recognition module 304 described 1n FIG. 3. In
another example, the run-time module may be configured to
receive an instruction (e.g., a textual input) from a separate
module configured to convert a verbal input into the textual
input. It should be understood that the functions performed by
the run-time module 404 may be divided between the mobile
device 400 and one or more client devices and/or servers in a
particular network. However, strictly client-side and/or
purely server-side run-time functions are possible as well. In
some examples, the run-time module 404 may utilize one or
more grammars and/or grammar-based textual patterns in
order to parse an instruction. Further, the run-time module
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404 may perform grammar-based/rule-based textual pattern
recognition, and/or other forms of speech/text recognition
using a variety ol technmiques, such as by use of finite state
machines, algorithms, or other techniques known by those
having ordinary skill 1in the art.

After parsing an instruction, the run-time module 304 may
send an output comprising a record of the instruction and the
result of the parsing of the istruction to the logging module
406 configured to store the output recerved from the run-time
module 404. The logging module 406 may also be configured
to store one or more portions of the instruction, including any
portion that may not have been successiully parsed. In some
examples, the logging module 406 may store data locally at
the mobile device 400. In other examples, the logging module
406 may store data remotely at another computing device,
such as the server 300 of FI1G. 3. The logging module 406 may
then send data to the server 300 to be processed so as to store
parsed mstructions and/or update grammars associated with
the mstruction. Modifications may oiten be made to an 1ncor-
rect grammar when an unsuccessiul parsing occurs due to the
incorrect grammar.

It should be understood, however, that instructions may be
parsed without utilization of grammars, or stored without
parsing. Further, instructions may be parsed without utiliza-
tion of grammars. Still further, an 1nstruction set for a VUI
may be determined without the involvement of grammars.

The data storage 410 may store program logic 414 that can
be accessed and executed by the processor 408, and gram-
mars 316 utilized by the run-time module 304. The data
storage 410 may also store one or more applications 418
executable by the processor 408. The applications 418 may be
configured to perform a plurality of functions (also referred to
herein as ““actions™) based on an input from a user of the
mobile device 400. An application 418 may include a graphi-
cal user mterface (GUI) 420 with which a user may provide
non-verbal 1nputs, such as textual inputs/instructions, to the
application 418. An application 418 may also include a VUI
422 configured to recognize a set of verbal instructions com-
prising natural language.

In some examples, the GUI 420 and the VUI 422 of an
application 418 may be configured to receive similar istruc-
tions and thus perform one or more functions based on the
received 1nstructions. In other examples, the GUI 420 and the
VUI 422 of an application 418 may be configured to receive
different instructions, in which case certain functions may be
performed upon receiving text-based instructions and other
functions may be performed upon recerving voice-based
instructions.

An application 418 may be configured to perform a given
action 1n response to recerving a plurality of varying accept-
able 1nstructions. In other words, a given action may be asso-
ciated with a plurality of instructions 1n which each nstruc-
tion of the plurality 1s at least partially similar to at least one
other mstruction of the plurality. For example, a navigation-
based application may include an action to locate a city on a
map, and a variety of similar text/voice instructions may be
associated with the LOCATE action, such as “find New York
City,” “please locate New York City,” and the like.

FIG. 5 depicts a flow chart of an example method 500.
Method 500 may include one or more operations, functions,
or actions as 1illustrated by one or more of blocks 502-512.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or 1n a different
order than those described herein. Also, the various blocks
may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.
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In addition, for the method 500 and other processes and
methods disclosed herein, the block diagram shows function-
ality and operation of one possible implementation of present
embodiments. In this regard, each block may represent a
module, a segment, or a portion of program code, which
includes one or more instructions executable by a processor
or computing device for implementing specific logical func-
tions or steps in the process. The program code may be stored
on any type of computer readable medium, for example, such
as a storage device including a disk or hard drive. The com-
puter readable medium may include non-transitory computer
readable medium, for example, such as computer-readable
media that stores data for short periods of time like register
memory, processor cache and Random Access Memory
(RAM). The computer readable medium may also include
non-transitory media, such as secondary or persistent long
term storage, like read only memory (ROM), optical or mag-
netic disks, compact-disc read only memory (CD-ROM), for
example. The computer readable medium may also be any
other volatile or non-volatile storage systems. The computer
readable medium may be considered a computer readable
storage medium, for example, or a tangible storage device.

For the sake of example, the method 500 shown 1n FIG. 5
will be described as implemented by an example computing
device, such as the computing device 200 1llustrated in FIG. 2.
It should be understood that other entities can implement one
or more steps of the example method 500.

Initially, at block 502, the method 500 includes receiving,
information indicating a plurality of actions associated with a
given application. Each respective action of the plurality of
actions may include one or more parameters. The computing
device may receive the plurality of actions and parameters
from an application developer 1n order to build a VUI of the
given application. For example, in developing a movie theater
application, the developer may provide one or more actions
that the application may be configured to perform, such as
searching for a specific movie theater based on one or more
criteria (e.g. SEARCH) or buying tickets to a particular movie
at the specific movie theater (e.g., BUY). The BUY action, 1n
particular, may include parameters such as “theater name,”
“date,” “time,” and “number of tickets.” Further, each respec-
tive parameter may include at least one argument associated
with the respective parameter. The “number of tickets™
parameter, 1n particular, may include arguments (e.g., values)
such as “1,” 2,7 *“3,” and so on. Still further, an argument such
as “2” may be expressed as a variety of alpha-numeric text
strings, such as “two,” “2 tickets,” “two tickets,” etc. In some
examples, such varying alpha-numeric text string expressions
may function as entities separate from arguments (e.g., “2”
may be an argument and “two tickets” may be a sub-argu-
ment).

Each action, parameter, argument, and the like may be
provided by a developer to the computing device in text
format (e.g., via a keyboard interface), in voice format (e.g.,
via a voice-enabled interface in accordance with speech-to-
text recognition), or other formats. In general, each combina-
tion of parameters and arguments provided by the developer
may represent one or more utterances that may be spoken by
a user of a grven application 1n order to cause the application
to perform an action (e.g., one user may say “buy two tickets
for the eight o’clock show of Movie X” and another user may
say “two for Movie X at eight o’clock™). In some examples,
multiple actions performed by a given application may share
similar parameters and arguments.

At block 504, the method 500 includes receving one or
more example instructions responsive to respective actions.
In addition to providing actions, parameters, and arguments
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for a given application, a developer may be prompted by the
computing device to provide one or more example instruc-
tions comprising natural language. Each example instruction
may be associated with a given function that the given appli-
cation 1s configured to perform, or a vanation of the given
function (e.g., searching for one movie theater as opposed to
searching for another movie theater). Example instructions
responsive to the BUY action may include “buy two tickets
tor the eight o’clock show of Movie X at Theater A,” “one for
MovieY on Thursday night at seven o’clock,” and the like. In
some examples, because there may exist a large quantity of
instructions associated with a given action, the developer may
provide example 1instructions without providing specific
arguments/values for the parameters, such as “buy [number of
tickets| for [name of movie| at [time]” associated with the
BUY action, or “search for [name of theater] with [number of
tickets| available for [name of movie]” associated with the
SEARCH action. In other examples, the number of param-
cters mncluded 1n an instruction may be based on a specificity
of a given action (e.g., an 1nstruction such as “buy [number of
tickets]” may be provided 1t the location, time, and movie
have previously been determined). In still other examples,
instructions may comprise one or more grammars and may be
determined using grammar-based textual patterns.

At block 506, the method 500 includes determining a plu-
rality of candidate instructions for each respective action
based on the one or more example nstructions, the plurality
ol actions, and the one or more parameters associated with
cach respective action. Further, each candidate instruction of
the plurality of candidate instructions may comprise one or
more grammars recognizable by a voice iterface for the
given application, and the computing device (or components
of) may determine candidate instructions using grammar-
based textual patterns.

The computing device may determine the candidate
instructions for each respective action by comparing the plu-
rality of actions with stored instruction logs (and stored
actions associated with each stored instruction 1n the logs).
Further, the candidate instructions may also be determined by
comparing the example instructions and/or the parameters
with the stored mstruction logs. The stored instruction logs
may be stored locally at the computing device or remotely at
another device that the computing device 1s in communica-
tion with, such as the server 300 described 1in FIG. 3. The
istruction logs may include a plurality of predetermined
istructions associated with VUIs for previously developed
applications.

The comparing may include the computing device search-
ing for similarities between the provided actions/instructions/
parameters and the mstructionlogs. For example, instructions
associated with an in-development movie theater application
may be compared with mstructions associated with one or
more previously developed movie theater applications. If
similarities are 1dentified between the instructions, actions,
and/or parameters of the in-development application and the
predetermined instructions, actions, and/or parameters of the
one or more previously developed applications, the predeter-
mined 1nstructions, actions, and/or parameters may be used to
determine one or more candidate instructions. In another
example, two movie theater applications may share the same
SEARCH action and associated parameters. Therefore, one
or more predetermined instructions associated with the
SEARCH action of a previously developed movie theater
application may be used as candidate instructions for the
in-development movie theater application.

In some examples, the determined candidate instructions
may include one or more modified versions of the example
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instructions provided to the computing device. The modifi-
cations made to the example instructions may be based on
comparisons made between the example instructions and the
stored instruction logs. In other examples, the determined
candidate instructions may include unmodified example
instructions (€.g., an example mstruction may be provided as
a candidate instruction 1f no match 1s found between the
example mstruction and the stored 1nstruction logs).

In some examples, candidate instructions may be deter-
mined without the computing device accessing the stored
instruction logs, and may thus be determined by other meth-
ods, such as by parsing an XML component of a given appli-
cation. A parser component of the computing device may
create an XML markup of the given application, identity
actions, parameters, and arguments associated with the given
application, and determine one or more candidate instruc-
tions based on the parsing. Further, a parser of the computing
device may access stored instruction logs (e.g., stored at a
server) so as to compare determined instructions, actions,
parameters, and arguments with predetermined 1nstructions,
actions, parameters, and arguments stored at the server.

At block 508, the method 500 includes recerving a plurality
of acceptance information comprising respective acceptance
information for each candidate instruction. The plurality of
acceptance mformation may be indicative of whether one or
more of the plurality of candidate instructions are applicable
to a respective action.

Applicability to a respective action associated with a given
application may be determined by a developer of the given
application, and thus, the developer may evaluate each can-
didate 1instruction and provide the acceptance information for
cach candidate instruction. Acceptance (or non-acceptance)
of a given candidate instruction may be determined by one or
more acceptance criteria. In particular, acceptance informa-
tion associated with the given candidate instruction may
include an acceptance of the given candidate instruction (e.g.,
allirmation of acceptance by the developer), and/or a rejec-
tion of the given candidate instruction. In some examples, an
acceptance (or rejection) of the given candidate instruction
may associate an identifier to the given candidate instruction.
Theidentifier may be indicative of the acceptance or rejection
of the given candidate instruction, and may be stored in the
instruction logs, the mnstruction statistics, and/or acceptance
information logs at the computing device or at a server, as
described 1n FIGS. 2 and 3.

In addition, acceptance information associated with the
given candidate instruction may include a confidence score of
the given candidate instruction. For example, the developer
may determine a confidence score associated with the given
candidate instruction on a numeric scale (e.g., zero to one
hundred, with zero representing low confidence), or another
type of scale. Acceptance information associated with the
given candidate mnstruction may also include a rank of the
given candidate instruction with respect to at least one other
candidate instruction associated with the same action as the
given candidate instruction. For example, the developer may
rank the given candidate instruction higher or lower than
another candidate instruction based on applicability to the
respective action.

Acceptance information may also be provided outside the
process ol building a VUI for a given application. For
example, a candidate 1nstruction with a high confidence may
be included 1n a set of instructions for a given application, yet
in response to recerving the mstruction, the given application
may not perform the action associated to the instruction or, in
some examples, may perform a different action. Therefore,
acceptance information of a particular instruction may
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include an acknowledgement of an action as performed by a
given application 1n response to the instruction. The acknowl-
edgement may include a positive acknowledgement or a
negative acknowledgement, and may be based on a user input.
For example, 11 an mstruction performs an incorrect action,
the user may cancel the incorrect action and/or terminate
execution of the given application. Such a response taken by
the user may be 1dentified as a negative acknowledgement,
associated with the instruction, and stored locally at the
mobile device and/or remotely at a server or other enfity.
Other examples of acceptance information and implementa-
tions of acceptance information are also possible.

At block 510, the method 500 includes comparing at least
a portion of the respective acceptance information with a
stored acceptance information log so as to determine a cor-
relation between the respective acceptance information and
the stored acceptance information log. The stored acceptance
information log may comprise a plurality of predetermined
acceptance iformation associated with a plurality of prede-
termined example instructions. In some examples, comparing,
the respective acceptance information with the stored accep-
tance information may further comprise comparing one or
more portions of the instructions, actions, parameters, and/or
arguments associated with the respective acceptance infor-
mation with that of the stored acceptance information.

One or more correlations may be determined by comparing,
an acceptance or rejection of a given candidate 1nstruction
with one or more previously accepted or rejected instructions
(e.g., using an 1dentifier indicative of the acceptance or rejec-
tion). For example, a rejected candidate instruction may be
validated by a similar (or an identical) predetermined rejected
instruction. In another example, a rejected candidate mstruc-
tion may be determined to be applicable to a given action
based on a comparison with one or more similar (or identical)
predetermined instructions that were previously 1dentified as
accepted, which may result 1n an ambiguity that may neces-
sitate resolution.

Further, one or more correlations may be determined by
comparing a confidence score of a given candidate instruction
with the confidence scores of one or more predetermined
instructions. For example, a given candidate instruction with
a high confidence score may be validated by comparing the
confidence score with lower confidence scores of similar or
identical predetermined istructions. In another example, a
given candidate mstruction with a high confidence score may
be 1dentified as mapplicable to a given action based on a
comparison with confidence scores of similar or i1dentical
predetermined instructions that exceed the high confidence
score. Other examples are also possible.

Still further, one or more correlations may be determined
by comparing a rank of a given candidate instruction not only
with respect to at least one other candidate 1nstruction asso-
ciated with the same action as the given candidate instruction,
but with respect to the ranks of at least one other predeter-
mined mstruction with the same action as the given candidate
instruction. In one example, a given candidate instruction
with a high rank may be validated by comparing the rank with
the ranks of similar or identical predetermined instructions. In
another example, a given candidate 1nstruction with a high
rank may be 1identified as inapplicable to a given action based
on a comparison with ranks of similar or 1dentical predeter-
mined instructions that exceed the high rank of the given
candidate instruction.

While validation of applicability may indicate that a given
candidate mstruction 1s applicable to a given action, 1t should
be understood that 1n some examples, candidate mnstructions
or predetermined 1nstructions identified as mapplicable may
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not indicate that such instructions are not applicable to a given
action. Rather, identification of 1napplicability may indicate
that while the given candidate 1nstruction is applicable to the
given action, there may exist a majority of candidate instruc-
tions or predetermined instructions that may indicate a degree
of applicability higher than that of the given candidate
instruction.

A comparison of one portion ol acceptance information
with that of stored acceptance information log may result in
an ambiguity and thus the one portion may not be used to
determine the correlation. For example, a high rank of a given
candidate instruction may be equal to the high ranks of one or
more predetermined instructions 1dentified as applicable to
the same action as the given candidate instruction. In general,
to resolve ambiguities, one portion of the acceptance infor-
mation may be compared with portions of the stored accep-
tance information log other than the one portion. Additionally
or alternatively, one or more grammars associated with the
istructions subject to comparison may be used to resolve
ambiguities. Statistics associated with the nstructions may
be used to resolve ambiguities as well, and such statistics may
be continuously modified and updated based on an increasing
amount of stored instructions associated with developed
voice-enabled applications.

After receiving the acceptance information, the computing
device may store the acceptance information locally at the
computing device and/or remotely at a server. The computing
device may also store the results of the comparing in the
acceptance information log or 1n another type of log. Storage
of such data may facilitate determination of 1nstruction sets
for later-developed application VUIs. In some examples, the
acceptance information may be stored with the istructions
that the acceptance information 1s associated with. In other
examples, some acceptance information and associated
instructions may be segregated 1n (or permanently removed
from) storage based on one or more acceptance i1dentifiers
(e.g., grouping instructions with low confidence scores or
deleting an instruction with a confidence score of zero).
Acceptance information and associated instructions may be
managed and organized 1n other ways as well.

In some examples, one or more stored instruction logs,
such as the instruction logs 322 stored at the server 300 1n
FIG. 3, may include a training set of instructions. The training
set of instructions may include 1instructions predetermined by
human input prior to the server receiving any instructions
from application developers or other sources. After produc-
tion of a server begins, the server may be configured to com-
pare received mstructions with the training set of instructions
so as to build a larger database of stored instruction logs.
Stored instruction logs may be maintained by parties other
than application developers, and acceptance information
associated with the mstructions stored 1n the 1nstruction logs
may be provided by other parties as well (e.g., acceptance
information provided outside of the voice-enabled develop-
ment methods described herein). Such parties may also be
used to validate nstruction statistics determined by a server
or other computing device.

Atblock 512, the method 500 includes determining a set of
instructions based on the determined correlation. The set of
instructions may include one or more of the determined can-
didate instructions, and each instruction of the set of instruc-
tions may include a text string representative of one or more
spoken utterances. The determined correlation may be repre-
sentative of the applicability of a given candidate 1nstruction
as a result of the comparisons made between the acceptance
information of the given candidate instruction with the stored
acceptance log. However, in some examples, terms such as
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“applicability” and “acceptance™ with respect to a given can-
didate instruction and/or predetermined 1nstruction described
herein may be defined by whether the determined set of
instructions includes the given candidate 1nstruction, or simi-
larly whether a predetermined set of instructions included the
predetermined instruction. For example, a candidate mnstruc-
tion with an identifier indicative of acceptance of the candi-
date instruction may not be included in the set of instructions.

In some examples, a given candidate instruction may be
added to the set of mstructions 11 the confidence score of the
given candidate instruction 1s threshold high or above a
threshold value. A threshold may be predetermined by a
developer or by the computing device. In other examples, a
given candidate instruction may be added to the set of instruc-
tions if the rank of the given candidate instruction 1s greater
than at least one other candidate instruction of the plurality of
candidate 1nstructions. In still other examples, a given candi-
date instruction may be added to the set of instructions based
on a combination of one or more portions of the acceptance
information associated with the given candidate instruction.
Other examples are also possible.

For a given application, the set of instructions may be
provided by the computing device to a VUI associated with
the given application. The VUI and the set of instructions may
be integrated with the given application so as to enable the
given application (e.g., via a mobile device) to recognize and
process voice commands (e.g., mstructions) in order to per-
form the actions (e.g., functions) that the given application 1s
configured to perform. The computing device may send the
set of instructions to a mobile device so as to modity the given
application at the mobile device (e.g., update the given appli-
cation). Alternatively, the computing device may be config-
ured to locally modily the given application/VUI to include
the set of 1nstructions. Such modifications may be executed
by an SDK.

FI1G. 6 1llustrates an example system 600, as well as inputs
and outputs to the example system, 1n accordance with an
example method. As 1llustrated, the system 600 may include
a computing device 602 and a server 604, each of which may
be similar or 1dentical to the computing device 200 and the
server 300 1llustrated 1n FIGS. 2 and 3, respectively. In some
examples, the system 600 may also include a mobile device
(not shown).

The system 600 (or, 1n some examples, just the computing,
device 602) may be configured to receive iputs from a devel-
oper of a given application. Such mnputs may include actions
606, parameters (and associated arguments) 608, example
istructions 610, and acceptance information 612. The sys-
tem 600 may be configured to produce outputs based on the
received mputs. Such outputs may include an instruction set
614. The instruction set 614 may comprise a plurality of
candidate instructions based on the actions 606, the param-
cters/arguments 608, the example instructions 610, and the
acceptance information 612. It should be understood that the
inputs and outputs described 1 FIG. 6 may be received and
sent by one or more entities in the system 600, as well as by
components of the one or more entities 1n the system 600, or
by other entities/components not described herein.

FIGS. 7A-7B illustrate an example mobile device 700 per-
forming functions in accordance with an example method.
The mobile device 700 shown may be similar or identical to
the mobile device 400 described in FI1G. 4, but 1t should be
understood that the computing device may take other forms

L ] [T

and/or may 1nclude components different than those 1llus-
trated 1n FIG. 7. Regarding FIG. 7A, the mobile device 700
may include a GUI 702 configured to provide an interactive
graphical display to a user of the mobile device 700 possibly
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as part ol a software application. Further, the GUI 702 may be
configured to receive text-based inputs from the user of the
mobile device 700. The mobile device 700 may also include
a microphone 704 or other component configured to recerve
spoken inputs from the user of the mobile device 700. Further,
the microphone 704 may be configured to operate 1n accor-
dance with a VUI of the mobile device 700 and/or a VUI of a

given application executable by the mobile device 700.

The GUI 702 may provide a plurality of fields 706 (e.g.,
parameters) to the user of the mobile device 700. The fields
706 may be associated with a given action to perform. For
example, as shown 1n FIG. 7, a restaurant application may be
configured to reserve seating at a restaurant (e.g., a
RESERVE action). The RESERVE action may include a plu-
rality of fields/parameters 706 that may be populated based
on an instruction provided by the user of the mobile device.
The fields 706 may include RESTAURANT NAME, CUI-
SINE TYPE, NUMBER OF PEOPLE, DATE, and TIME. In
addition, each field 706 may be populated by arguments asso-
ciated with each respective field 706 (e.g., “John’s Bar &
Grill” may be associated with RESTAURANT NAME).

FIG. 7B illustrates a plurality of arguments 750 associated
with one of the fields 706, specifically the NUMBER OF
PEOPLE field 752. For example, while building the VUI for
the restaurant application, a developer may provide the plu-
rality of arguments 750 to a computing device (not shown) for
cach respective field. The arguments 750 may be representa-
tive of a plurality of spoken utterances (or text strings) in
natural language that may be included 1n a given instruction to
enable a given action to be performed, such as the RESERVE
action. As 1llustrated, arguments 750 such as “party of 4,”
“four diners,” and “for 4” may each be used to populate the
NUMBER OF PEOPLE field 752. In some examples, the
arguments 750 may be based on one or more grammars.

FIG. 8 1llustrates an example computing device performing,
functions 1n accordance with an example method. More spe-
cifically, F1G. 8 illustrates a GUI 800 that may be displayed to
a developer by a SDK at a computing device so as to enable
the developer to provide acceptance information. The GUI
800 shown may include a plurality of determined candidate
istructions (€.g., as text strings comprising natural language)
based on actions, parameters, arguments, and/or example
instructions provided by the developer. Each respective can-
didate instruction may then be accepted, rejected, ranked,
and/or given a confidence score by the developer. For
example, for the RESERVE action, the candidate instruction
“Make dinner reservation, party of [number], at [time]”

includes parameters such as NUMBER OF PEOPLE and
TIME.

If a candidate instruction 1s added to a set of instructions for
a given application, portions of the candidate istruction may
be recognized by a parser, speech recognition module, or
other such component configured to recognmize the candidate
instruction (e.g., the run-time module 404 of F1G. 4). Portions
ol the candidate instruction may be recognized as one or more
actions to perform and/or parameters associated with the one
or more actions. Referring back to the “Make dinner reserva-
tion, party of [number], at [time]” candidate instruction, for
example, the “make dinner reservation” portion may be asso-
ciated with the RESERVE action. Further, the “party of [num-
ber]|” portion may be associated with the NUMBER OF
PEOPLE parameter, and the “at [time]”” portion may be asso-
ciated with the TIME parameter.

In some examples, a particular instruction of the set of
instructions may not be recognized. Further, while providing
acceptance information to the computing device, the devel-
oper may determine that the particular candidate instruction
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may not be recognized, and thus provide negative acceptance
information, such as a low confidence score, a low rank,
and/or an identifier indicating a rejection of the particular
candidate instruction. As shown in FIG. 8, the candidate
instruction “Reserve [number] for [time]” may be determined
to be mapplicable to the RESERVE action, and the accep-
tance information associated with the candidate instruction
may reflect such a determination.

FIG. 9 1llustrates an example mobile device, such as the
mobile device 700 of FIG. 7, performing functions in accor-
dance with an example method. Further, FIG. 9 illustrates a
user of the mobile device 700 providing a spoken 1nstruction
to the mobile device 700. The spoken instruction may be
received by the mobile device 700 and converted to a text
string representative of one or more utterances of the user.

As illustrated, the spoken mstruction, “Make reservation at
John’s Bar and Grill for four tonight at six o’clock,” may be
provided to the mobile device 700 executing the restaurant
application. Portions of the mstruction may be used to 1den-
tify an action to be performed, such as the portion “Make
reservation,” which identifies that the restaurant application
should provide information regarding a restaurant reservation
to the user via the GUI (e.g., the RESERVE action). Other
portions of the spoken instruction, such as “John’s Bar and
Grill,” “for four,” “tonight,” and “si1x o’clock,” may be argu-
ments recognized by the VUI and associated with the RES-
TAURANT NAME, NUMBER OF PEOPLE, DATE, and
TIME parameters, respectively.

It should be understood that arrangements described herein
are for purposes of example only. As such, those skilled 1n the
art will appreciate that other arrangements and other elements
(e.g. machines, interfaces, functions, orders, and groupings of
functions, etc.) can be used 1nstead, and some elements may
be omitted altogether according to the desired results. Fur-
ther, many of the elements that are described are functional
entities that may be implemented as discrete or distributed
components or in conjunction with other components, 1n any
suitable combination and location.

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled in the art. The various aspects and embodi-
ments disclosed herein are for purposes of illustration and are
not intended to be limiting, with the scope being indicated by
the following claims.

We claim:

1. A method comprising:

receiving, at a computing device, information indicating a
plurality of actions that a given application 1s configured
to perform, wherein the information indicating each
respective action of the plurality of actions includes one
or more parameters that are used to enable the given
application to perform the respective action;

receiving, at the computing device, for each respective
action, one or more example instructions that, when
recognized by the given application, causes the given
application to perform the respective action, wherein the
one or more example 1nstructions comprise natural lan-
guage,

based on the one or more example 1nstructions for each
respective action, the plurality of actions, and the one or
more parameters included for each respective action, the
computing device determining a plurality of candidate
instructions for each respective action that, when recog-
nized by a voice interface of the given application,
causes the given application to perform the respective
action, wherein each candidate instruction of the plural-
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ity of candidate instructions comprises one or more
grammars recognizable by the voice interface of the
given application;
recerving, at the computing device, a plurality of accep-
tance information comprising, for each candidate
istruction, respective acceptance information indica-
tive of whether the candidate 1nstruction 1s applicable to
the respective action, wherein the plurality of accep-
tance information mndicates, for each respective action of
at least one of the plurality of actions, that at least one of
the plurality of candidate instructions determined for the
respective action 1s rejected;
based on the plurality of acceptance information, storing,
at the computing device, for each candidate instruction,
a respective identifier associated with the candidate
istruction and indicative of whether the candidate
instruction 1s rejected;
the computing device comparing at least a portion of the
respective acceptance information with a stored accep-
tance iformation log so as to determine a correlation
between the respective acceptance information and the
stored acceptance information log, wherein the stored
acceptance information log comprises a plurality of pre-
determined acceptance information associated with a
plurality of predetermined example instructions; and

based on the correlation, the computing device referring to
the stored 1dentifiers to determine a set of 1nstructions
that are recognizable by the voice interface and that,
when recognized by the voice interface, causes the given
application to perform one or more of the plurality of
actions, wherein determining the set of instructions
comprises, for each respective action, (1) selecting,
based on the stored identifiers, one or more of the plu-
rality of candidate instructions for the respective action
to be included 1n the set of mstructions and (11) selecting,
based on the stored i1dentifiers, the at least one rejected
candidate instruction for the respective action to not be
included 1n the set of 1nstructions and to not be recog-
nizable by the voice interface to cause the given appli-
cation to perform the respective action.

2. The method of claim 1, further comprising providing the
set of mnstructions to the voice interface of the given applica-
tion.

3. The method of claim 1, further comprising based on the
correlation, the computing device modilying the stored
acceptance information log to include at least a portion of the
plurality of acceptance information.

4. The method of claim 1, wherein each respective param-
cter of the one or more parameters includes at least one
argument associated with the respective parameter, wherein
the at least one argument includes a text string.

5. The method of claim 1, wherein the respective accep-
tance information includes one or more of: an acceptance of
the candidate 1nstruction, a rejection of the candidate 1nstruc-
tion, a confidence score of the candidate instruction, and a
rank of the candidate instruction with respect to at least one

other candidate instruction of the plurality of candidate
instructions.

6. The method of claim 1, wherein determiming the plural-
ity ol candidate instructions for each respective action com-
prises comparing the plurality of actions with stored nstruc-
tion logs, wherein the stored instruction logs include a
plurality of respective stored actions associated with each
respective stored instruction of the stored instruction logs.

7. The method of claim 6, wherein the determined plurality
of candidate 1nstructions is based at least 1n part on a match of
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one or more portions of the plurality of actions to one or more
portions of the stored instruction logs.

8. The method of claim 6, wherein determining the plural-
ity of candidate instructions for each respective action further
COmMprises:

matching at least a portion of the respective action to one or

more grammars; and

determining a modification to the respective action based at

least in part on the matching.
9. The method of claim 1, further comprising;
before determining the plurality of candidate instructions
for each respective action, determining, by the comput-
ing device, markup language data representative of the
given application, wherein the markup language data
includes identifiers of the plurality of actions and the one
or more parameters; and
the computing device parsing the markup language data to
determine, based on the identifiers, the plurality of
actions and the one or more parameters, and to further
determine information indicating a plurality of input
values for the one or more parameters.
10. The method of claim 9, wherein determining the plu-
rality of actions and the information indicating the plurality of
input values for the one or more parameters comprises coms-
paring each respective action with stored actions so as to
determine a correlation between the respective action and the
stored actions, wherein each stored action includes one or
more stored parameters associated with the stored action.
11. A non-transitory computer readable storage medium
having stored thereon 1nstructions, that when executed by a
computing device, cause the computing device to perform
functions comprising:
receiving information indicating a plurality of actions that
a given application 1s configured to perform, wherein the
information imndicating each respective action of the plu-
rality of actions includes one or more parameters that are
used to enable the given application to perform the
respective action;
receiving, for each respective action, one or more example
instructions that, when recognized by the given applica-
tion, causes the given application to perform the respec-
tive action, wherein the one or more example instruc-
tions comprise natural language;
based on the one or more example instructions for each
respective action, the plurality of actions, and the one or
more parameters mncluded for each respective action,
determining a plurality of candidate instructions for
cach respective action that, when recognized by a voice
interface ol the given application, causes the given appli-
cation to perform the respective action, wherein each
candidate 1instruction of the plurality of candidate
instructions comprises one or more grammars recogniz-
able by the voice interface of the given application;

receiving a plurality of acceptance information compris-
ing, for each candidate instruction, respective accep-
tance information indicative of whether the candidate
instruction 1s applicable to the respective action,
wherein the plurality of acceptance information indi-
cates, for each respective action of at least one of the
plurality of actions, that at least one of the plurality of
candidate instructions determined for the respective
action 1s rejected;

based on the plurality of acceptance information, storing,

at the computing device, for each candidate instruction,
a respective identifier associated with the candidate
istruction and indicative of whether the candidate
instruction 1s rejected;
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comparing at least a portion of the respective acceptance
information with a stored acceptance information log so
as to determine a correlation between the respective
acceptance mnformation and the stored acceptance infor-
mation log, wherein the stored acceptance information
log comprises a plurality of predetermined acceptance
information associated with a plurality of predetermined
example instructions; and

based on the correlation, referring to the stored 1dentifiers

to determine a set of instructions that are recognizable
by the voice interface and that, when recognized by the
voice interface, causes the given application to perform
one or more of the plurality of actions, wherein deter-
mining the set ol instructions comprises, for each
respective action, (1) selecting, based on the stored 1den-
tifiers, one or more of the plurality of candidate instruc-
tions for the respective action to be included 1n the set of
istructions and (11) selecting, based on the stored 1den-
tifiers, the at least one rejected candidate instruction for
the respective action to not be included 1n the set of
istructions and to not be recognizable by the voice
interface to cause the given application to perform the
respective action.

12. The non-transitory computer readable storage medium
ofclaim 11, wherein each instruction of the set of instructions
includes a text string representative of one or more spoken
utterances.

13. The non-transitory computer readable storage medium
of claim 11, wherein the given application includes a graphi-
cal interface provided by a mobile device.

14. The non-transitory computer readable storage medium
of claam 11, wherein the respective acceptance information
includes one or more of: an acceptance of the candidate
istruction, a rejection of the candidate instruction, a confi-
dence score of the candidate instruction, and a rank of the
candidate instruction with respect to at least one other candi-
date instruction of the plurality of candidate instructions.

15. The non-transitory computer readable storage medium
of claim 14, wherein determining the set of instructions com-
prises adding the respective candidate mstruction to the set of
instructions based on the confidence score of the respective
candidate instruction being above a threshold.

16. The non-transitory computer readable storage medium
of claim 14, wherein determining the set of instructions com-
prises adding the respective candidate mstruction to the set of
instructions based on the rank of the candidate istruction 1s
greater than at least one other candidate istruction of the
plurality of candidate instructions.

17. A system, comprising:

at least one processor; and

data storage comprising program instructions executable

by the at least one processor to perform functions com-

prising:

receiving information indicating a plurality of actions
that a given application 1s configured to perform,
wherein the information indicating each respective
action of the plurality of actions includes one or more
parameters that are used to enable the given applica-
tion to perform the respective action;

receiving, for each respective action, one or more
example instructions that, when recognized by the
given application, causes the given application to per-
form the respective action, wherein the one or more
example mstructions comprise natural language;

based on the one or more example mstructions for each
respective action, the plurality of actions, and the one
or more parameters included for each respective
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action, determining a plurality of candidate instruc- acceptance information associated with a plurality of
tions for each respective action that, when recognized predetermined example instructions; and

by a voice 1nterface of the given application, causes based on the correlation, referring to the stored 1dentifi-
the given application to perform the respective action, ers to determine a set of instructions that are recog-
wherein each candidate instruction of the plurality of 5 nizable by the voice interface and that, when recog-
candidate instructions comprises one or more gram- nized by the voice interface, causes the given
mars recognizable by the voice interface of the given application to perform one or more of the plurality of

application;

receiving a plurality of acceptance information compris-
ing, for each candidate 1nstruction, respective accep- 10
tance mnformation indicative of whether the candidate
instruction 1s applicable to the respective action,
wherein the plurality of acceptance information indi-
cates, for each respective action of at least one of the
plurality of actions, that at least one of the plurality of 15
candidate instructions determined for the respective
action 1s rejected;

based on the plurality of acceptance information, stor-
ing, at the computing device, for each candidate
instruction, a respective identifier associated with the 20
candidate instruction and indicative of whether the
candidate instruction 1s rejected;

comparing at least a portion of the respective acceptance
information with a stored acceptance information log
so as to determine a correlation between the respec- 25
tive acceptance information and the stored acceptance
information log, wherein the stored acceptance inior-
mation log comprises a plurality of predetermined S I T

actions, wherein determining the set of instructions
comprises, for each respective action, (1) selecting,
based on the stored identifiers, one or more of the
plurality of candidate instructions for the respective
action to be included 1n the set of instructions and (11)
selecting, based on the stored identifiers, the at least
one rejected candidate instruction for the respective
action to not be imncluded 1n the set of instructions and
to not be recognizable by the voice interface to cause
the given application to perform the respective action.

18. The system of claim 17, further comprising program
instructions executable by the at least one processor to per-
form functions comprising providing the set of instructions to
the voice 1terface of the given application.

19. The system of claim 18, further comprising a software
development kit configured to modify the given application
so as to 1nclude the voice intertace.

20. The system of claim 17, wherein the given application
includes a graphical interface provided by a mobile device.
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