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LARGE-SCALE COMPREHENSIVE
REAL-TIME MONITORING FRAMEWORK
FOR INDUSTRIAL FACILITIES

TECHNICAL FIELD

This disclosure relates generally to control systems. More
specifically, this disclosure relates to a large-scale compre-
hensive real-time monitoring framework for industrial facili-
ties.

BACKGROUND

Processing facilities are typically managed using process
control systems. Example processing facilities include manu-
facturing plants, chemical plants, crude o1l refineries, and ore
processing plants. Among other things, process control sys-
tems often manage the use of industrial equipment in the
processing facilities.

Various process industries have seen constant growth 1n
automation technology. However, it 1s often challenging to
integrate native and custom application components nto a
single control system. This can be due to a number of factors,
such as difficulty 1n maintaining a sequence of calculations or
rules to be evaluated during the control of a processing facil-
ity. This becomes even more problematic when dealing with
a large number of applications having an even larger number
of calculations or rules.

SUMMARY

This disclosure provides a large-scale comprehensive real-
time monitoring framework for industrial facilities.

In a first embodiment, a method includes associating mul-
tiple real-time applications with a framework. The real-time
applications include applications for monitoring or control-
ling equipment 1n at least one industrial facility. Each appli-
cation has at least one mput variable and at least one output
variable. The method also includes identifying relationships
between the input and output variables of the applications to
identily data dependencies. The method further includes
receiving data updates at the framework and notifying at least
one of the applications of the data updates based on the data
dependencies to support data-driven operation of the frame-
work. The data-driven operation of the framework provides
data to the applications to support performance monitoring of
the equipment, analysis of the equipment’s operation, and/or
identification of abnormal equipment conditions.

In a second embodiment, a computer readable medium
embodies a computer program. The computer program
includes computer readable program code for i1dentifying
relationships between input and output variables of multiple
real-time applications associated with a framework to 1den-
tify data dependencies. The applications include applications
for monitoring or controlling equipment 1n at least one imdus-
trial facility. Each application has at least one input variable
and at least one output variable. The computer program also
includes computer readable program code for receiving data
updates at the framework and notifying at least one of the
applications of the data updates based on the data dependen-
cies to support data-driven operation of the framework. The
data-driven operation of the framework 1s configured to pro-
vide data to the applications to support performance monitor-
ing of the equipment, analysis of the equipment’s operation,
and/or 1dentification of abnormal equipment conditions.

In a third embodiment, a system includes at least one
interface configured to receive data associated with equip-
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ment 1 at least one industrial facility. The system also
includes at least one processing unit configured to 1dentity
relationships between input and output variables of multiple
real-time applications associated with a framework to 1den-
tify data dependencies. The real-time applications include
applications for monitoring or controlling the equipment.
Each application has at least one input variable and at least
one output variable. The at least one processing unit 1s also
configured to receive data updates at the framework and
notily at least one of the applications of the data updates based
on the data dependencies to support data-driven operation of
the framework. The data-driven operation of the framework 1s
configured to provide the data to the applications to support
performance monitoring of the equipment, analysis of the
equipment’s operation, and/or identification of abnormal
equipment conditions.

Other technical features may be readily apparent to one
skilled 1n the art from the following figures, descriptions, and
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of this disclosure, retf-
erence 1s now made to the following description, taken 1n
conjunction with the accompanying drawings, 1n which:

FIG. 1 illustrates an example process control system pro-
viding a large-scale comprehensive real-time monitoring
framework for an industrial facility according to this disclo-
SUre;

FIGS. 2A through 2C illustrate an example equation ana-
lyzer for a large-scale framework and related details accord-
ing to this disclosure;

FIG. 3 1llustrates an example data-driven architecture for a
large-scale framework according to this disclosure;

FIG. 4 1llustrates an example service-oriented data-driven
architecture for a large-scale framework according to this
disclosure:

FIG. 5 illustrates an example layered model for a large-
scale framework according to this disclosure;

FIGS. 6 and 7 illustrate example uses of a large-scale
framework with rotating equipment according to this disclo-
SUre;

FIG. 8 illustrates an example logic builder for building
models at various levels of alarge-scale framework according
to this disclosure; and

FIGS. 9 through 19 illustrate details of an example asset
manager that uses a large-scale framework according to this
disclosure.

DETAILED DESCRIPTION

FIGS. 1 through 19, discussed below, and the various
embodiments used to describe the principles of the present
invention 1n this patent document are by way of illustration
only and should not be construed i any way to limait the scope
of the invention. Those skilled 1n the art will understand that
the principles of the 1invention may be implemented 1n any
type of suitably arranged device or system.

FIG. 1 1llustrates an example process control system 100
providing a large-scale comprehensive real-time monitoring,
framework for an industrial facility according to this disclo-
sure. As shown in FIG. 1, the system 100 includes one or more
pieces ol industrial equipment 101a-1015. The industrial
equipment 101a-1015 represents any suitable equipment
used 1 a process system. The industrial equipment 101a-
1015 could, for mstance, include pumps or other equipment
having rotating components (like gears, impellers, shatts,



US 9,310,790 B2

3

bearings, motors, or rotors ). Any other or additional industrial
equipment could be used 1n or with the process control system
100. Also, a process system may represent any system or
portion thereof configured to produce or process one or more
materials in some manner.

One or more sensors 102 measure at least one characteris-
tic of the process system. For example, a sensor 102 could
measure vibrations of a pump or other equipment having a
rotating component. A sensor 102 could measure any other or
additional characteristic(s), such as temperature, pressure,
material composition, or flow rate. Each sensor 102 includes
any suitable structure for measuring one or more character-
1stics associated with a process system.

One or more controllers 104 recerve data from the sensors
102 and use the data to control the industrial equipment 101a.
For example, a controller 104 could use the sensor measure-
ments to alter a speed or other operational property of the
equipment 101a or i1dentity problems with the equipment
101a. Each controller 104 includes any suitable structure for
controlling industrial equipment.

One or more networks 106 support communications
between other components 1n the system 100. For example, a
network 106 may communicate Internet Protocol (IP) pack-
ets, frame relay frames, Asynchronous Transier Mode (ATM)
cells, or other suitable information between network
addresses. Each network 106 may include one or more local
arca networks, metropolitan area networks, wide area net-
works (WANSs), all or a portion of a global network, or any
other communication system or systems at one or more loca-
tions.

The process control system 100 also includes one or more
wireless networks. In this example, a wireless network
includes inirastructure nodes (“I-nodes™) 108a-108bH, leaf
nodes 110aq-110c¢, and gateway I-nodes 112aq-112b6. The
I-nodes 108a-108H and 112a-112b represent wireless nodes
capable of providing wireless coverage 1n a specified area,
such as a large industrial complex. The I-nodes 108a-1085 are
typically routing devices that recerve and forward data wire-
lessly. The gateway I-nodes 112a-1125b provide the additional
ability to communicate over a wired network, such as the
network 106. The leaf nodes 110a-110¢ generally represent
endpoints that communicate over the wireless network
formed by the I-nodes. Each of the nodes 108a-10856, 110a-
110c,112a-1125 could use any suitable communication tech-
nique, such as radio frequency (RF) frequency-hopping
spread spectrum (FHSS) or direct sequence spread spectrum
(DSSS) techniques. Each of the nodes 108a-1085, 110a-
110c, 112a-1125 could also 1include other functionality, such
as Tunctionality for generating or using data communicated
over the wireless network. For instance, the leat nodes 110a-
110c may represent wireless sensors measuring one or more
characteristics of the industrial equipment 1015, which can be
controlled by the controller 104 or a wireless controller.

One or more servers 114 can perform various functions in
the process control system 100. For example, a server 114
could provide wireless network management and security
functions. One or more operator stations 116 allow users to
interact with the servers 114 and other components of the
system 100. An operator station 116 could, for example,
receive and display alarm messages or allow users to modify
control algorithms used by the servers and controllers. Each
server 114 or operator station 116 includes any suitable struc-
ture for performing the desired function(s). For example, a
server 114 or operator station 116 could include at least one
processing device 118a-118b, such as a processor, micropro-
cessor, microcontroller, field programmable gate array
(FPGA), or other processing or control device. A server 114
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or operator station 116 could also include at least one memory
1204-12056 storing instructions and data used, generated, or
collected by the processing device(s). A server 114 or opera-
tor station 116 could further include at least one interface
122a-122b for communicating with external devices and sys-
tems, such as a wired interface or a wireless transceiver.

In this example, a single network 106 1s shown coupled to
a server 114 and an operator station 116. However, these
components could be replicated any number of times on any
number of levels. In particular embodiments, the control sys-
tem 100 supports the Purdue model of process control and
includes multiple computing levels, each level controlling the
level below 1t (if any).

In one aspect of operation, the servers 114 and/or operator
stations 116 execute one or more applications or otherwise
provide functionality supporting a large-scale comprehensive
real-time monitoring framework 124 for the process system.
The framework 124 supports the integration of multiple
natrve and custom application components while maintaining
sequences of calculations, rules, and/or programs to be evalu-
ated during control operations. The framework 124 also pro-
vides tools to capture expert or experienced operator/techni-
cian knowledge for download to an execution environment 1n
suitable format. The framework 124 can provide key process
indicator (KPI) integration to operators’ consoles, handle
large amounts of data, and leverage the use of multi-core
central processing units.

Depending on the implementation, the framework 124
could support any combination of the following features:

an optimized data-driven approach for handling data
dependencies, where updates to data trigger updates to com-
ponents that use the data;

sequential processing of custom rules and calculations and
the use of distinct embedded and custom processing engines
to support data dependencies;

a scalable open interface;

distributed data, processing, and presentation 1n a location-
transparent or location-insensitive manner;

data integrity maintenance;

dynamic recovery of a communication interface;

parallelization of independent processing tasks and loops;

notification of any system failures to improve application
reliability; and

display of hierarchical health or fault tree of framework
components, processing engines, data, or event interfaces.
The framework can help to fulfill the needs of real-time data
processing and managing process industries beyond that
often achieved using standard distributed control systems.

Additional details regarding the framework 124 are pro-
vided below. The framework 124 could be implemented in
any suitable manner, such as by one or more computing
devices executing software routines. However, the frame-
work 124 could be implemented 1n any other suitable manner.

Although FIG. 1 i1llustrates one example of a process con-
trol system 100 providing a large-scale comprehensive real-
time monitoring framework 124 for an industrial facility,
various changes may be made to FIG. 1. For example, the
system 100 could include any number of idustrial equip-
ment, sensors, controllers, networks (wired or wireless),
I-nodes (gateway or other), leal nodes, servers, and operator
stations. Also, the functional division shown 1n FIG. 1 1s for
illustration only. Various components i FIG. 1 could be
combined, subdivided, or omitted and additional components
could be added according to particular needs. In addition,
FIG. 1 1illustrates one example operational environment
where the framework 124 can be used. The framework 124
could be used 1n any other suitable system.
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FIGS. 2A through 2C 1llustrate an example equation ana-
lyzer for the large-scale framework 124 and related details
according to this disclosure. As noted above, the framework
124 integrates both native and custom application compo-
nents, which could implement multiple distinct engines or
other programs that operate in distinctly different ways.
Example applications can include calculation or procedural
programs, function block programs, and MICROSOFT
EXCEL, HONEYWELL UNISIM DESIGN, or other exter-

nal applications.

The framework 124 supports the use of different types of
applications using a data-driven approach, which helps to
ensure that functions or expressions dependent on a particular
input variable are updated in response to a change 1n that input
variable. This technique helps to provide correct output vari-
able values for any change 1n a set of input variables. One
challenge of a data-driven approach 1s to determine the rela-
tionships between data variables ahead of time.

The framework 124 therefore supports the use of an equa-
tion analyzer to determine variable dependencies. A variable
dependency indicates that an output variable 1s dependent on
one or more mput variables. The equation analyzer therefore
identifies independent and dependent variables. An indepen-
dent variable denotes a variable whose value does not depend
on another variable. A dependent variable denotes a variable
whose value depends on at least one other vanable.

Asshown in FIG. 2A, the framework 124 1s associated with
a number of real-time or other applications 202a-2027. As
noted above, the applications 202a-202# could represent dis-
tinctly different engines or other programs. Each application
202a-202n 1s associated with a set of input variables 204 and
a set of output variables 205. One or more output variables
205 from one application 202a-202#% can be provided as input
variables 204 to other applications 2024-2027. The equation
analyzer 1dentifies relationships between these input and out-
put vaniables 204-2035. The data-driven framework 124 uses
these relationships to ensure that changes to mput data are
accurately provided to components in order to update output
data.

In this example, the equation analyzer includes three func-
tional units 206a-206¢. The functional unit 2064 uses calcu-
lations and rules to i1dentify the relationships between the
input and output variables 204-205 of the application 202a.
The calculations and rules could support any suitable logic.
For 1nstance, the functional unit 2064 could use the calcula-
tions and rules to make changes to input variables 204 and
identify which output variables 205 change. The functional
unit 206a generates a dependency matrix 208a that identifies
which input varniables 204 atffect each output variable 203 for
the application 202a.

The functional unit 2065 uses MICROSOFT VISIO draw-
ings or other graphical function blocks to identily the rela-
tionships between the 1input and output variables 204-205 of
the application 2025. In some embodiments, MICROSOFT
VISIO drawings can be used to define the logic of an appli-
cation, such as in the URT platform for the HONEYWELL
ADVANCED PROCESS CONTROLLER. The functional
unit 2065 identifies a dependency matrix 2085 for the appli-
cation 20256 using the MICROSOFT VISIO drawings or other
function blocks. Again, the dependency matrix 2085 1dent-
fies which input variables 204 atfect each output variable 2035
tor the application 20254.

In FIG. 2A, a dependency matrix 208 1s created for an
application 2027 using a loading mechanism 210. The load-
ing mechanism 210 allows a user to manually load the depen-
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dency matrix 208» for the application 2027. This may be
necessary 1f the equation analyzer 1s unable to analyze the
application 202.

The functional unit 206c¢ of the equation analyzer uses the
dependency matrices 208a-208% to construct a final depen-
dency matrix 212. The final dependency matrix 212 identifies
all of the mput and output vaniables 204-203 for all of the
applications 202aq-202». The final dependency matrix 212
also 1dentifies all of the relationships between these input and
output variables.

Each functional unit 206a-20656 of the equation analyzer
includes any suitable hardware, software, firmware, or com-
bination thereot for identitying relationships between input
and output variables of an application. The functional unit
206¢ of the equation analyzer includes any suitable hardware,
soltware, firmware, or combination thereof for identifying
relationships between mput and output variables of multiple
applications.

FIGS. 2B and 2C 1llustrate example operations of the equa-
tion analyzer. In FI1G. 2B, different variables are denoted with
the letters A through N. Each variable i1s contained within a
circle or ellipse representing a particular owner or domain. An
owner or domain could be a native application or a custom
external application, such as a UNISIM DESIGN or EXCEL
engine. The variables could be associated with the same
owner or domain, or different variables could be associated
with different owners or domains. Smaller variables encom-
passed within larger variables indicate that the smaller vari-
ables depend on the larger variables. For instance, variables
B, C, and D are dependent on variable A, and variable E 1s
dependent on variable B. A change in variable A therefore
updates variables B, C, and D, which in turn updates variable
E.

The equation analyzer analyzes the applications 202a-
2027 containing the variables in FIG. 2B and generates a
hierarchy 250 shown 1n FIG. 2C. The hierarchy 250 shows the
order of dependency of the variables. The hierarchy 250
defines publisher-subscriber relationships in the data-driven
framework 124. A publisher denotes an entity outputting data
for use by at least one subscriber. In this case, for instance, the
owner or domain of variable A acts as a publisher for the
owners or domains of variables B, C, and D.

The depth or number of levels of dependency 1dentified by
the equation analyzer 1n the hierarchy 250 can be limited and
configurable by a user. Also, nested expressions can be 1den-
tified by the equation analyzer, either during configuration or
during run time.

Although FIGS. 2A through 2C illustrate one example of
an equation analyzer for the large-scale framework 124 and
related details, various changes may be made to FIGS. 2A
through 2C. For example, the various functional units 206a-
206¢ forming the equation analyzer could be combined or
further subdivided, and other or additional functional units
could be added (such as functional units that identify vari-
ables’ relationships 1n other ways). Also, the contents of
FIGS. 2B and 2C are for 1llustration only.

FIG. 3 illustrates an example data-driven architecture 300
for the large-scale framework 124 according to this disclo-
sure. Once data dependencies are 1dentified by the equation
analyzer as described above, the framework 124 uses the data
dependencies to support data-driven operations. In these
data-driven operations, a change to a variable can be pub-
lished to any subscriber identified by the equation analyzer
for that variable.

In FIG. 3, the architecture 300 1s divided into four general
platforms 302-308. An input/output (10) platform 302 repre-
sents components used to recerve incoming data and defines
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multiple data streams 310. Each stream 310 can be associated
with a different type of data. In this example, the streams 310
contain real-time field data, vibration data, historical data,
data from an SQL or other database, and data from a custom
adapter. Note that any other or additional data streams could
be used here. Also, the incoming data could be recerved from

any suitable source(s), such as from sensors or applications
202a-202n.

An execution platform 304 executes applications 202a-
2027» supported by the framework 124. The execution plat-
form 304 provides data to the applications 202aq-202% 1n
various data streams 312, and certain functions can be
invoked within the execution platiorm 304 using one or more
libraries 314. In this example, the data streams 312 contain
data for a vibration signal and function block engine, a cal-
culation and rule engine, a custom engine, and an external
engine. The libraries 314 include a fuzzy logic library, a
vibration domain/signal processing function library, a calcu-
lation function library, and a custom function library. Note
that any other or additional data streams or libraries could be
used here.

A notification platform 306 sends notifications, such as
email or SMS messages, to operators or other personnel. In
this example, the notification platform 306 includes data
streams 316 and notification adapters 318. The streams 316
provide different types of data, such as email, SMS, or his-
torical data. The notification adapters 318 generate suitable
messages, such as email or SMS messages, containing the
data. Note that any other or additional data streams, adaptors,
and notification mechanisms could be used here.

An OLE for Process Control (OPC) platform 308 supports
various OPC servers that act as application programming
interfaces (APIs) or other interfaces for interacting with vari-
ous components 1n the architecture. In this example, the OPC
platform 308 includes servers 320 that support ditfferent OPC
standards, including the OPC alarms and events (AE), data

access (DA), historical data access (HDA), and unified archi-
tecture (UA) specifications. Note that any other or additional
OPC or other servers could be used here.

As shown 1n FIG. 3, each platform 302-306 includes a
number of different data streams. The data streams 1n each
platiorm 302-306 can be managed by a thread pool and moni-
tored by that platform 302-306.

A data cache 322 stores data and messages being trans-
ported between platforms 1n real-time. When the data cache
322 receives data, the data cache 322 can notify the appropri-
ate application(s) that updated data has been received. The
appropriate application(s) can be identified using the data
dependencies 1dentified by the equation analyzer. The notifi-
cations can be performed by areal-time data service and made
to any subscribers that have subscribed to a particular data
variable. In particular embodiments, publisher calls to a sub-
scriber can be consolidated before sending a message to that
subscriber, which reduces the number of calls made. The data
cache 322 includes any suitable structure for storing and
retrieving data transported between platforms. The data cache
322 could hold data 1n an address format defined by a data
model configured by a user for the framework 124, allowing
structured data storage. Embedded and custom applications
202a-202#n can be 1nserted 1nto the framework 124 and oper-
ate using the data model defined for that application.

The architecture 300 can provide various additional func-
tions to support the framework 124. For example, the execu-
tion platform 304 can support the accurate reporting of data
and a mechanism to propagate a data quality through the
hierarchy 250 of vanables. For example, assume that a
pump’s net positive suction head (NPSH) calculation uses a
suction pressure, a vapor pressure, and a density of a fluid.
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The absence of any one of these input variables can invalidate
an NPSH value, as well as the pump’s health index value
(which can be calculated using the NPSH value). The execu-
tion platiorm 304 can propagate the quality of the three input
variables up to the NPSH value and the pump’s health index
value.

As another example, the architecture 300 can use consis-
tent timestamps across related data variables. For example,
the latest timestamp of data for an independent variable can
be propagated through to any dependent variables dependent
on that independent variable, even 11 the dependent variable
values do not change. This helps to retain the latest times-
tamps for data 1n the hierarchy 250.

As still other examples, basic loops can be parallelized
whenever possible to leverage the use of multiple processing
units. Also, the platforms can be robust and integrate various
I/O sources with higher throughput (such as on the order of
10,000 data values per second or more). In addition, real-time
streaming of data and messages can improve the latency of
data, and 1independent streaming of various data sources can
be used to collect, validate, and update runtime data and
message.

In particular embodiments, the platforms 302-306 can be
implemented as services to help simplity integration with
other applications. FIG. 4 illustrates an example service-
ortented data-driven architecture 400 for the large-scale
framework 124 according to this disclosure. In this example,
the architecture 400 1s implemented 1n the context of an asset
manager (AM) tool, which uses the framework 124 as
described below. The architecture 400 could be implemented
for any other suitable purpose.

As shown 1n FIG. 4, the architecture 400 includes applica-
tion servers 402-406 that communicate and interact with a
web server 408 over a network 410. Each application server
402-406 supports an 10 service 412, an execution service
414, and a real-time (RT) data service 416. The web server
408 supports a data service 418, a notification service 420, a
historical data service 422, a real-time data service 424, and a
directory service 426.

The IO services 412 1n the application servers 402-406 can
support the functions of the 10 platiorm 302. The execution
services 414 1n the application servers 402-406 can support
the functions of the execution platiorm 304. The notification
service 420 in the web server 408 can support the functions of
the notification platform 306. The real-time data services 416
in the application servers 402-406 and the real-time data
service 424 in the web server 408 can manage the data cache
322 by providing a Windows Communication Foundation
(WCF) real-time data service. The data service 418 1n the web
server 408 supports the use of both real-time and historical
data, while the directory service 426 supports the use of web
services 1n the architecture 400.

The architecture 400 here supports loose coupling to
enable service orchestration and distributed processing. Once
again, operations can be data-driven, and distributed process-
ing can be established by configuring the directory service
426 (which maintains lists of registered data services). For a
subscription of data, a local data service 416, 424 1s con-
tacted, which in turn creates a publisher-subscriber relation-
ship with other data services 416, 424 when the data 1s not
owned by the local service. This way, data can be accessed 1n
a transparent manner, regardless of its location. The architec-
ture 400 further supports centralized monitoring of different
location assets to leverage expertise available 1n a corporate
office. In particular embodiments, the architecture 400 sup-
ports a Service Oriented Architecture (SOA).
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Although FIGS. 3 and 4 illustrate examples of a data-
driven architecture 300 and a service-oriented data-driven
architecture 400 for the large-scale framework 124, various
changes may be made to FIGS. 3 and 4. For example, the
architecture 300 could include any number of platforms 302-
308 (each with any number of data streams, servers, or other
components) and data caches 322. Also, the architecture 400
could include any other or additional services to support the
framework 124.

FIG. 5§ illustrates an example layered model 500 for the
large-scale framework 124 according to this disclosure. The
layered model 500 illustrates how the framework 124 can be
used as part of an asset manager to collect data and 1dentify
problems with rotating equipment or other equipment 1n an
industnal facility. In this document, the term “asset” and 1ts
derivatives refer to equipment, applications, data, framework
components, or other entities of an industrial facility or 1ts
control system.

As shown 1n FIG. 5, the layered model 500 includes a data
collector layer 502 and a data validation layer 504. The data
collector layer 502 defines the sources of data in the frame-
work 124, such as vibration sensors or other data collectors.
The data validation layer 504 validates any collected data to
ensure suitable data quality. This function could be performed
by any device recerving the data from the sensors or other
collectors or by the collectors themselves.

The layered model 500 also includes a performance model
or feature extraction layer 506. This layer 506 extracts useful
data, such as key process indicators or other features, from the
collected and validated data. The layer 506 could support
various functions to extract useful information from the col-
lected data. For example, the layer 506 could perform fast
Fourier transform (FFT) or other signal processing tech-
niques, which could be used to extract useful information
from vibration data associated with rotating equipment.

The layered model 500 further includes a fault diagnosis
layer 508 and a health index integration layer 310. The fault
diagnosis layer 508 uses the information from the extraction
layer 506 to 1dentily potential faults 1n components of mndus-
trial equipment. For example, the fault diagnosis layer 508
can use vibration information from the extraction layer 506 to
identify whether different components (subsystem or sub-
domain) of rotating equipment are suffering from faults. The
health index integration layer 510 combines faults from the
layer 508 to provide an overall health index for a piece of
industrial equipment.

The layered model 500 allows facility operators to plug
standard or custom components 1nto each layer of the frame-
work 124, such as by using appropriate model building tools.
This supports the seamless attachment and detachment of the
model 500 to and from an asset at any level of a process
control system and can reduce the need to create a custom
model for each mstance of an asset. Also, the layered model
500 supports distributed processing across multiple machines
or networks and enables hierarchical modeling, with each
layer 502-510 having suitable models (such as to enable fault
or health monitoring on plant, unit, equipment, and sub-
equipment levels to determine the health of an asset). In
addition, the layered model 500 supports a calculation and
logic execution environment. This environment could include
pre-built model libraries supporting standard functions (like
equipment performance calculations, mstrument diagnostic
parameter and limit checks, and vibration analytics model-
ing). Custom model libraries can be added to support addi-
tional functionality.

Examples uses of the framework 124 using the layered

model 500 are shown in FIGS. 6 and 7. FIG. 6 illustrates an
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example use of the framework 124 with a piece of rotating
equipment 600 according to this disclosure. As shown in FIG.
6, the equipment 600 includes a motor 602 attached to a
coupling 604, which couples rotation of the motor 602 to a
gear mesh 606. The gear mesh 606 turns a rotor 608, which
moves using a set of bearings 610. A vibration sensor 612 can
measure vibrations for the entire piece of equipment 600.

Each component 602-610 of the equipment 600 produces
its own vibration signals 614, which combine to form the
overall time-domain vibration measurements 616 of the
equipment 600. Each value in the vibration measurements
616 could be relatively small, such as two bytes. The vibration
measurements 616 can undergo FE'T or other signal process-
ing 618 to produce a vibration spectrum 620. The vibration
spectrum 620 could be represented using a relatively small
amount of data, such as 4 kB. Each component 602-610 1n the
equipment 600 can generate its own vibration “‘signature”
within the spectrum 620.

Here, the layers 502-504 can collect and validate the data
from the sensor 612. The layer 506 can perform the process-
ing 618, the layer 508 can use the spectrum 620 to 1dentily
taults with individual components 602-610 of the equipment
600, and the layer 510 can use the faults to identity an overall
health index of the equipment 600.

FIG. 7 illustrates another example use of the framework
124 with a piece of rotating equipment 700 according to this
disclosure. In this example, the equipment 700 represents a
pump system that includes bearings 702, gears 704, a shaft
706, and an impeller 708. Here, the layer 506 can perform
processing to analyze data associated with these components
702-708, such as by analyzing vibration data. The layer 508
can use the analysis results to identify faults with individual
components 702-708 of the equipment 700, and the layer 510
can use the faults to 1dentity an overall health index of the
equipment 700.

In some embodiments, various processing steps related to
fault detection can occur within a wireless preprocessing
sensor 710. The sensor 710 can collect vibration measure-
ments or other sensor readings for equipment and then pro-
cess the sensor readings to 1identify one or more characteris-
tics of the equipment. The sensor 710 could then transmit the
identified characteristics (with or without the actual sensor

measurements). The sensor 710 could, for example, represent
a wireless preprocessing sensor disclosed in U.S. Patent Pub-
lication No. 2009/0045940 (which 1s incorporated by refer-
ence). One example of this type of sensor1s a HONEY WELL
ONEWIRELESS EHM device.

In particular embodiments, the layer 308 can support the
techniques disclosed 1n U.S. Patent Publication No. 2010/
0030492 to 1dentity faults with bearings, such as cage, roller,
outer race, and 1mner race defects and bearing wear. The layer
508 can support the techniques disclosed 1n U.S. Patent Pub-
lication No. 2010/0256932 to identify faults with gears, such
as gear cracks, pinion cracks, and gear/pinion wear. The layer
508 can i1dentify faults with shafts, such as misalignment,
unbalance, or looseness. The layer S08 can support the tech-
niques disclosed 1n U.S. Patent Publication No. 2010/
0256953 to 1dentify faults with impellers, such as cavitations,
impeller wear, and impeller cracks. These different faults can
be detected using the techmques disclosed in U.S. patent
application Ser. No. 12/797,472, which supports the detection
of faults 1n multiple subsystems even with overlapping vibra-
tion characteristics. All of these patent applications/publica-
tions are hereby incorporated by reference.

The framework 124 allows systems like the ones shown 1n
FIGS. 6 and 7 to collect data from a wide variety of sources
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and process the data efficiently. The health indicators and
other data can then be provided to an operator timely or used
in any other suitable manner.

Although FIG. 5 1llustrates one example of a layered model
500 for the large-scale framework 124, various changes may
be made to FIG. 5. For example, the model 500 here 1s used to
support analysis of vibration or other data related to rotating
equipment. Other analyses and/or equipment may be associ-

ated with other layered models. Although FIGS. 6 and 7

illustrate example uses of the framework 124, the framework
124 could be used 1n any other suitable manner.

FIG. 8 illustrates an example logic builder 800 for building
models at various levels 502-510 of the large-scale frame-
work 124 according to this disclosure. In this example, the

logic builder 800 1s a VISIO-based tool used to define models
at any level of the layered model 500. The logic builder 800
includes a menu 802 and a toolbar 804, which are used to
invoke different functions of the logic builder 800. A logic
definition area 806 1s used to insert different functional blocks
807 into a model being defined, and a logic area tracker 808 1s

used when the logic being defined does not fit entirely within
the arca 806.

A model1s defined 1n the logic definition area 806 using the
tunctional blocks 807, which can define mput and outputs of
a model and calculations performed within the model. The
functional blocks 807 can be selected from one or more
stencils 810, which identily predefined functional blocks.
The functional blocks 807 could include blocks that execute
particular mathematical calculations, define frequencies of
interest, and reconstruct signals. A block properties arca 812
identifies the properties for a particular functional block 807
selected 1n the logic definition area 806. A user can place
tunctional blocks 807 within the logic definition area 806 and
connect them, and the user can set certain properties of the
tunctional blocks 807 within the properties area 812.

A varniable list areca 814 1dentifies the variables associated
with the model being defined. For example, the variable list
area 814 can identily the mput variables for receving data
into the model and the output variables for providing data
from the model. Again, the user can define the variables and
their characteristics using the logic builder 800. In this par-
ticular example, the user 1s defining the logic used to collect
a spectrum of vibration characteristics associated with rotat-
ing equipment and i1dentily any problems with the rotating
equipment.

Use of the logic builder 800 can result in higher productiv-
ity as 1t lowers the costs for building and maintaining the logic
used 1n the models. It can also result in improved performance
as the logic structures can be parsed and executed quickly.
The use of the logic builder 800 can help to standardize
maintenance practices, allow customers to insert expertise
into solutions seamlessly, and integrate with manual data
entry in the field. In addition, the logic builder 800 can pro-
vide support for nested models, which can be resolved recur-
stvely and evaluated at each instance level. Note that when a
model 1s defined using the logic builder 800, the equation
analyzer (like the functional unit 2065) can use information
from the logic builder 800 to 1dentily relationships between
its input and output variables.

Although FIG. 8 illustrates one example of a logic builder
800 for building models at various levels 502-510 of the
large-scale framework 124, various changes may be made to
FIG. 8. For example, the logic builder 800 could have any
other layout and any other or additional content. Also, any
other suitable builder could be used to define models for the
framework 124.
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FIGS. 9 through 19 illustrate details of an example asset
manager that uses the large-scale framework 124 according to
this disclosure. In general, an asset manager 900 can be used
by facility personnel to support reliability efforts, which can
lead to improved equipment uptimes and help keep product
production at planned levels.

FIG. 9 illustrates an example use of the asset manager 900.
In this example, the asset manager 900 receives data associ-
ated with rotating equipment 902, process equipment 904,
and smart field devices 906. The asset manager 900 monitors
the performance of the rotating equipment 902 and the pro-
cess equipment 904, such as by receiving data from wired or
wireless sensors and processing the data to i1dentify fault
conditions and health index values. The asset manager 900
can also incorporate observations from off-line or external
sources and support the execution of equipment vendor appli-
cations or other third-party applications. In some embodi-
ments, the asset manager 900 can recerve data identifying

possible faults of rotating equipment 902 from preprocessing
sensors as described above. The performance and status of the
rotating equipment 902 and the process equipment 904 can be
presented on an operator station 116.

The smart field devices 906 represent field devices having
some form of intelligence, such as HART and FOUNDA-
TION FIELDBUS transmitters and positioners. These field
devices 906 typically report a wide variety of status or diag-
nostic events, which can relate to the health of associated
processing equipment. The asset manager 900 uses this data
to 1dentily status and diagnostic events and associate health
information with the processing equipment.

By doing this, the asset manager 900 integrates informa-
tion from equipment 1 a processing facility and performs
analyses using that information. The asset manager 900 also
assesses abnormal conditions of the processing equipment
and monitors the performance of the processing equipment.
This supports collaboration among a number of different
personnel and tools of the processing facility.

The asset manager 900 can collect data for monitoring,
abnormal condition assessment, and analysis from any suit-
able sources. The data can include process data, historical
data, and alerts from OPC DA, HDA, and A&E servers. The
data can also include manual data (like field observations)
from SQL servers or vibration spectra from HONEY WELL
ONEWIRELESS devices or SKF @PTITUDE ANALYST
sources. The data can be collected, processed, and made
available 1n various representations. These representations
can include a physical system representation (like one divided
by equipment, instruments, servers, etc.), a functional system
representation (like one divided by plant, unit, sections, etc.),
or a hierarchy. Each entity (plants, units, equipment, 1nstru-
ments, etc.) can be assigned attributes and associated with
additional data, such as linked documents, hyperlinks, and
external applications.

The analyses performed by the asset manager 900 can
include the same types of analyses discussed above, such as
data validation, feature extraction, fault diagnosis, and health
index integration. Other analyses could include process
equipment trending and smart device fault history analysis.
Abnormal condition assessment could involve the use of a
standard library of fault models, as well as user-configurable
models. The models can define the variables used 1n various
calculations and logical algorithms. Visualization techniques
can be used to present results of abnormal condition assess-
ment, such as hierarchical and expandable tree maps. The
performance monitoring can include comparing current oper-
ating performance parameters with expected parameters.
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Collaboration is supported since the asset manager 900 1s a
common tool that can be used by operations, maintenance,
and reliability personnel. The asset manager 900 supports
repeatable recognition of equipment faults and can rate the
severity/criticality of equipment problems. Knowledge for a
plant can be established and managed using the asset manager
900 to support equipment assessment based on performance,
behavior, and condition indicators. Moreover, information
about critical equipment risks can be shared using the asset
manager 900. Collaboration can also be supported through
the use of notifications, alarms, reports, and data export tools.
This collaboration can help to support the rapid recognition of
where problems occur. Among other things, this provides
operations and maintenance personnel with acommon frame-
work for recognizing the effects of equipment conditions on
production dependability.

FI1G. 10 1llustrates an example high-level architecture 1000
for the asset manager 900. In this case, the architecture 1000
includes an I/O service 1002 that can receive data from a
number of external sources 1004. A real-time data service
1006 supports the transport of data between various compo-
nents, icluding OPC servers 1008 and a Ux data service
1010. A model execution service 1012 uses the data and
executes various models 1014, including VISIO models; fail-

ure mode, effect, and criticality analysis (FMECA) models;
calculation programs; EXCEL models; UNISIM DESIGN

models; and HONEY WELL NOVA DAE models. A notifi-
cation service 1016 supports notifications using communica-
tion mechanisms 1018, such as email, SMS, a database (DB)
logger, and a computerized maintenance management sys-
tem/enterprise resource planmng (CMMS/ERP) interface. A
historian service 1020 provides access to an OPC HDA server
1022. The architecture 1000 may be implemented in a dis-
tributed manner 1n a similar manner as the architecture of
FIG. 4.

FIGS. 11 through 19 illustrate an example graphical user
interface (GUI) 1100 for the asset manager 900 according to
this disclosure. In this example, the GUI 1100 includes a
primary function list 1102 identifying different primary
operations of the asset manager 900. The primary function list
1102 here 1ncludes configuration, monitoring, and analysis
functions. A secondary function list 1104 1dentifies different
operations of the asset manager 900 associated with a func-
tion selected 1n the list 1102. An asset selection area 1106
allows a user to select a particular asset for configuration,
monitoring, or analysis. A content area 1108 presents differ-
ent information to the user depending on the other selections
in the GUI 1100.

In FI1G. 11, a user 1s attempting to configure characteristics
of a shell and tube asset type. The content area 1108 includes
a menu 1110 allowing the user to configure different aspects
of this asset type. In this case, the user has elected to define
variables for the selected asset type, and a table 1112 1denti-
fies existing variables and can be used to add, delete, and
modily variables.

In FIG. 12, the user has elected to define or edit a calcula-
tion 1n the menu 1110, causing a calculation definition area
1202 to be displayed 1n the content area 1108. The definition
area 1202 allows the user to define an equation 1n a model.
Similarly, 1n FIG. 13, the user has elected to define or edit a
logic block in the menu 1110, causing a logic block definition
area 1302 to be displayed in the content arca 1108. The
definition area 1302 allows the user to define an equation in a
tfunctional logic block, as well as additional features (such as
whether a notification 1s generated or an action 1s to be taken).

As shown in FIG. 14, the user has selected the monitoring,
function 1n the menu 1102 and asset information links 1n the
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menu 1104. The user has also selected an asset {from the asset
selection area 1106. In this case, the GUI 1100 presents 1n a
list 1302 different types of information that can be viewed.
The user can select a type of information to be viewed, and
asset information 1s then presented in a display areca 1304.
Here, the user 1s viewing a PDF document related to a pump.

As shown 1n FIG. 15, if the user selects a monitoring view
in the menu 1104, a display 1502 can be presented in the
content areca 1108. The display 1502 presents various perior-
mance monitoring mformation for a selected asset, such as
the values of various variables associated with the selected
asset. The display 1502 could also present trend information
for a selected variable or any other performance-related data.

As shown 1n FIG. 16, the user has selected an analysis
function the menu 1102 and an overall/review function in the
menu 1104. A dashboard 1s being presented in the content
area 1108 for a selected asset. The dashboard mcludes a tree
map 1602, which identifies a ierarchical and expandable tree
structure showing different equipment components associ-
ated with the selected asset. Different blocks 1603 1n the tree
map 1602 represent different components of the selected
asset. A size of a block 1603 could denote the relative impor-
tance of a component 1n the selected asset. A color, shading,
or other mdicator 1n a block 1603 can denote whether that
component or lower-level elements forming that component
are reporting an abnormal condition. The tree map 1602
allows a large number of components to be displayed 1n
relation to other components. Other factors like rated critical-
ity or assessed urgency can also be shown for each compo-
nent.

If one of the blocks 1603 1n the tree map 1602 1s selected,
data for the component associated with the selected block
1603 1s shown 1n a table 1604. The table 1604 can identify an
asset/component name, aname of a model associated with the
asset/component, and any fault for that asset/component or 1ts
sub-elements.

As shown 1n FIG. 17, the user has selected the analysis
function 1n the menu 1102 and amechanical analysis function
in the menu 1104. Different types of data are shown for a
selected asset i various tables 1702. In this example, the
tables 1702 1dentily a health index trend, an FFT trend, an
overall peak trend, and a bearing fault energy trend for the
selected asset.

As shown in FIG. 18, the user 1s viewing the fault model for
a selected asset in the content area 1108. The content area
1108 1dentifies the selected fault model 1n a drop-down list
1802, and faults for the selected fault model are 1dentified 1n
a list 1804. Each fault in the list 1804 1s associated with an
icon indicating whether that fault 1s confirmed, eliminated, or
closed. A text box 1806 allows the user to enter comments
about the selected fault model, and a checkbox 1808 allows
the user to suppress all faults associated with the selected
model.

As shown 1n FIG. 19, the user has selected to review a fault
history for a selected asset. In this case, the content area 1108
contains a table 1902 showing the current and previous faults
for a selected asset. The table 1902 identifies each fault’s
name, status, start date, and end date (1f any). This allows the
user to view the history of faults for a particular asset.

As noted above, the asset manager 900 can use the frame-
work 124 to provide performance monitoring, abnormal con-
dition detection, and other functions related to industrial
equipment. The asset manager 900 can be used by different
personnel 1n a facility to enable more etlective collaboration.

Although FIGS. 9 through 19 illustrate details of one
example of an asset manager 900 that uses the large-scale
framework 124, various changes may be made to FIGS. 9
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through 19. For example, the asset manager 900 could be used
with any other suitable components 1n FIG. 9 and include any
other or additional services in FIG. 10 to support the frame-
work 124. Also, the content and arrangement of information
in the GUI 1100 1s for 1llustration only.

In some embodiments, various functions described above
are implemented or supported by a computer program that 1s
formed from computer readable program code and that is
embodied 1n a computer readable medium. The phrase “com-
puter readable program code” includes any type of computer
code, including source code, object code, and executable
code. The phrase “computer readable medium” includes any
type of medium capable of being accessed by a computer,
such as read only memory (ROM), random access memory
(RAM), a hard disk drive, acompact disc (CD), a digital video
disc (DVD), or any other type of memory.

It may be advantageous to set forth definitions of certain
words and phrases used throughout this patent document. The
term “couple” and 1ts derivatives refer to any direct or indirect
communication between two or more elements, whether or
not those elements are 1n physical contact with one another.
The terms “application” and “program” refer to one or more
computer programs, solftware components, sets ol instruc-
tions, procedures, functions, objects, classes, instances,
related data, or a portion thereof adapted for implementation
in a suitable computer code (including source code, object
code, or executable code). The terms “transmit,” “receive,”
and “communicate,” as well as derivatives thereof, encom-
pass both direct and indirect communication. The terms
“include” and “comprise,” as well as dervatives thereof,
mean 1nclusion without limitation. The term “or” 1s inclusive,
meaning and/or. The phrases “associated with” and ““associ-
ated therewith,” as well as derivatives thereolf, may mean to
include, be included within, interconnect with, contain, be
contained within, connect to or with, couple to or with, be
communicable with, cooperate with, interleave, juxtapose, be
proximate to, be bound to or with, have, have a property of, or
the like. The term *“controller” means any device, system, or
part thereotf that controls at least one operation. A controller
may be implemented in hardware, firmware, software, or
some combination of at least two of the same. The function-
ality associated with any particular controller may be central-
1zed or distributed, whether locally or remotely.

While this disclosure has described certain embodiments
and generally associated methods, alterations and permuta-
tions of these embodiments and methods will be apparent to
those skilled 1n the art. Accordingly, the above description of
example embodiments does not define or constrain this dis-
closure. Other changes, substitutions, and alterations are also
possible without departing from the spirit and scope of this
disclosure, as defined by the following claims.

What 1s claimed 1s:

1. A method comprising:

associating, by at least one processing device, multiple

real-time applications with a framework, the multiple
real-time applications comprising applications {for
monitoring or controlling equipment in at least one
industrial facility, each application having at least one
input variable and at least one output variable that are
stored 1n at least one memory, the framework compris-
ing an execution environment, an iput/output (10) envi-
ronment, and a data cache;

using, by the at least one processing device, one or more

graphical function blocks in a graphical application to
identify relationships between the at least one input vari-
able and the at least one output variable of each appli-
cation, generate a variable dependency matrix for each
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application, and combine the vanable dependency
matrices for the applications to generate a final variable
dependency matrix defining a hierarchy of variables, the
variable dependency matrices used to identify data
dependencies;

storing 1n the data cache, by the at least one processing
device, data being transported between the execution
environment and the IO environment 1n real-time,
wherein the data 1s stored 1n an address format defined
by a data model configured by a user for the framework;
and

recerving, in the data cache, a change to at least one of the
input or output variables, identifying by the at least one
processing device at least one of the applications asso-
ciated with the at least one changed variable based on the
data dependencies, and publishing by the at least one
processing device the at least one changed variable to the
at least one 1dentified application to support data driven

operation of the framework;

wherein the data-driven operation of the framework pro-
vides data to the applications to support at least one of:
performance monitoring of the equipment, analysis of
the equipment’s operation, and 1dentification of abnor-
mal equipment conditions,

wherein the framework further comprises multiple layers,
the layers comprising:

a data collector layer configured to recerve the at least
one changed variable from data sources;

a data validation layer configured to validate the
received at least one changed variable;

an extraction layer configured to identity key process
indicators associated with the equipment using the at
least one changed variable;

a fault diagnosis layer configured to identity faults asso-
ciated with sub-components of the equipment; and

a health index integration layer configured to i1dentity
health index values for the equipment using the 1den-
tified faults.

2. The method of claim 1, wherein the data-driven opera-
tion of the framework maintains multiple sequences of opera-
tions 1n the applications, the sequences of operations per-
formed using the provided data.

3. The method of claim 1, wherein the applications com-
prise both native applications embedded within the execution
environment and custom applications added to the execution
environment.

4. The method of claim 1, further comprising: executing an
asset manager that uses the layers of the framework to moni-
tor operation of the equipment, the asset manager configured
to monitor the operation of the equipment by recerving real-
time field data from one or more sensors associated with the
equipment and processing the real-time field data to 1identily
one or more fault conditions of the equipment.

5. The method of claim 4, further comprising: providing a
graphical user interface (GUI) for the asset manager, the GUI
identifving the equipment and statuses of the equipment.

6. The method of claim 5, wherein the GUI comprises:

a tree map comprising multiple blocks, each block associ-
ated with a piece of equipment; and an indicator of each
block identiiying the status of the associated piece of
equipment and the equipment’s sub-components.

7. The method of claim 1, wherein: the equipment com-
prises a piece of equipment having a rotating component; the
at least one changed variable comprises vibration data; and
the key process indicators comprise a frequency spectrum
associated with the vibration data.
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8. The method of claim 1, further comprising: propagating,
a data quality of a plurality of input variables through the
hierarchy of variables, at least one of the input variables
associated with a suction pressure or vapor pressure ol a
pump in the at least one industrial facility.

9. The method of claim 1, wherein the IO environment
comprises multiple separate data streams managed by a
thread pool, the data streams comprising a {irst data stream for
real-time field data and a second data stream for historical
data.

10. The method of claim 9, wherein: recerving the change
to the at least one of the input or output variables comprises
receiving the at least one changed variable 1n one or more of
the data streams; and notifying the at least one identified
application comprises using a real-time data service.

11. A non-transitory computer readable medium encoded
with a computer program, the computer program comprising;:

computer readable program code for causing at least one

processing device to use one or more graphical function
blocks 1 a graphical application to identify relation-
ships between input variables and output variables of
multiple real-time applications associated with a frame-
work, generate a variable dependency matrix for each
application, and combine the variable dependency
matrices for the applications to generate a final variable
dependency matrix defining a hierarchy of variables, the
variable dependency matrices used to identify data
dependencies, the applications comprising applications
for monitoring or controlling equipment 1n at least one
industrial facility, each application having at least one
input variable and at least one output variable that are
stored 1n at least one memory, the framework compris-
ing an execution environment, an iput/output (10) envi-
ronment, and a data cache;

computer readable program code for storing, in the data

cache, data being transported between the execution
environment and the IO environment in real-time,
wherein the data 1s stored 1n an address format defined
by a data model configured by a user for the framework;
and

computer readable program code for causing the at least

one processing device, after the data cache has received
a change to at least one of the input or output variables,
to 1dentily at least one of the applications associated
with the at least one changed variable based on the data
dependencies and publish the at least one changed vari-
able to the at least one 1dentified application to support
data driven operation of the framework;

wherein the data-driven operation of the framework 1s con-

figured to provide data to the applications to support at
least one of: performance monitoring of the equipment,
analysis of the equipment’s operation, and identification
of abnormal equipment conditions,

wherein the framework turther comprises multiple layers,

the layers comprising:

a data collector layer configured to receive the at least
one changed variable from data sources;

a data validation layer configured to validate the
recerved at least one changed variable;

an extraction layer configured to identity key process
indicators associated with the equipment using the at
least one changed variable;

a fault diagnosis layer configured to identify faults asso-
ciated with sub-components of the equipment; and

a health index integration layer configured to i1dentity
health index values for the equipment using the 1den-
tified faults.
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12. The non-transitory computer readable medium of claim
11, wherein the framework 1s configured to maintain multiple
sequences of operations 1n the applications, the sequences of
operations performed using the provided data.

13. The non-transitory computer readable medium of claim
11, wherein the applications comprise both native applica-
tions embedded within the execution environment and cus-
tom applications added to the execution environment; and
turther comprising computer readable program code for caus-
ing the at least one processing device to support a real-time
data service between the native and custom applications.

14. The non-transitory computer readable medium of claim
11, further comprising: computer readable program code
implementing an asset manager that 1s configured to use the
layers of the framework to monitor operation of the equip-
ment, the asset manager configured to monitor the operation
of the equipment by recerving real-time field data from one or
more sensors associated with the equipment and processing
the real-time field data to 1dentify one or more fault conditions
of the equipment.

15. The non-transitory computer readable medium of claim
14, further comprising: computer readable program code for
causing the at least one processing device to provide a graphi-
cal user interface (GUI) for the asset manager, the GUI 1den-
tifying the equipment and statuses of the equipment; wherein
the GUI comprises a tree map comprising multiple blocks,
cach block associated with a piece of equipment, an indicator
of each block identifying the status of the associated piece of
equipment and the equipment’s sub-components.

16. A system comprising:

at least one intertace configured to receive data associated

with equipment 1n at least one industrial facility; and
at least one processing device configured to:

use one or more graphical function blocks 1n a graphi-
cal application to identify relationships between
input variables and output variables of multiple
real-time applications associated with a frame-
work, generate a variable dependency matrix for
cach application, and combine the variable depen-
dency matrices for the applications to generate a
final variable dependency matrix defining a hierar-
chy of variables, the variable dependency matrices
used to i1dentity data dependencies, the real-time
applications comprising applications for monitor-
ing or controlling the equipment, each application
having at least one mput variable and at least one
output variable that are stored in at least one
memory, the framework comprising an execution
environment, an mput/output (10) environment,
and a data cache;

store, 1n the data cache, data being transported
between the execution environment and the 10
environment in real-time, wherein the data 1s stored
in an address format defined by a data model con-
figured by a user for the framework; and

aiter the data cache has received a change to at least
one of the mput or output variables, 1dentily at least
one of the applications associated with the at least
one changed variable based on the data dependen-
cies and publish the at least one changed variable to
the at least one identified application to support
data driven operation of the framework;

wherein the data-driven operation of the framework 1s
configured to provide the data to the applications to
support at least one of: performance monitoring of
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the equipment, analysis of the equipment’s opera-
tion, and identification of abnormal equipment
conditions,

wherein the framework further comprises multiple lay-

ers, the layers comprising: 5

a data collector layer configured to receive the at least
one changed variable from data sources;

a data validation layer configured to validate the
received at least one changed variable;

an extraction layer configured to identify key process 10
indicators associated with the equipment using the
at least one changed variable;

a fault diagnosis layer configured to identity faults
associated with sub-components of the equipment;
and 15

a health index integration layer configured to 1dentify
health index values for the equipment using the
identified faults.

17. The system of claim 16, wherein the at least one pro-
cessing device comprises multiple processing devices con- 20
figured to execute the framework in a distributed manner.

18. The system of claim 17, wherein the processing devices
are configured to execute real-time data services to enable
data access 1n a transparent manner.
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