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202
Extract feature maps from a hazy image of a scene, each feature map
conveying information about visual characteristics of the scene captured
In the hazy image

304
Based on the feature maps, compute portions of light that are not
scattered by atmosphere and are captured from the scene to produce the
hazy image

306

Based on at least one of the feature maps, ascertain airlight of the hazy
image that represents constant light of the scene

308
Generate a dehazed image from the hazy image using the computed
portions of light and the ascertained airlight
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400 ~\

402
Recelive an input to remove haze from a displayed scene

404

Adjust the pixels of the displayed scene to remove the haze based on an
assessment of multiple different visual characteristics of the scene

406
Apply a filter that modifies the adjusted pixels so that visual characteristics
of the adjusted pixels resemble visual characteristics of the pixels before
the haze was removed
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1
MULTI-FEATURE IMAGE HAZE REMOVAL

BACKGROUND

A scene captured 1n an 1image may be contaminated with
haze, such as fog, dust, smoke, or other particles that obscure
the clanty of the scene. However, a user may want the image
to be free of the haze so that the scene is clearly depicted.

The process of recovering haze-free 1images from hazy
images 1s generally called dehazing or haze removal. Dehaz-
ing images can increase the visibility of the scenes depicted 1n
those 1mages, facilitate other image processing tasks, enable
depth to be estimated for objects depicted in the scenes, and so
on. However, conventional techniques for dehazing images
can result in 1images that appear unrealistic or, simply, are not
visually pleasing, e.g., the resulting 1images are too dark.

SUMMARY

Multi-feature 1mage haze removal 1s described. In one or
more 1mplementations, feature maps are extracted from a
hazy image of a scene. The feature maps convey information
about visual characteristics of the scene captured in the hazy
image. Based on the feature maps, portions of light that are
not scattered by the atmosphere and captured from the scene
to produce the hazy image are computed. Additionally, air-
light of the hazy image 1s ascertained based on at least one of
the feature maps. The calculated airlight represents constant
light of the scene. A dehazed image 1s generated from the hazy
image using the computed portions of light and the ascer-
tained airlight.

The dehazed image resulting from the 1mage 1s generated,
at least in part, by computing portions of light that are not
scattered by the atmosphere and are captured from the scene.
This computing reflects an assessment of: dark-channel infor-
mation extracted from the image, contrast information
extracted from the 1mage, hue-disparity 1information
extracted from the image as a result of obtaining a hue-
disparity between pixels of the image and pixels of a semi-
iverse of the image, and saturation information extracted
from the image. Once the pixels of the image are adjusted
based on the computed portions of light and the ascertained
airlight, a filter may be applied that modifies the adjusted
pixels so that their brightness resembles a brightness of the
pixels before the haze was removed. In one or more 1mple-
mentations, the dehazed 1image may be presented through a
user interface that 1s part of an 1image editing application that
allows a user to access stored images and select to remove
haze from a stored image. The user interface may also be
configured as a view finder for a camera that displays the
scene 1n real-time, but with the haze removed.

This Summary mtroduces a selection of concepts in a sim-
plified form that are further described below 1n the Detailed
Description. As such, this Summary 1s not intended to 1den-
tify essential features of the claimed subject matter, nor 1s it
intended to be used as an aid 1n determining the scope of the
claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description 1s described with reference to the
accompanying figures. In the figures, the left-most digit(s) of
a reference number 1dentifies the figure 1n which the reference
number first appears. The use of the same reference numbers
in different instances in the description and the figures may
indicate similar or 1dentical items. Entities represented in the
figures may be indicative of one or more entities and thus

10

15

20

25

30

35

40

45

50

55

60

65

2

reference may be made interchangeably to single or plural
forms of the entities 1n the discussion.

FIG. 1 1s an 1llustration of an environment 1n an example
implementation that i1s operable to employ techniques
described herein.

FIG. 2 illustrates from the environment of FIG. 1 examples
of image content of a computing device and an 1mage dehaz-
ing module of the computing device 1n greater detail.

FIG. 3 1s a flow diagram depicting a procedure 1n an
example implementation in which a dehazed 1mage 1s gener-
ated from a hazy image based on computing portions of light
that are not scattered by the atmosphere and are captured from
the scene to produce the hazy image and ascertaining airlight
of the hazy image.

FIG. 4 1s a flow diagram depicting a procedure in an
example implementation in which haze i1s removed from a
displayed scene by adjusting pixels of the displayed scene.

FIG. 5 illustrates an example system including various
components of an example device that can be employed for
one or more implementations of multi-feature 1mage haze
removal techniques described herein.

DETAILED DESCRIPTION

Overview

Haze, such as fog, dust, smoke, and the like, may obscure
the clarity of a scene captured 1n an 1mage. A user may want
the 1image to clearly show the scene, however. Specifically, the
user may want the image to be free of the haze. Conventional
techniques for dehazing images may result in dehazed 1images
that are unrealistic or not visually pleasing. Consequently,
when editing captured 1mages, users may simply choose not
to use haze removal features implemented using conventional
dehazing techniques. Further, 11 a user knows that haze cannot
be removed from hazy images to produce realistic or visually
pleasing 1mages, the user may even decide not to capture
scenes contaminated with haze.

Multi-feature 1mage haze removal 1s described. In one or
more implementations, a user may select to remove haze from
a hazy 1mage of a scene. To do so, the hazy image may be
processed to extract multiple feature maps from the hazy
image. These feature maps may convey information about
different visual characteristics of the scene that are captured
in the hazy image (e.g., dark-channel information, contrast
information, hue-disparity information between the hazy
image and a semi-inverse of the hazy image, and saturation
information).

Based on the extracted feature maps, portions of light that
are transmitted from the scene (and captured by an 1imaging
device) to produce the hazy image are computed. As part of
doing so, corresponding regions from each of the feature
maps may be input 1into a trained model (e.g., a trained Ran-
dom Forest model), the output of which indicates portions of
light that are not scattered by the atmosphere and captured
from a portion of the scene corresponding to the regions.
Inputting the corresponding regions of the extracted feature
maps may be repeated until regions covering an entirety of the
image have been input into the trained model. By doing so,
captured portions of the light may be computed for the whole
scene depicted in the image.

These computed portions of captured light may be used
with “airlight™ that 1s ascertained for the hazy image to gen-
crate a dehazed image from the hazy image (e.g., by adjusting
the pixels of the hazy image). The airlight ascertained for the
hazy image represents constant light of the scene. Application
of this process, however, may result in a dehazed image that 1s
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not visually pleasing, e.g., the resulting 1image may be blocky
or too dark. Consequently, a filter may be applied to the

dehazed 1mage to further modity its pixels and result 1n a
visually pleasing image. For example, a filter may be applied
to the dehazed image that further modifies the pixels by
smoothing airlight calculated for the pixels. Alternately or
additionally, a filter may be applied to the dehazed image to
modify 1ts pixels so that a brightness of the dehazed image
resembles that of the hazy image.

In the following discussion, an example environment 1s
first described that may employ the techniques described
herein. Example implementation details and procedures are
then described which may be performed 1n the example envi-
ronment as well as other environments. Consequently, per-
formance of the example procedures 1s not limited to the
example environment and the example environment 1s not
limited to performance of the example procedures.

Example Environment

FIG. 1 1s an 1llustration of an environment 100 1n an
example 1mplementation that 1s operable to employ tech-
niques described herein. The illustrated environment 100
includes a computing device 102 having a processing system
104 that may include one or more processing devices (e.g.,
processors) and one or more computer-readable storage
media 106. The illustrated environment 100 also includes
image content 108 and an image dehazing module 110
embodied on the computer-readable storage media 106 and
operable via the processing system 104 to implement corre-
sponding functionality described herein. In at least some
implementations, the computing device 102 may include
functionality to access various kinds of web-based resources
(content and services), interact with online providers, and so
torth as described 1n further detail below.

The computing device 102 may be configured as any suit-
able type of computing device. For example, the computing
device 102 may be configured as a server, a desktop computer,
a laptop computer, a mobile device (e.g., assuming a handheld
configuration such as a tablet or mobile phone), a tablet, a
camera (point-and-shoot, single lens reflex (SLR), video
recorder, and so on), a device configured to receive gesture
input, a device configured to recerve three-dimensional (3D)
gestures as input, a device configured to receive speech input,
a device configured to receive stylus-based mput, a device
configured to receirve a combination of those mputs, and so
forth. Thus, the computing device 102 may range from full
resource devices with substantial memory and processor
resources (e.g., servers, personal computers, game consoles)
to a low-resource device with limited memory and/or pro-
cessing resources (e.g., mobile devices). Additionally,
although a single computing device 102 1s shown, the com-
puting device 102 may be representative of a plurality of
different devices to perform operations “over the cloud” as
turther described 1n relation to FIG. 5.

The environment 100 further depicts one or more service
providers 112, configured to communicate with computing
device 102 over a network 114, such as the Internet, to pro-
vide a “cloud-based” computing environment. Generally
speaking, service providers 112 are configured to make vari-
ous resources 116 available over the network 114 to clients. In
some scenarios, users may sign up for accounts that are
employed to access corresponding resources from a provider.
The provider may authenticate credentials of a user (e.g.,
username and password) before granting access to an account
and corresponding resources 116. Other resources 116 may
be made freely available, (e.g., without authentication or
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4

account-based access). The resources 116 can include any
suitable combination of services and/or content typically
made available over a network by one or more providers.
Some examples of services include, but are not limited to,
photo printing services (e.g., Snapfish®, Shutterfly®, and the
like), photo storage and/or sharing services (e.g., Flickr®),
social network services (e.g., Facebook®, Twitter®, Insta-
gram®, and the like), and so forth.

These sources may serve as significant amounts of 1mage
content. Such 1mage content may be formatted 1n any of a
variety of image formats, including but not limited to JPEG,
TIFF, RAW, GIF, BMP, PNG, and so on. The image content
made available through the services may be posted by users
that have accounts with those services. For example, a user
having an account with a photo storage and/or sharing service
may upload images, such as those taken with a digital camera
of the user, or those sent to the user via electronic means. A
user of the photo storage and/or sharing service may then
share their uploaded images with others, such as by providing
a link to photo albums or to a profile of the user.

The image dehazing module 110 may represent function-
ality to implement multi-feature 1mage haze removal as
described herein. For example, the image dehazing module
110 may be configured 1n various ways to generate a dehazed
image ifrom a hazy image, e.g., one that 1s included in the
image content 108. To do so, the image dehazing module 110
may first process a hazy image to extract multiple feature
maps that convey imnformation about different visual charac-
teristics of the scene captured in the hazy image.

Based on the feature maps, the image dehazing module 110
may compute portions ol light that are not scattered by the
atmosphere and captured from the scene to produce the hazy
image. To compute the portions of light that are captured from
the scene, the image dehazing module 110 may use a trained
model (e.g., a Random Forest model). The image dehazing
module 110 may train the model using machine-learning
techniques. As mput to the trained model, the image dehazing
module 110 may provide corresponding regions from each of
the feature maps. The image dehazing module 110 may
employ the trained model to output indications of the light
that 1s not scattered by the atmosphere and captured from a
portion of the scene that corresponds to the regions. The
image dehazing module 110 may provide corresponding
regions from each of the feature maps to the trained model
until regions covering an entirety of the 1mage have been
input.

The image dehazing module 110 also ascertains an “air-
light” for the hazy image. The ascertained airlight represents
constant light of the scene. To ascertain the airlight, the image
dehazing module 110 may consider at least one of the feature
maps, such as a feature map conveying dark-channel infor-
mation about the hazy image.

(iven the portions of non-scattered and captured light and
the ascertained airlight, the image dehazing module 110 can
generate a dehazed image from the hazy image. The dehazed
image generated by the image dehazing module 110 may not
yet be visually pleasing, however. Consequently, the 1mage
dehazing module 110 may also apply a filter to the dehazed
image to further modity its pixels, the result of which 1s an
image that not only 1s visually pleasing but s also free of haze.

The image dehazing module 110 may be implemented as a
soltware module, a hardware device, or using a combination
of software, hardware, firmware, fixed logic circuitry, etc.
Further, the image dehazing module 110 may be 1mple-
mented as a standalone component of the computing device
102 as illustrated. In addition or alternatively, the image
dehazing module 110 may be configured as a component of a
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web service, an application, an operating system of the com-
puting device 102, a plug-in module, or other device applica-
tion as further described 1n relation to FIG. 5.

Having considered an example environment, consider now
a discussion of some example details of the techniques for
multi-feature 1mage haze removal 1n accordance with one or
more implementations.

Multi-Feature Image Haze Removal Details

This section describes some example details of multi-fea-
ture 1mage haze removal in accordance with one or more
implementations. FIG. 2 depicts generally at 200 some por-
tions of the environment 100 of FIG. 1, but in greater detail. In
particular, FIG. 2 depicts examples of the image content 108
of a computing device, the computer-readable storage media
106 of the computing device, and the components included
therein.

In FIG. 2, the computer-readable storage media 106 1s
illustrated as part of computing device 202 and includes the
image content 108 and the image dehazing module 110. The
examples of image content 108 1llustrated in FIG. 2 include a
hazy image 204 and a dehazed image 206. The image dehaz-
ing module 110 1s illustrated with a feature extraction module
208 and a guided filter module 210. These modules represent
tfunctionality of the image dehazing module 110 and it should
be appreciated that such functionality may be implemented
using more or fewer modules than those 1llustrated.

In general, the image dehazing module 110 may employ
feature extraction module 208 and a guided filter module 210
to generate dehazed 1images (e.g., dehazed image 206) from
hazy images (e.g., hazy image 204). The image dehazing
module 110 performs the dehazing in accordance with the
common 1maging model:

I(x)=Jx)t(x)+A(1-1(x))

In this model, I(x) represents the observed intensity at
position X of a captured 1image (e.g., position x of the hazy
image 204) and J(x) represents the image to be recovered at
position X (e.g., position X of the dehazed image 206). The
term A represents global airlight, which 1s the constant light
of the scene. The term t(X) represents the transmission by the
medium and describes the portion of light that 1s not scattered
and reaches the camera.

Given the global airlight A and the transmission t, the
image J (e.g., dehazed 1mage 206) can be recovered from
image I (the hazy image 204) according to the following:

From the hazy image, the image dehazing module 110 1s
configured to derive both the global airlight A and the trans-
mission t. To do so, the image dehazing module 110 1s con-
figured to train a model (e.g., a Random Forest model) to
provide the transmission for regions of the hazy image 204.
The Random Forest approach 1s an example of a machine-
learning technique that may learn to associate transmission
with a portion of a scene given visual characteristics of that
portion. The Random Forest approach 1s an ensemble learn-
ing method for classification (and regression) that operates by
constructing a multitude of decision trees at the time they are
trained, and outputting a class (e.g., a transmission) that 1s a
mode of the classes (e.g., transmissions) output by the 1ndi-
vidual trees. Although the Random Forest approach 1s dis-
cussed for traiming a model to derive transmissions for a given
region of a hazy image, 1t should be appreciated that other
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6

machine-learning techniques may be employed without
departing from the spirit or the scope of multi-feature image
haze removal.

Regardless of how the model 1s trained, the image dehazing,
module 110 may provide corresponding regions from mul-
tiple feature maps that were extracted from the hazy image
204 as mput to the trained model. Each of the feature maps
extracted from an 1image have a same size as one another and
as the image from which they were extracted.

Consider an example 1n which the dimensions of an 1mage
are 100 pixelsx200 pixels, and 1n which the image dehazing
module extracts thirty feature maps from the image. It follows
that the dimensions of each feature map extracted from the
image will also be 100 pixelsx200 pixels. In this example, a
10 pixelx10 pixel square may be taken from an upper leit
corner of each of the thirty feature maps. These thirty 10
pixelx10 pixel squares may be considered corresponding
regions. Continuing with this example, a second 10 pixelx10
pixel square may be taken from each of the thirty feature maps
that 1s adjacent to the 10 pixelx10 pixel from the upper left
corner. These second thirty 10 pixelx10 pixel squares may
also be considered corresponding regions.

Accordingly, when the image dehazing module 110 pro-
vides corresponding regions to the trained model as input, the
thirty 10 pixelx10 pixel squares from the upper left corner of
the feature maps may be provided. The image dehazing mod-
ule 110 may then provide the second thirty 10 pixelx10 pixel
squares as mput for the trained model. This process (provid-
ing thirty corresponding 10 pixelx10 pixel squares as mput
for the trained model ) may be repeated by the image dehazing
module 110 until regions covering the whole image have been
input. In this example, in which 10 pixelx10 pixel squares are
used, the image dehazing module would mput 200 different
sets of thirty corresponding regions (e.g., 10 pixelx10 pixel
squares from each feature map) to the trained model. In this
way, corresponding regions covering an entirety of the image
are mput to the trained model. It 1s to be appreciated that the
10 pi1xelx 10 pixel squares are merely an example of a region
s1ze that can be used. Corresponding regions of other sizes
and shapes may be taken from the feature maps without
departing from the scope of the techniques described herein.

With regard to the feature maps, the image dehazing mod-
ule 110 includes functionality to extract feature maps from
hazy image 204. Unlike conventional techniques, the tech-
niques described herein extract feature maps that convey
information about multiple different visual characteristics of
the scene captured in the hazy image 204. To extract these
feature maps, the image dehazing module 110 may employ a
feature extraction module 208. The feature extraction module
208 represents functionality to extract feature maps that con-
vey information about dark-channel of the hazy image 204 at
multiple different resolutions, max contrast within a local
region of the hazy image 204 at multiple different resolutions,
hue-disparity between a semi-inverse 1mage of the hazy
image 204 and the hazy image 204 itself, and max pixel-wise
saturation within a local region of the hazy image 204.

Although not shown, the feature extraction module 208
may include dedicated modules to perform actions related to
cach of the above noted visual characteristics. The feature
extraction module 208 may include a multi-resolution dark
channel module, a multi-resolution local max contrast mod-
ule, a hue-disparity module, and a local max saturation mod-
ule, for example. Having discussed some of the functionality
of the feature extraction module 208, the visual characteris-
tics that are to be extracted from the hazy image 204 are now
discussed.
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Multi-Resolution Dark-Channel

Dark-channel information 1s based on the observation that
in non-sky regions of haze-free outdoor 1mages at least one
color channel (e.g., ifrom the RGB channels) has a low inten-
sity at some pixels. In other words, haze-free outdoor 1mages
generally have a dark-channel that 1s significantly darker than
images with haze. This can be attributed to haze-1ree images
usually being more saturated (some color channel has a rela-
tively large value and another color channel has a relatively
small value) than hazy images. The dark-channel information
extracted from hazy image 204 and conveyed by a corre-
sponding feature map 1indicates a minimum color channel 1n a
given region. Given mput image I, a region size parameter r,
and position x, the dark channel of an image D /(x) may be
computed according to the following:

D;i(x): min min r)

e [0, 1
yell (X)ceirg,b) A [ ]

In this equation, £2 (X) represents a region centered at posi-
tion X with size rxr. The feature extraction module 208
extracts this information at multiple different resolutions, the
result of which 1s a feature map conveying dark-channel
information at each resolution.

For example, the feature extraction module 208 may
extract dark-channel information from the hazy image 204 at
a first resolution for which size parameter r 1s equal to 10.
Thus, one of the feature maps conveys dark-channel informa-
tion for a resolution of 10 pixelsx10 pixels, such that the
regions from which the minimum color channel 1s ascertained
are 10 pixelsx10 pixels. The feature extraction module 208
may also extract dark-channel information from the hazy
image 204 at a second resolution for which size parameterr 1s
equal to 7. Thus, another of the feature maps conveys dark-
channel information for aresolution of 7 pixelsx7 pixels, such
that the regions from which the minimum color channel 1s
ascertained are 7 pixelsx’/ pixels.

In any case, the feature extraction module 208 can extract
dark-channel information from the hazy image 204 at several
different resolutions. For example, the feature extraction
module 208 may extract dark-channel information at four
different resolutions (e.g., where size parameter r 1s equal to
10,7, 4, and 1) to result in four ditferent dark-channel feature
maps. It1s to be appreciated that the dark-channel information
may be extracted from hazy image 204 for a different number
of resolutions than four, and that the size parameter r may be
equal to numbers other than 10,7, 4, and 1, without departing
from the techmques described herein.

Multi-Resolution Local Max Contrast

Contrast refers to a difference between the brightness and
color of one object 1n a given region and the brightness and
color of another object. The local max-contrast information
extracted from hazy image 204 and conveyed by a corre-
sponding feature map indicates, for a given region, a differ-
ence between the brightest color channel observed in the
region and the darkest color channel observed 1n the region.
Given input 1image I, a local contrast region size parameter r,,
and a local maximum region size parameter r,, the local max

contrast of an image C,, ,,'(x) may be computed according to
the following:
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(IC(z) - IC(y)* € [0, 1)

1
Cly o(x) = max 2 2.
’ yefln (x)

31UV 220, () celrg.b)

In this equation, €2 ,(y) represents a region centered at
position y having size r,xr,. In this equation, £2 ,(X) repre-
sents a region centered at position X having size r,xr,. The
feature extraction module 208 extracts this information at
multiple different resolutions, the result of which 1s a feature
map conveying local max contrast information at each reso-
lution.

For example, the feature extraction module 208 may
extract local max contrast information from the hazy image
204 at a first resolution for which local contrast region size
parameter r, 1s equal to 5 and local maximum region size
parameter r, 1s equal to 1. When local max contrast informa-
tion 1s extracted for other feature maps, the feature extraction
module 208 may fix the local contrast region size parameter
r,, but vary the local maximum region size parameterr,. Thus,
one of the feature maps may convey local max contrast infor-
mation where the local maximum region has a resolution of 1
pixelx1 pixel, and another feature map may convey the local
max contrast information where the local maximum region
has a different resolution, such as 2 pixelsx2 pixels.

In any case, the feature extraction module 208 may extract
local max contrast information from the hazy image 204 at
several different resolutions. For example, the feature extrac-
tion module 208 may extract local max contrast information
for more than two corresponding feature maps, and may also
do so where the local contrast region size parameter r, 1s equal
to a number other than 5, and where the local maximum
region size parameter r, 1s equal to a number other than 1 or 2,
without departing from the techniques described herein.

Hue Disparity

Hue disparity refers to a difference in hue between the hazy
image 204 and a “semi-inverse” of the hazy image. The
“semi-1nverse” ol an 1mage 1s obtained by replacing RGB
values of each pixel in the image on a per channel basis by the
maximum of the initial RGB channel value (r, g, or b) and its
iverse (1-r, 1-g, or 1-b). Given input 1mage I, its semi-
inverse 1_,“(x) is computed at each position x according to the
following equation:

I, SC0=max[T°X),1-I9(0) ] ce {8, b}

Once the semi-inverse of hazy image 204 1s computed, the
hue disparity between the semi-inverse image and hazy image
204 can be determined. With a haze-1ree image, 1t 1s rare that
the inverse 1s selected for each color channel of a given pixel
when obtaining the semi-inverse of that image. Consequently,
there 1s a significant hue change between I, and I. With a hazy
image, however, the mverse of each color channel 1s often
selected for a given pixel. The result 1s that there 1s generally
no hue change to the semi-inverse 1image. Given iput image
I and 1ts semi-nverse I, the feature extraction module 208
computes hue disparity H between those images according to
the following equation:

Loy o3y =R, 3

|
H' =
360

e [0, 1)

The hue disparity H' between input image I and its semi-
inverse I, is usually noisy. The hue disparity H’ calculated by
the feature extraction module 208 using the equation above
may be noisy as a result of impulse noise, for example. As
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such, the feature extraction module 208 may filter the com-
puted hue disparity to remove the noise. In some 1implemen-
tations, the feature extraction module 208 may use a median
filter to filter the hue disparity H'. A median filter employs a
nonlinear filtering technique which, 1n the case of hue dispar-
ity, may involve traversing the hue disparity values by pixel,
and replacing the hue disparity values with a median of neigh-
boring hue disparity values.

Local Max Saturation

Saturation refers to the perceived intensity of a specific
color. In particular, saturation 1s the colorfulness of a color
relative to 1ts own brightness. Generally, the saturation
observed 1n hazy images 1s lower than that observed 1n haze-
free 1mages. The local max saturation information extracted
from hazy image 204 and conveyed by a corresponding fea-
ture map may indicate, for a given region, a maximuim pixel-
wise saturation observed in the region. Given input image I, a
region size parameter r, and a position X, the local max satu-
ration of an image S /(x) may be computed according to the
following;:

(- min Q)
St(x) = max S'(y)= max |1 - & e [0, 1]
ye,(x) ye,(x) max f°(v)
\ cel(r,g.b) )

In this equation, €2 (y) represents a region centered at posi-
tion y having size rxr, and £2 (X) represents a region centered
at position X having size rxr. The feature extraction module
208 may extract this information with the region size param-
eter r equal to 1, the result of which 1s a feature map for which
the local max saturation reduces to pixel-wise saturation. The
local max saturation may also be taken for multiple different
resolutions (e.g., where the region size parameter r equals a
number other than 1) without departing from the spirit or the
scope of multi-feature 1mage haze removal.

Having discussed example details of different visual char-
acteristics for which feature maps may be extracted by the
image dehazing module 110, consider now additional func-
tionality represented by the image dehazing module 110.

As discussed briefly above, the image dehazing module
110 provides corresponding regions of extracted feature maps
to a trained model to compute portions of light captured from
the scene (e.g., transmission t) for a respective portion of the
image. Prior to doing so, however, the image dehazing mod-
ule 110 may sort the corresponding regions by value. The
corresponding region taken from each feature map may be
represented with a vector and be normalized, such that a value
corresponding to the vector falls between 0 and 1. By repre-
senting each corresponding region in this way, the image
dehazing module 110 may sort the corresponding regions
even though each 1s from a feature map that conveys infor-
mation about a different visual characteristic.

In addition to computing portions of light captured from
the scene to generate dehazed image 206, the image dehazing
module 110 also ascertains airlight in the hazy 1image 204. To
do so, the image dehazing module 110 may consider at least
one of the extracted dark-channel feature maps. From the
dark-channel feature map, the 1image dehazing module 110
may find a subset of pixels (e.g., one-percent of pixels) that
have the largest dark-channel values of the hazy image. The
image dehazing module 110 may then determine the airlight
for the pixel 1n the subset that has the median dark-channel
value. The airlight of that pixel may then be used for genera-
tion of dehazed 1mage 206.
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With the transmission t and airlight A, the image dehazing,
module 110 can generate the dehazed image J from hazy
image I. To do so, the image dehazing module 110 may
consider pixel values for each pixel of hazy image 204, and
adjust those values to account for the transmission and the
airlight. Said another way, the 1image dehazing module 110
generates dehazed image 206 by adjusting the pixel values of
the hazy image 204 to remove the haze.

The dehazed 1image that 1s mitially recovered can be visu-
ally displeasing, however. For example, the dehazed image
initially recovered may in some cases be blocky or considered
too dark to be visually pleasing. This may result from using
regions ol a particular size as mput to the trained model or
from the particular visual characteristics that are assessed. In
any case, the image dehazing module 110 may employ guided
filter module 210 to filter the dehazed 1mage initially recov-
ered so that the resulting dehazed 1image 1s visually pleasing.

By applying a guided filter to the mtially recovered
dehazed 1mage, the guided filter module 210 may further
modily at least some of the adjusted pixel values. In one or
more 1mplementations, the guided filter module 210 may
choose a guided filter to apply based on the visual character-
istics of the hazy image. A discussion regarding the different
filtering techniques, which can each be implemented by
application of a guided filter now follows.

Guided Adaptive Airlight

The guided filter module 210 may employ a filter that
adapts airlight ascertained for each pixel of the dehazed
image based on 1image brightness. The guided filter module
210 may employ such a filter for images 1n which the scene 1s
obscured by a weak haze. When the scene 1s obscured by a
heavy haze, however, the guided filter module 210 may
employ a filter that implements guided brightness scaling,
which 1s discussed 1n greater detail below. A gmided adaptive
airlight filter may be implemented by solving the following
optimization:

min ) (¥;(0) = ¥;(0) + MAR) - A0)*) + $(A)
1.J

In this optimization,

Yiix) = Alx)

YOS T

+ A(x)

1s me brightness of the iitially dehazed image (e.g., dehazed
image 206), and Y, 1s the brightness of the hazy image (e.g.,
hazy 1mage 204). Further, ¢(*) 1s a smoothness constraint,
which can be total variation (TV). Since solving this optimi-
zation can be generally time consuming, the guided filter
module 210 may ascertain airlight A for each pixel of the
iitially dehazed image and then smooth the airlight A
between the pixels with a guided filter that uses the original
image (e.g., hazy image 204) as guidance.

Guided Brightness Scaling

Alternately, the guided filter module 210 may employ a
filter that scales the brightness of the resulting 1images. As
noted above, a gmided brightness scaling filter may be chosen
when a scene captured in the hazy image 1s obscured by a
heavy haze. Additionally, a guided brightness scaling filter
may be applied to an mitially recovered dehazed image when
a brightness of that image falls outside of an acceptable range
of brightness. When the determined brightness 1s below the
range the 1mage 1s considered too dark and the brightness 1s
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scaled to lighten the image. When the determined brightness
1s above the range the 1image 1s considered too light and the
brightness 1s scaled to darken the image. A guided brightness
scaling filter may cause brightness Y ;ofthe dehazed image to
be scaled such that the luma componentY ; of a given pixel 1s
equal to a scaled brightness sY ;. The guided filter module 210
may scale the brightness using scaling factor (or function) s so
thatY , substantially matches a brightness of the hazy image
Y ,. The guided brightness filter may be implemented by solv-
ing the following:

2
mSjnZ ((1 — s(x) };;; g))) FA(s(x) — 1 )2] + (s)

In this optimization, X represents a pixel position being
scaled, A represents a regularization parameter, and ®(*) 1s
again a smoothness constraint (e.g., total vanation (1V)).
Filters, other than ones based on guided adaptive airlight and
guided brightness scaling, may be employed in conjunction
with generating a dehazed image without departing from the
techniques described herein. Whichever filter 1s chosen may
be applied to an imitially dehazed 1mage by the guided filter
module 210 automatically and without express user input to
apply the chosen filter. By applying such a filter, the guided
filter module 210 further modifies the pixels of an 1nitially
dehazed image to produce a final dehazed 1image that 1s visu-
ally pleasing.

Returming to the discussion of additional functionality rep-
resented by the image dehazing module 110. The image
dehazing module 110 may also represent functionality to
initiate display of a dehazed image. Once a dehazed image 1s
generated by the image dehazing module 110, 1t may be
presented to a user. The dehazed 1image may be presented
through a user interface of a photo-editing application, for
example. Through the user interface, a user may select to save
the dehazed 1mage or undo the dehazing so that the hazy
image 1s recovered.

Additionally, the dehazed image may be shown through a
user interface used to view a scene 1n real-time. For example,
a device (e.g., a camera, a phone, and so on) may display a
particular interface for capturing images. However, the tech-
niques described herein may enable the scene that 1s to be
captured to be displayed in that user interface substantially 1n
real-time and without haze. The device may be configured to
do so, for istance, responsive to selection of a haze-free
display mode. Further, when the user indicates that the scene
1s to be captured (e.g., by depressing a shutter release button),
the device (e.g., the camera, the phone, and so on) may cap-
ture an 1mage of the scene and automatically process the
captured 1mage to remove haze.

The user interface may be configured with yet other func-
tionality relating to haziness of an 1image. For example, the
user interface may include a haziness slider that enables a user
to control an amount of haze 1n an 1image. By moving the
slider to one end, a user may cause the image dehazing mod-
ule 110 to generate a haze-free image. However, 11 the slider
1s moved to the other end, an 1mage may be generated that 1s
completely or almost completely obscured by haze. Further-
more, components of the user interface may allow a user to
select a type of haze that 1s to be added to the image (e.g., fog,
dust, smoke, pollution, and so on).

To add haze to a captured 1image, the captured 1mage may
first be dehazed as described 1n detail above. A new transmis-
sionmap (e.g., 1n contrast to the transmission map obtained to
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dehaze the image) may be obtained for the captured image by
adjusting a scattering coeflicient 3. In particular, the map for
the new transmission " (x) may be obtained according to
the following equation:

A ;
*(x) = exp(—ﬁd(XJ) = |exp(=fd(xX)|F = (x|

With the new transmission t*°", a hazy image can be syn-
thesized from the captured image. By adjusting parameter p,
different amounts of haze can be synthesized within the
image. When p equals 1, however, the captured image 1 1s
produced. Given the new transmission t*°", a new hazy image
may be generated based on the following equation:

I (xX)=T0)" " (x)+ A(1-1""(x))

Having discussed example details of the techniques for
multi-feature 1mage haze removal, consider now some
example procedures to illustrate additional aspects of the
techniques.

Example Procedures

This section describes example procedures for multi-fea-
ture 1mage haze removal 1n one or more implementations.
Aspects of the procedures may be implemented 1n hardware,
firmware, or software, or a combination thereot. The proce-
dures are shown as a set of blocks that specity operations
performed by one or more devices and are not necessarily
limited to the orders shown for performing the operations by
the respective blocks. In at least some 1implementations the
procedures may be performed by a suitably configured
device, such as example computing devices 102, 202 of FIGS.
1 and 2 that make use of an 1image dehazing module 110.

FIG. 3 depicts an example procedure 300 in which a
dehazed image 1s generated from a hazy image based on
computing portions of light that are not scattered by the
atmosphere and captured from the scene to produce the hazy
image and calculating airlight of the hazy image. Once an
image ol a scene 1s selected for haze removal, feature maps
are extracted from the hazy image (block 302). Each feature
map that 1s extracted from the hazy image conveys informa-
tion about some visual characteristic of the scene captured in
the hazy image.

By way of example, the image dehazing module 110
employs feature extraction module 208 to extract multiple
feature maps from hazy image 204. In this example, the
feature extraction module 208 extracts feature maps that con-
vey information about: dark-channel characteristics of the
hazy image 204, contrast characteristics of the hazy image
204, hue discrepancy between the hazy image 204 and a
semi-mnverse of the hazy image, and saturation characteristics
of the hazy image. In the case of dark-channel information,
contrast information, and saturation information, the feature
extraction module 208 may extract information regarding
these characteristics at different resolutions (e.g., take into
consideration different sized regions of the hazy image 204
when determinming dark-channel).

Based on the features maps, portions of light that are not
scattered by the atmosphere and are captured from the scene
to produce the hazy image are computed (block 304). For
example, the image dehazing module 110 uses corresponding
regions from the extracted feature maps as iput to a tramned
model, e.g., a trained Random Forest model. Given the cor-
responding regions, the trained model produces a transmis-
sion t for each position of a respective portion of the hazy
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image. The transmission t represents a portion of light that 1s
not scattered by the atmosphere and 1s captured from the
scene to produce the hazy image 204. Light that 1s transmitted
by the scene but scattered by haze 1s not represented by
transmission t.

Airlight of the hazy image 1s ascertained based on at least
one of the extracted feature maps (block 306). The airlight
ascertained for the hazy image represents constant light of the
scene. By way of example, the image dehazing module 110
ascertains airlight from the hazy image using a dark-channel
feature map of the hazy image 204. In one or more 1mple-
mentations the image dehazing module 110 does so by 1ni-
tially finding a subset of pixels (e.g., one-percent of pixels)
that have the largest dark-channel values of the hazy image
204. The image dehazing module 110 then determines the
airlight for the pixel of that subset that has the median dark-
channel value.

Using the computed portions of light and the ascertained
airlight, a dehazed 1mage 1s then generated from the hazy
image (block 308). For example, the image dehazing module
110 uses the portions of light computed at block 304 and the
airlight ascertained at block 306 to generate dehazed image
206 from hazy image 204.

FIG. 4 depicts an example procedure 400 in which a haze
1s removed from a displayed scene by adjusting pixels of the
displayed scene. Through a user intertace, input is recerved to
remove haze from a scene that 1s displayed in the user inter-
face (block 402).

For example, an application (not shown) configured as an
image editing application may display an image via a user
interface that depicts a scene. The user interface of the appli-
cation may include an option (e.g., in a drop-down menu, a
button, or other mechanism) to remove haze from the dis-
played scene. In another example, the user interface may be
configured as a view-finder for a camera and through which
the scene can be viewed 1n real-time or substantially in real-
time. The device at which the view-finder 1s displayed may
include a button (e.g., physical button or soit button) to
remove haze from the scene depicted in the view finder. In any
case, a user selects to remove haze from the displayed scene.

Pixels of the displayed scene are then adjusted to remove
the haze based on an assessment of multiple different visual
characteristics of the scene (block 404). For example, the
image dehazing module 110 employs feature extraction mod-
ule 208 to extract feature maps for multiple different visual
characteristics of the displayed scene, such as at block 302.
The visual characteristics that the 1image dehazing module
110 assesses include: dark-channel information of the dis-
played scene, contrast information of the displayed scene,
hue-disparity information of the displayed scene that results
from obtaining a hue-disparity between pixels of the dis-
played scene and pixels of a semi-inverse of the displayed
scene, and saturation information of the displayed scene.
Based on these characteristics, the image dehazing module
110 computes portions of light that are not scattered by the
atmosphere and are captured from the scene by a camera,
ascertains airlight for the displayed scene, and generates a
dehazed 1mage of the scene. Oftentimes, however, this 1ni-
tially generated dehazed image may not be considered visu-
ally pleasing, e.g., it may be blocky or may be considered too
dark.

A filter that modifies the adjusted pixels 1s then applied so
that a brightness of the adjusted pixels resembles a brightness
of the pixels before the haze was removed (block 406). By
applying the filter, the resulting image may be modified so
that it 1s visually pleasing. The filter may be applied to remove
blocky artifacts or to brighten the image. By way of example,
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the image dehazing module 110 employs guided filter module
210 to further modity the pixels that were adjusted at block
404. The guided filter module 210 may filter the mitially
dehazed image with a guided adaptive airlight filter or a
guided brightness scaling filter. Application of the guided
adaptive airlight filter involves ascertaining airlight for each
pixel of the initially generated dehazed image, and then using
the originally displayed scene to smooth the airlight between
the pixels. Application of the guided brightness scaling filter
involves scaling brightness of pixels of the dehazed image by
some scaling parameter so that their brightness substantially
matches that of the displayed scene.

Having described example procedures in accordance with
one or more implementations, consider now an example sys-
tem and device that can be utilized to implement the various
techniques described herein.

Example System and Device

FIG. 5 illustrates an example system generally at 500 that
includes an example computing device 502 that 1s represen-
tative ol one or more computing systems and/or devices that
may implement the various techniques described herein. This
1s 1llustrated through 1inclusion of the image dehazing module
110, which operates as described above. The computing
device 502 may be, for example, a server of a service provider,
a device associated with a client (e.g., a client device), an
on-chip system, and/or any other suitable computing device
or computing system.

The example computing device 502 includes a processing
system 304, one or more computer-readable media 506, and
one or more I/O interfaces 508 that are communicatively
coupled, one to another. Although not shown, the computing
device 502 may further include a system bus or other data and
command transier system that couples the various compo-
nents, one to another. A system bus can include any one or
combination of different bus structures, such as amemory bus
or memory controller, a peripheral bus, a universal serial bus,
and/or a processor or local bus that utilizes any of a variety of
bus architectures. A variety of other examples are also con-
templated, such as control and data lines.

The processing system 504 1s representative of functional-
ity to perform one or more operations using hardware.
Accordingly, the processing system 304 1s illustrated as
including hardware elements 510 that may be configured as
processors, functional blocks, and so forth. This may include
implementation in hardware as an application specific inte-
grated circuit or other logic device formed using one or more
semiconductors. The hardware elements 510 are not limited
by the materials from which they are formed or the processing
mechanisms employed therein. For example, processors may
be comprised of semiconductor(s) and/or transistors (e.g.,
clectronic integrated circuits (ICs)). In such a context, pro-
cessor-executable 1nstructions may be electronically-execut-
able 1nstructions.

The computer-readable storage media 506 1s 1llustrated as
including memory/storage 512. The memory/storage 512
represents memory/storage capacity associated with one or
more computer-readable media. The memory/storage com-
ponent 512 may include volatile media (such as random
access memory (RAM)) and/or nonvolatile media (such as
read only memory (ROM), Flash memory, optical disks, mag-
netic disks, and so forth). The memory/storage component
512 may include fixed media (e.g., RAM, ROM, a fixed hard
drive, and so on) as well as removable media (e.g., Flash
memory, a removable hard drive, an optical disc, and so
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torth). The computer-readable media 506 may be configured
in a variety of other ways as further described below.

Input/output interface(s) 508 are representative ol func-
tionality to allow a user to enter commands and information to
computing device 502, and also allow information to be pre-
sented to the user and/or other components or devices using
various input/output devices. Examples of input devices
include a keyboard, a cursor control device (e.g., a mouse), a
microphone, a scanner, touch functionality (e.g., capacitive or
other sensors that are configured to detect physical touch), a
camera (e.g., which may employ visible or non-visible wave-
lengths such as infrared frequencies to recognize movement
as gestures that do not imnvolve touch), and so forth. Examples
of output devices include a display device (e.g., a monitor or
projector), speakers, a printer, a network card, tactile-re-
sponse device, and so forth. Thus, the computing device 502
may be configured 1n a variety of ways as further described
below to support user interaction.

Various techniques may be described herein in the general
context of software, hardware elements, or program modules.
Generally, such modules include routines, programs, objects,
clements, components, data structures, and so forth that per-
form particular tasks or implement particular abstract data
types. The terms “module,” “functionality,” and “component™
as used herein generally represent software, firmware, hard-
ware, or a combination thereot. The features of the techniques
described herein are platform-independent, meaning that the
techniques may be implemented on a variety of commercial
computing platforms having a variety of processors.

An 1mplementation of the described modules and tech-
niques may be stored on or transmitted across some form of
computer-readable media. The computer-readable media
may include a variety of media that may be accessed by the
computing device 502. By way of example, and not limita-
tion, computer-readable media may include “computer-read-
able storage media” and “computer-readable signal media.”

“Computer-readable storage media” refers to media and/or
devices that enable persistent and/or non-transitory storage of
information in contrast to mere signal transmission, carrier
waves, or signals per se. Thus, computer-readable storage
media does not include signals per se or signal bearing media.
The computer-readable storage media includes hardware
such as volatile and non-volatile, removable and non-remov-
able media and/or storage devices implemented in a method
or technology suitable for storage of information such as
computer readable instructions, data structures, program
modules, logic elements/circuits, or other data. Examples of

computer-readable storage media may include, but are not
limited to, RAM, ROM, EEPROM, flash memory or other

memory technology, CD-ROM, digital versatile disks (DVD)
or other optical storage, hard disks, magnetic cassettes, mag-
netic tape, magnetic disk storage or other magnetic storage
devices, or other storage device, tangible media, or article of
manufacture suitable to store the desired information and
which may be accessed by a computer.

“Computer-readable signal media” refers to a signal-bear-
ing medium that 1s configured to transmait 1nstructions to the
hardware of the computing device 502, such as via a network.
Signal media typically may embody computer readable
instructions, data structures, program modules, or other data
in a modulated data signal, such as carrier waves, data signals,
or other transport mechanism. Signal media also include any
information delivery media. The term “modulated data sig-
nal” means a signal that has one or more of its characteristics
set or changed 1n such a manner as to encode 1nformation 1n
the signal. By way of example, and not limitation, communi-
cation media include wired media such as a wired network or
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direct-wired connection, and wireless media such as acoustic,
RF, infrared, and other wireless medaia.

As previously described, hardware elements 510 and com-
puter-readable media 506 are representative of modules, pro-
grammable device logic and/or fixed device logic imple-
mented 1n a hardware form that may be employed 1n some
implementations to implement at least some aspects of the
techniques described herein, such as to perform one or more
instructions. Hardware may include components of an inte-
grated circuit or on-chip system, an application-specific inte-
grated circuit (ASIC), a field-programmable gate array
(FPGA), a complex programmable logic device (CPLD), and
other implementations in silicon or other hardware. In this
context, hardware may operate as a processing device that
performs program tasks defined by instructions and/or logic
embodied by the hardware as well as a hardware utilized to
store 1nstructions for execution, e.g., the computer-readable
storage media described previously.

Combinations of the foregoing may also be employed to
implement various techniques described herein. Accordingly,
software, hardware, or executable modules may be 1mple-
mented as one or more instructions and/or logic embodied on
some form of computer-readable storage media and/or by one
or more hardware elements 510. The computing device 502
may be configured to implement particular instructions and/
or functions corresponding to the software and/or hardware
modules. Accordingly, implementation of a module that 1s
executable by the computing device 502 as software may be
achieved at least partially 1n hardware, e.g., through use of
computer-readable storage media and/or hardware elements
510 of the processing system 504. The instructions and/or
functions may be executable/operable by one or more articles
of manufacture (for example, one or more computing devices
502 and/or processing systems 504) to implement techniques,
modules, and examples described herein.

The techniques described herein may be supported by vari-
ous configurations of the computing device 502 and are not
limited to the specific examples of the techniques described
herein. This functionality may also be implemented all or in
part through use of a distributed system, such as over a
“cloud” 514 via a platform 516 as described below.

The cloud 514 includes and/or 1s representative of a plat-
form 516 for resources 518. The platform 516 abstracts
underlying tunctionality of hardware (e.g., servers) and soft-
ware resources of the cloud 514. The resources 518 may
include applications and/or data that can be utilized while
computer processing 1s executed on servers that are remote
from the computing device 502. Resources 518 can also
include services provided over the Internet and/or through a
subscriber network, such as a cellular or Wi-Fi1 network.

The platform 516 may abstract resources and functions to
connect the computing device 502 with other computing
devices. The platform 516 may also serve to abstract scaling
of resources to provide a corresponding level of scale to
encountered demand for the resources 518 that are 1mple-
mented via the platform 516. Accordingly, in an intercon-
nected device implementation, implementation of function-
ality described herein may be distributed throughout the
system 800. For example, the functionality may be imple-

mented 1n part on the computing device 502 as well as via the
plattorm 516 that abstracts the functionality of the cloud 514.

CONCLUSION

Although the invention has been described 1n language
specific to structural features and/or methodological acts, 1t 1s
to be understood that the invention defined 1n the appended
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claims 1s not necessarily limited to the specific features or acts
described. Rather, the specific features and acts are disclosed
as example forms of implementing the claimed 1mnvention.
What 1s claimed 1s:
1. A method implemented by a computing device, the
method comprising:
extracting feature maps from a hazy image of a scene, each
of the feature maps conveying information about visual
characteristics of the scene captured in the hazy image;

computing portions of light that are not scattered by atmo-
sphere and are captured from the scene to produce the
hazy image, including using a trained model that derives
the portions of light based on the visual characteristics
conveyed by the feature maps;

ascertaining, based on at least one of the feature maps,

airlight of the hazy image that represents constant light
of the scene; and

generating a dehazed image from the hazy image using the

computed portions of light and the calculated airlight.

2. A method as described 1n claim 1, further comprising:

ascertaining airlight for each pixel of the dehazed image;

smoothing the airlight ascertained for each of the pixels
based on the hazy image; and

adjusting the pixels of the dehazed 1image according to the

smoothed airlight.

3. A method as described 1n claim 1, further comprising
adjusting a brightness of the dehazed 1mage to substantially
match a brightness of the hazy image.

4. A method as described 1n claim 1, wherein the feature
maps convey information about dark-channel of the hazy
image, the dark-channel indicating which pixels in a region of
the hazy image have a minimum intensity 1n at least one color
channel.

5. A method as described in claim 4, wherein the feature
maps that convey the information about the dark-channel are
generated by extracting the dark-channel information at mul-
tiple different resolutions, and each of the feature maps con-
veying the information about the dark-channel at a respective
resolution.

6. A method as described 1n claim 1, wherein the feature
maps convey information about a maximum contrast between
pixels 1n a region of the hazy image.

7. A method as described 1n claim 1, wherein the feature
maps convey information about a hue disparity between pix-
cls of the hazy 1image and pixels of a semi-inverse 1mage
obtained from the hazy image, the semi-inverse image
obtained by replacing color channel values for each of the
pixels in the hazy 1mage on a per channel basis with a maxi-
mum of:

an 1nitial color channel value; or

an 1verse of the 1imitial color channel value.

8. A method as described 1in claim 1, wherein the feature
maps convey information about which pixel in aregion of the
hazy image has a maximum saturation in comparison to other
pixels 1n the region.

9. A method as described in claim 1, wherein the airlight of
the hazy 1image 1s calculated based on a feature map that
conveys information about dark-channel of the hazy image.

10. A method as described 1n claim 9, wherein ascertaining
the airlight of the hazy image includes:

selecting pixels of the hazy image for which dark-channel

values are larger than other pixels; and

determining airlight for the pixel of the selected pixels that

has a median dark-channel value.

11. A method as described in claim 1, further comprising:

receiving an input via a user interface to dehaze the hazy

image; and
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presenting the dehazed image via the user interface.

12. A method as described 1n claim 1, further comprising:

presenting the dehazed image via a user interface config-

ured as a view finder for a camera; and

responsive to receiving a selection via the user iterface to

capture the scene, initiating generation of the dehazed
image.

13. A method implemented by a computing device, the
method comprising:

obtaining mput to dehaze an 1mage of a scene; and

generating a dehazed image of the scene, 1n part, by using

a trained model to compute portions of light that are not
scattered by atmosphere and are captured to produce the
image and reflect an assessment of at least two of:
dark-channel information extracted from the image at
multiple different resolutions, the dark channel infor-
mation that 1s extracted at each of the resolutions
being suitable to generate a dark channel feature map
that corresponds to the resolution;
contrast information extracted from the image;
hue-disparity information extracted from the image by
determining a hue-disparity between pixels of the
image and pixels of a semi-inverse of the image; or
saturation information extracted from the image.

14. A method as described 1n claim 13, further comprising
extracting the contrast information from the 1image at multiple
different resolutions, the contrast information that 1s
extracted at each of the resolutions being suitable to generate
a contrast feature map that corresponds to the resolution.

15. A method as described 1n claim 13, further comprising;:

ascertaiming airlight for each pixel of the dehazed image;

smoothing the airlight ascertaimned for each of the pixels
based on the 1mage; and

adjusting the pixels of the dehazed image according to the

smoothed airlight.

16. A method as described 1n claim 13, further comprising
adjusting a brightness of the dehazed 1image to substantially
match a brightness of the image.

17. A method as described 1n claim 13, further comprising
generating a hazy image of the scene by adding haze to the
image, the haze being synthesized using the computed por-
tions of light.

18. A system comprising:

one or more processors; and

a memory configured to store computer-readable instruc-

tions that are executable by the one or more processors to
perform operations comprising:
displaying a scene via a user interface; and
responsive to receiving an mput via the user interface to
remove haze from the displayed scene:
adjusting pixels of the displayed scene to remove the
haze, the pixels being adjusted based on an assess-
ment, performed using a trained model, of multiple
different visual characteristics of the scene; and
aiter the adjusting, applying a filter that modifies the
adjusted pixels so that one or more visual charac-
teristics of the adjusted pixels resemble the one or
more visual characteristics of the pixels before the
haze was removed.

19. A system as described in claim 18, wherein:

the user interface comprises part of an editing application;

the displayed scene 1s included as part of an 1mage acces-

sible to the 1image editing application; and
the mput to remove the haze from the displayed scene
causes a dehazed image to be generated from the 1mage.




US 9,305,339 B2
19

20. A system as described 1n claim 18, wherein:

the user iterface 1s configured as a view finder for a cam-
era; and

the mput received via the user intertace causes the scene to
be displayed 1n substantially real-time through the view 5
finder with the haze removed.
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