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FIG. 3

600 SEARCH QUERY

640~ Where_condition - E AVG(GAS ENGINE 1. PRESSURE ) >1500

L—“*“ﬂ#n_—__----“*“

FIG. 4

141 SCHEMADEFINITION TABLE

700 701

ATTRIBUTE NAME
WATER TEMPERATURE
TEMPERATURE

PRESSURE
THENUMBER 0F REVOLUTIONS

POWER VALUE
CURRENT VALUE

DATA SOURCE NAME

GAS ENGINE 1

CONVEYANCE DEVICE 1
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FIG. 5
?] 0O TIME-SERIESDATATABLE

213 214 215

 ID | DATASOURCENAME | ATTRIBUTE NAME TIME STAMP SENSOR VALUE

BAS ENGINE 1

PRESSURE

2010-01-10 07:00:00

00000000
00000001

GAS ENGINE 1

‘WATER TEMPERATURE

2010-01-10 07:00:01 |

00000002 PRESSURE | 2010-01-10 07:00:01

4

00011200

GAS ENGINE 1

PRESSURE

| 2010-01-10 10:06:10

710

GAS ENGINE 1

CONVEYANCE
DEVICE 1

TEMPERATURE
PRESSURE

FIG. 6

142 INDEXGENERATION TABLE

711

DATA SOURCE NAME | ATTRIBUTE NAME | DIVISION REGULAR TIME INTERVAL

WATER TEMPERATURE | 1 HOUR, 30 MINUTES, 10 MINUTES

1 HOUR, 30 MINUTES, 1 MINUTE
10 MINUTES, & MINUTES -

il

POWER VALUE
CURRENT VALUE

THE NUMBER OF REVOLUTIONS

/

112

713

FEATURE VALUE CALCULATION FUNCTION
MAX, MIN

MAX, MIN

MAX, MIN

10 MINUTES, 3 MINUTES, 1 SECOND

o MINUTES, 1 SECOND

MAX, MIN

MAX, MIN

20 SECONDS, 10 SECONDS, 1 SECOND MAX, MIN
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FIG. 8

143 EVALUATION FORMULA
/ GENERATION RULE TABLE

721 722 723

] FMIND $2

01 (AVGIMINIMAX) #> (¥d+) FMIN < $2 < F.MAX
) F MAX < §2 ;

02 (AVGIMINIMAX) #< (¥d) F MIN < $2 < F MAX ;

03 “AVGIMINMAX) + = (kg#) | T-MIN (32 CEMAX:
§ $2H; F MAX ;

I=

04 (AVGIMIN|MAX) = (¥d+) $2 < F_MIN -
] FMIN D $2

05 (SUM) > (¥d+) F_MIN < $2 < F_.SUM;
i FSUM< §2 ;

06 (SUM) * < (¥d+) F MIN < $2 < F.SUM :

N “(SUMD = (%) F_MIN < §2 <F_SUM ;

08 (SUM) * 1= (¥d+) $2) F.SUM ;

$2 ¢F MIN :
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FIG. 9

RECEIVING PROCESSING S900

START
5901

LOOP FOR ALL SENSOR DATA S902

TAKE OUT NEXT SENSOR DATA BY ONE ROW 5903

ACQUIRE LIST OF ATTRIBUTE NAMES 711 CORRESPONDING T0 |- S04
DATA SOURCE NAME 700 FROM SCHEMA DEFINITION TABLE 14

_ L0OP FOR ALL ATTRIBUTE NAMES 3905

TAKE OUT NEXT ATTRIBUTE NAME, AND TAKE OUT S906
CORRESPONDING SENSOR VALUE 313 FRUM SENSUR DATA

ASSIGN 1D NUMBER, AND WURK SENSUR DAIA S907
DELIVER WORKED SENSOR DATA T0 DATAWRITING UNIT 122 |~ S908

DELIVER WORKED SENSOR DATA TO S909
INDEX GENERATION UNIT 123

TERMINATE LOOP 5910

TERMINATE LOOP S911

TRANSMIT TERMINAL DATA TO DATA WRITING UNIT 122 5912

TRANSMIT TERMINAL DATATO INDEX GENERATION UNIT 123 S913



U.S. Patent Mar. 29, 2016 Sheet 8 of 34 US 9,298,854 B2

FIG. 10

TIME-SERIES DATAWRITING PROCESSING  S1000

START

_( LOOPUNTILALLWORKED SENSORDATA Y _a101
ARE RECEIVED
RECEIVE WORKED SENSOR DATA S1002
WRITE SENSOR DATAINTO $1003
TIME-SERIES DATATABLE 210
' S1004
TERMINATE LOOP
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INDEX GENERATION PROCESSING $1100 FIG. 11
START

READ DATA SOURCE NAME S1101

READ CORRESPONDING LIST OF ATTRIBUTE NAMES 711 | -S§1102
FROM INDEX GENERATION TABLE 142

SECURE BUFFER FOR FEATURE VALUE CALCULATION EVERY ATIRIBUTE}~ S 1103

00P EVERY ATTRIBUTE UNTIL ALL SENSOR DATA
"~ ARE RECENED 51104

READ LIST OF THE DIISION REGULAR TIME INTERVALS 712 AND LIST OF FEATUREL - S1 10D

VALUE CALCULATION FUNGTIONS 713 FRUM INDEX GENERATION TABLE 142

RECEIVE NEXT SENSOR DATA AND STORE IT INTO BUFFER}~ S 1106
S1107

REGULAR TIME INTERVAL IN BUFFER EXCEEDS MAXIMUM "\, No
VALUE OF DIVISION REGULAR TIME INTERVAL?

Yes

LOOP IN ORDER OF INCREASING DIVISION REGULAR S1108
TIME INTERVAL IN LIST OF RANGE INTERVALS

TAKE OUT NEXT RANGE INTERVAL S1109

DIVIDE TIME-SERIES DATA, AND CALCULATE FEATURE VALUE N EACH RANGE $1110

ASSIGN 1D NUMBER IN EACH OF TIME PERICDS OBTAINEDL -S1111
BY DIVISION, AND CREATE TIME-SERIES INDEX NODES 81112

RANGE INTERVAL UNDER PROCESSING IS No
MINIMUM VALUE IN RANGE INTERVAL LIST?

Yes S1113 | S1114
BSTITUTE NULL INTC NOBE PCINTER 235 OF SUBSTITUTE A PLURALITY OF ID NUMBERS OF
ME-SERIES INDEX NODE CREATED AT ST111 INDEX NODES INTO NODE POINTER 235

TERMINATE LOOP S1115

CLEAR BUFFER CORRESPONDING TO ATTRIBUTE UNDER PROCESSING |~ S 1116

| CALLINDBXWRMINGPROCESSING___ [J-ST1117

1118
(END
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FIG. 12

SEARCH PROCESSING S1200

START

RECEIVE SEARCH QUERY S1201

l CALL INDEX SEARCH PROCESSING I S1202

CALL TIME-SERIES DATA READING 31203
PROCESSING

CONDUCT TIME-SERIES ANALYSIS S1204
PROCESSING

OUTPUT SERACH RESULT 51205
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FIG. 13
INDEX SEARCH PROCESSING (REGULAR TIME INTERVAL FILTERING SEARCH) S1300
START
TAKE OUT SEARCH CONDITION FROM SEARCH auRRy 600 - S 1301
| CALL EVALUATION FORMULA GENERATION PROCESSING | 51302
TAKE OUT HIGHEST-ORDER INDEX NODE GROUP S1303
MATCHING SEARCH QUERY FROM INDEX DATA

LOOP FOR ALL NODES IN NODE GROUP OF PROCESSING 0BJECT v~ © 1304
00P UNTIL LOWEST-ORER NODE IS REACHED OR DIVISION REGULR TMEY _ 61 305

NTERVAL OF PROCESSNG OBJECT < SEARCH RANGE INTERVAL IS SATISFIED

[ | _
TAKE OUT NEXT INDEX NODE 51306
No FEATURE VALUE OF NODE COMPLIES WITH $1307
EVALUATION FORMULA?
POINTER T0 SUBORDINATE NODES EXISTS? S1308
S1310

TAKE OUT SUBORDINATE NODE GROUP BELONGING T0 INDEX NODE MAKE ITNC

51309 TAKE OUT

SUBSEQUENT NODE GROUP AND
DE GROUP OF PROCESSING OBJECT

SEARCH RANGE INTERVAL = DVISION REGULAR TivE (91811
INTERVAL OF SUBSEQUENT NODES No
Yes
STORE SET OF START POINTER AND END POINTER OF S1312
TIME-SERIES DATA INTO SPECIFIC BUFFER ARFA

TERMINATE LOOP 51313
TERMINATE LOOP 51314
OUTPUT LIST OF SETS OF START POINTER AND S1315

END POINTER OF TIME-SER

Eo DATA
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FIG. 14

EVALUATION FORMULA GENERATION PROCESSING S1400

START

RECEIVE SEARCH CONDITION FORMULA - S1401
EXTRACT RULE MATCHING SEARCH S1402
CONDITION FORMULA
EXTRACT AND GENERATE EVALUATION | -§1403
FORMULA TAKEN OUT AT S1402

FIG. 15

TIME-SERIES DATAREADING PROCESSING S1500

START
RECEIVE TIME SERIES DATA SECTION S1501
POINTER OF READING OBJECT
LOOP FOR ALL TIME-SERIES 815609
DATA SECTION PONTERS

TAKE OUT NEXT TIME-SERIES
DATASECTION POINTER

S1503

READ SENSOR DATA RANGING FROMSTART| - S 1504
TIME ID TOEND TIME ID SUCCESSIVELY

OUTPUT TIME-SERIESDATAWHICHARE | -S1505
READ TO DATA RECEIVING UNIT 131

S1506

TERMINATE LOOP
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FIG. 16

TIME-SERIES ANALYSISPROCESSING S1600

START

RECEIVE SEARCH QUERY S1601
SECURE BUFFER AREA FOR S1602
ANALYSIS ON MEMORY

LOOP UNTIL ALL DATA ARE RECEIVED S1603

STORE RECEIVED DATAINTOBUFFER |~ S1604

S1605

TIME PERIOD OF TIME-SERIES DATA INBUFFER ~<_No
HAS EXCEEDED SEARCH RANGE INTERVAL?

Yes
DELETE OLDEST DATA IN BUFFER 51606

EVALUATE SENSOR VALUE IN BUFFER ACCORDING] - S 1607
TO EVALUATION FORMULA IN SEARCH CONDITION
S1608
MATCHING ISOBTAINED IN No
PROCESSING AT 16077
Yes
| OUTPUT DATA SERIES IN BUFFER 51609

:
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FIG. 21

DATA COMPRESSION PROCESSING S2100
START

RECEIVE WORKED SENSOR DATA AND S2101
READ DATA SOURGE NAME

READ CORRESPONDING LIST OF ATTRIBUTE NAMES 711 S2102
FROM INDEX GENERATION TABLE 142

SECURE BUFFER FOR CREATING COMPRESSED DATA ON S2103
MEMORY EVERY ATTRIBUTE

0P EVERY ATTRIBUTE UNTIL
| ALL SENSOR DATA ARE RECEIVED S2104

D LT OF D TIME INTERVALS 712
CORRESP%NDINGE ATTR| Ué NAME FROM 52100

RECEIVE NEXT SENSOR DATA AND STORE IT INTO BUFFER 52106

S2107

DIVISION REGULAR TIME INTERVAL UNDER
PROCESSING IS MINIMUM VALUE?

S2111

COLLECT COMPRESSED DATA COLLECTED WITH

COMPRESS SERSCR DATA COLECTVELY FVERY DIVISON REGUURTVEINTERVAL] | DIV, REGULAR TIME INTERYAL OF LOW ORDER WITH

52112

ASSIGN UNIQUE 1D NUMBER, DELIVER RESULT TO S2113

DATAWRITING UNIT 122, AND CLEAR BUFFER

Sz114
(END )
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FIG. 22
TIME-SERIES DATAWRITING PROCESSING §2200
START
LOOP UNTIL ALL COMPRESSED DATA ARE RECEIVED S2201
CCEVE COMPRESSED AT S D NUMEES
AT SSURCENAME TR BUTE NAVE AND 1 E PR 52202
FROM DATA COMPRESSION UNIT 12

WRITE RESPECTIVE DATA RECEIVED AT 52202 INTC S2203
TIME-SERIES DATA TABLE 210
52204
TERMINATE LOCP °
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INDEX GENERATION PROCESSING  S1100A FIG. 23
START
READ DATA SOURCE NAE S1101

READ CORRESPONDING LIST OF ATTRIBUTE S1102
NAMES 711 FROM INDEX GENERATION TABLE 142

SFCURE BUFFER FOR FEATURE VALUE CALCULKTION EVERY ATTRIBUTE |- S 1103

LOOP EVERY ATTRIBUTE UNTIL ALL SENSOR DATA
ARE RECEIVED 51104

ST OF THE DVISION REGULAR TME INTERYALS 717 AND LT OF ekTURe |- S 1 10
E CALCULATION FUNCTIONS 713 FROM INDEX GENERATION TABLE 142

RECEIVE NEXT SENSOR DATA AND STORE ITINTO BUFFER |- S 1106
S1107

REGULAR TIME INTERVAL IN BUFFER EXCEEDS MAXIMUM <\ No
VALUE OF DIVISION REGULAR TIME INTERVAL?

Yes

LOOP IN ORDER OF INCREASING DIVISION 1108
> REGULAR TIME INTERVAL IN LIST OF RANGE INTERVALS
TAKE OUT NEXT RANGE INTERVAL 51109

DIDETIVE-SERTES DATA, AND CALCULATE FERTUREVALUE W ERCHRANGE |- S 1110

ASSIGN 1D NUMBER AND CREATES TIME-SERIES INDEX| - S2401
NODE EVERY TIME PERIOD OBTAINED BY DIVISION

SUBSTITUTE INTO POINTER 235 OF TIME-SERIES DATA |- ©2402
S1112
RANGE INTERVAL UNDER PROCESSING IS No
MINIMUM VALUE IN RANGE INTERVAL LIST? _
Yes S1113 . S1114
| SUBSTITUTE NULL INTO NODE POINTER 235 OF SUBSTITUTE A PLURALITY OF 1D NUMBERS OF
TIME-SERIES INDEX NODE CREATED AT S1111 INDEX NODES INTO NODE POINTER 235

TERMINATE LOOP S1115

CLEAR BUFFER CORRESPONDING TO ATTRIBUTE UNDER PROCESSING |~ S 1116

T CALLINDEXWRTIING PROCESSNG |- S1117
TERMINATE 1007 S1118
(_END | -
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FIG. 24
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FIG. 25

INDEX SEARCH PROCESSING (REGULAR TIME INTERVAL FIXING SEARCH) S1350A

START )

TAKE QUT SEARCH CONDITION FROM SEARCH QUERY 600
I CALL EVALUATION FORMULA GENERATION PROCESSING l 513952

S1353

$1351

TAKE OUT NODE GROUP MATCHING SEARCH QUERYFROM  L-S1354
NODE GROUP TAKEN OUT AT 1353

LOOP FOR ALL NODES TAKEN OUT AT 51354 S1355

TAKE OUT NEXT NODE 51306
No FEATURE VALUE OF NODE COMPLIES WITH S1357
EVALUATION FORMULA?
Yes

STORE POINTER 236, START TIME 2323, ANDENDTIME 2320 | - §1501
OF TIME-SERIES DATA INDICATED BY NODE

QUTPUT LIST OF POINTER 236, START TIME 2323, S1502
AND END TIME 2320 Or TIME-SERIES DATA
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FIG.26

TIME-SERIES DATAREADING PROCESSING S2600

START

RECEIVE LIST OF TIME-SERIES DATA POINTER, S2601
START TIME AND END TIME OF READING OBJECT

LOOP FOR ALL TIME-SERIES DATA POINTERS S2602
| TAKE OUT NEXT TIME-SERIES DATA POINTER 52603

| TAKE OUT COMPRESSED DATA 255 AND TIME PERIOD 254 | - S2604
| FROM TIME-SERIES DATA TABLE 210

OUTPUT COMPRESSED DATA 255 AND TIME PERIOD 254 1 -S2605
WHICH ARE READ, AND START TIME AND END TIME

S2606
TERMINATE LOOP

FIG. 27

DATAMELTING PROCESSING S2700
START

RECEIVE LIST OF COMPRESSED DATA, TIME PERIGD OF S2701
COMPRESSED DATA, AND START TIME AND END TIME

[DENTIFY PART CORRESPONDING TO RANGE FROM S2702
START TIME TO END TIME, AND CONDUCT MELTING

QUTPUT SERIES DATA S2703
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FIG. 29

SEARCH PROCESSING §2900

START

RECEIVE SEARCH QUERY S1201

l CALL INDEX SEARCH PROCESSING I 52902

CALL TIME-SERIES DATAREADING S1203
PROCESSING

CONDUCT TIME-SERIES ANALYSIS $1204
PROCESSING
OUTPUT SERACH RESULT 51209
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FIG. 30

INDEX SEARCH PROCESSING S3000

START

TAKE OUT HIGHEST-ORDER NODE GROUP MATCHING | - S3001
SEARCH OBJECT RANGE IN SEARCH QUERY 600

TAKE OUT SEARCH CONDITION FROM S3002
SEARCH QUERY 600

LOOP BEGINNING WITH HIGHEST-ORDER NODE S3003
UNTIL LOWEST-ORDER NODE IS REACHED

S3004

SEARCH CONDITION TAKEN OUT AT No
33002 EXISTS?

Yes
CALL EVALUATION FORMULA 33005
GENERATION PROCESSING
S3006 S3007/
EXTRACT NODE GROUP COMPLYING
WITH EVALUATION FORMULA EXTRACT ALLNODE GROUPS

EXTRACT FEATURE VALUE, START TIME,AND |- S3008
END TIME OF EACH NODE AND OUTPUT THEM

TAKE OUT ALL LOW-ORDER NODEGROUPS |~ S3009

TERMINATE LOOP 53010
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FIG. 31

DRAWINGPROCESSING S3100

START

LOOP UNTIL ALL DATA ARE RECEIVED S3101

EXTRACT FEATURE VALUE. START TIME AND
N N ODE BHOM SeRRCH” |-83102
RECENVING UNIT 131B
S3103
FEATURE VALUE IS ALREADY PLOTTED << No
AND DRAWN IN SAME TIME PERIOD?
DELETE PLOT DATAALREADY DRAWN S3104
PLOT TIME PERIOD RECEVED AT 33105
3107 ON XAXIS, AND PLOT EEATURE
ALUEON Y AXIS, AND DRAW
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FIG. 33

144 INDEX GENERATION TABLE

/

110 711 712 713 7114
DATA SOURCE NAME(ATTRIBUTE NAME| DIVISION REGULAR TIME INTERVAL {FEATURE YALUE CALCULATION FUNCTIONY GENERATION DESTINATION DEYICE ADDRESS

I HOUR, 30 MINUTES, 10 MINUTES 192.168.10.3
1 MINLTE, 30 SECONDS, 10 SECONDS 192.168.10.2

10 MINUTES, 5 MINUTES . 192.168.10.1, 192.168.10.2

HATER TEMFERATURE

GAS ENGINE 1

PRESSURE
ENMBEROFEHLUTONY 10 MINUTES, 3 MINUTES, 1 SECONID : 192.168.10.4

CONVEVANCE |PONERVALUE| 5 MINUTES, 1 SECOND . 192.168.105
DEVICE 1 [CORRENTYALUE] 20 SECONDS, 10 ECONDS  SECON , 192.168.10.3
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INDEX GENERATION PROCESSING $1100C FIG. 34
START
READ DATA SOURCE NAME S11071
READ CORRESPONDING LIST OF ATTRIBUTE NAMES 711 L-S 1102
ROM INDEX GENERATION TABLE 142
SECURE BUFFER FOR FEATURE VALUE CALCULATION EVERY ATTRIBUTE |- S11 03
00P EVERY ATTRIBUTE UNTIL ALL SENSOR DATA
ARE RECEIVED >1104
CEAD LIS O DIVSION REGULAR TWE INTERVALS 712, LST OFFENREWALLE - S3405
CALCULATON FUNCTONS 713, XD GENERETON DESTIATION DEWCE ADDRESS 714
RECEIVE NEXT SENSOR DATA AND STORE T INTo BUFFER - S 1106
S1107
REGULAR TIME INTERVAL IN BUFFER EXCEEDS MAXIMUM < No
VALUE OF DIVISION REGULAR TIME INTERVAL?
Yes
L00P INORDER OF INCREASING DMISIONRESULAR Y _ o110
TIME INTERVAL IN LIST OF RANGE INTERVALS
TAKE OUT NEXT RANGE INTERVAL S1109
|| [ OIVIDE TIME-SERTES DATA. AND CALCULATE FENTUREVALUE NEACH RawGe |- S11 10
|
|| [ASSIGN 1D NUMBER IN EACH OF TIME PERIODS OBTAINEDL - 111 1
BY DIVISION. AND CREATE TIME-SERIES INDEX NODES
| 1112
| RANGE INTERVAL UNDER PROCESSING IS No
| MINIMUM VALUE IN RANGE INTERVAL LIST?
| Yes (S1113 S1114
| SUBSTITUTE NULL INTO NODE POINTER 235 OF SUBSTITUTE A PLURALITY OF ID NUMBERS OF
TIME-SERIES INDEX NODE CREATED AT S1111 INDEX NODES INTO NODE POINTER 235
\ TERMINATE LOOP S1115

CLEAR BUFFER CORRESPONDING TO ATTRIBUTE UNDER PROCESSING |- S1116

| CALLINDEXWRIING PROCESSING [}~ 53417
TERMINATE LOOP 51118
(_END




U.S. Patent Mar. 29, 2016 Sheet 31 of 34 US 9,298,854 B2

FIG. 35

INDEX WRITING PROCESSING S3500

START

RECEIVE DATA SOURCE NAME, S3501
ATTRIBUTE NAME, AND INDEX TREE

WRITE VALUES INTO DATA SOURCENAME 211 AND | - §3502
ATTRIBUTE NAME 222, AND WRITE INDEX TREE

FIG. 36

INDEX WRITING PROCESSING S3600

START

RECEIVE DATA SOURCE NAME, ATTRIBUTE NAME, INDEX | - S3601
TREE, AND GENERATION DESTINATION DEVICE ADDRESS

S3602

WRITE VALUES INTO DATA SOURCE NAME 211
AND ATTRIBUTE NAME 222 IN TIME-SERIES
INDEX TABLE 220B, AND WRITE INDEX TREE
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FIG. 37

TIME-SERIES DATA READING PROCESSING S1500C

START
RECEIVE TIME SERIES DATA SECTION 51501
POINTER OF READING OBJECT
LOOP FOR ALL TIME-SERIES DATA
SECTION POINTERS 51502
TAKE OUT NEXT TIME-SERIES DATA
SECTION POINTER 519503

READ SENSOR DATA RANGING FROM STARTTIMEID TO] - S3704
END TIME ID FROM SERIES DATA STORAGE UNIT 210

OUTPUT TIME-SERIES DATAWHICH ARE S1505
READ TO DATA RECENVING UNIT 131
S1506
TERMINATE LOOP
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FIG. 38

INDEX SEARCH PROCESSING (REGULAR TIME INTERVAL FIXING SEARCH) S1350

START

TAKE OUT SEARCH CONDITION FROM S1351
SEARCH QUERY 600
CALL EVALUATION FORMULA 51352
GENERATION PROCESSING

TAKE OUT INDEX NODE GROUP SATISFYING DIVISION S1353
REGULAR TIME INTERVAL > SEARCH RANGE INTERVAL AND
HAVING MINIMUM VALUE OF DIVISION REGULAR TIME INTERVAL

TAKE OUT NODE GROUPMATCHING SEARCH | -S1354
QUERY FROM NODE GROUP TAKEN OUT AT S1353
LOOPFOR ALLNODES TAKENOUTATS1354 ) -S1355

TAKE OUT NEXT NODE S1356
No FEATURE VALUE OF NODE COMPLIES S1357
WITH EVALUATION FORMULA?
Yes

STORE SET OF START POINTER AND END S1358
POINTER OF TIME-SERIES DATAINDICATED
BY NODE INTO BUFFER AREA

_ mwemar  JO
TERMINATE LOOP

OQUTPUT LIST OF SETSOF START POINTER AND S1360
END POINTER OF TIME-SERIES DATAEXISTING IN
BUFFER AREA
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TIME-SERIES DATA MANAGEMENT
DEVICE, SYSTEM, METHOD, AND
PROGRAM

TECHNICAL FIELD

The present invention relates to a time-series data manage-
ment device, a time-series data management system, a time-
series data management method, and a time-series data man-
agement program for managing time-series data which 1s
generated continuously with elapse of time. In particular, the
present invention relates to a technique for searching accu-
mulated time-series data for a desired search pattern fast.

BACKGROUND ART

With the advancement of the sensing technology such as
the RFID (Radio Frequency Identification) and GPS (Global
Positioning System), 1t becomes possible to acquire various
sensor data from the actual world such as factories and
offices, and cases where the sensor data are utilized 1n busi-
ness are increasing. For example, applied cases, such as the
“smart grid” 1n which “power usage values™ are acquired
from homes by using meter ispection devise and a required
power value 1n the future 1s predicted and analyzed on the
basis of the situation of use to control a power generation
value optimally, “traific situation prediction” 1n which “posi-
tion information” of vehicles on roads 1s acquired by using the
GPS and traffic situations such as a traffic jam are predicted
by analyzing speeds and directions of the vehicles, and “pre-
ventive device maintenance’ in which “running information”™
such as the number of motor rotations and pressures 1s
acquired from plant devices and facilities in a factory or the
like and an abnormality or a failure of a device 1s previously
detected on the basis of their values and variations are being
brought mto a practical use stage.

For making the most of the sensor data, it 1s indispensable
to analyze the data and understand 1ts operation characteris-
tics. It can be mentioned as a feature that the sensor data 1s the
so-called “time-series data” which 1s generated continuously
with the elapse of time. For understanding the operation char-
acteristics, 1t 1s important to find data variations and a pattern
along time. As a result, 1t becomes possible to make the most
of the sensor data 1in business by utilizing features and ten-
dencies of devices and facilities acquired from the sensor
devices.

In the analysis of time-series data, a method of “accumu-
lating” data and “searching for” various patterns in the accu-
mulated data through trial and error 1s taken. An example of
time-series data search will now be described specifically by
taking evidence management 1n physical distribution indus-
try as an example.

In recent years, cases where a sophisticated transportation
business utilizing sensor data 1s developed have increased in
the physical distribution industry. As one example of them,
there 1s a service which certifies that a load demanded to be
transported stably, such as medical cells or medicines, are not
transported roughly.

An 1mmpact meter 1s attached to each load. Sensor data
acquired every moment are accumulated 1n a storage device
such as a hard disk upon occasion. In order to certify stable
transportation, various searches are conducted on the accu-
mulated data. For example, a search pattern represented as
“extract a series in which the impact degree of a sensor
indicating a value of at least 20 1s generated continuously over
at least five seconds™ out of data “during three past months™ 1s
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2

specified. Unless this series 1s not extracted, 1t 1s certified that
stable transportation has been conducted.

A difference between the above-described search 1n time-
series data and search 1n conventional relational database will
now be described. In the search 1n the conventional relational
database, individual data such as, for example, “name” or
“address’ has meaning. And a feature of the search 1s that data
which matches a condition 1s taken out from data of simple
substance one by one.

On the other hand, 1n the time-series data, values of indi-
vidual sensor values are also important. However, a shift of
the sensor value led out from the data series becomes more
important. In search as well, therefore, 1t becomes important
to extract a data series which matches a specific search pattern
(referred to as series pattern as well).

As a method for implementing such a time series data
search, a method utilizing time-series analysis processing
using a stream data processing system proposed 1n an aca-
demic society relating to databases 1s concetvable (for
example, Non Patent Literature 1).

CITATION LIST
Patent Literature

Patent literature 1: JP-A-2005-63385

Non Patent Literature

Non Patent literature 1: B. Balcock, S. Babu, M. Datar, R.
Motwani and J. Widom, “Models and 1ssues 1n data stream

systems,” In Proc. Of PODS 2002, pp. 1-16 (2002)

SUMMARY OF INVENTION
Technical Problem

The stream data processing 1s used for applications as real
time analysis 1n many cases. However, the stream data pro-
cessing 1s also utilized for batch applications, 1.e., utilized as
analysis processing for accumulated data 1n many cases. In
time-series analysis processing 1n such applications, all accu-
mulated time-series data are loaded onto a memory and col-
lation with a specified series pattern 1s executed successively
along the time. Since such processing needs scan for all
time-series data, however, 1t 1s necessary to load all time-
series data which become an object of search from a disk onto
the memory.

In general, sensor data generated in the actual world often
become an enormous volume. In the conventional method,
therefore, there 1s a problem that the search performance 1s
degraded by frequent occurrence of disk I/O (Input/Output) at
the time of disk reading.

Furthermore, a technique of implementing a similarity
search for a specific pattern on past time-series data fast 1s
disclosed 1n Patent Document 1. In the scheme, conventional
similarity operation 1s made faster by previously conducting
quantization operation on all time-series data and conducting
a similarity calculation utilizing quantization at the time of
search. In the present scheme as well, however, i1t 1s necessary
to load all time-series data which become an object of opera-
tion from a disk and consequently the problem of the perfor-
mance degradation caused by the frequent occurrence of the
disk IO cannot be solved.

The present invention has been made to solve the problem.
An object of the present invention 1s to provide a time-series
data management device, a time-series data management sys-
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tem, a time-series data management method, and a time-
series data management program capable of searching accu-
mulated time-series data for a desired search pattern fast.

Solution to Problem

In order to solve the problem, a time-series data manage-
ment device according to the present invention includes a data
accumulation unit and a data search unit. When accumulating
time-series data, the data accumulation unit creates a time-
series index having a feature value of a data series calculated
every specific time period. And when searching time-series
data, the data search unit converts a specified search condition
to an evaluation formula for evaluating a feature value
included 1n the time-series index, makes a decision as to a
teature value of every time period included 1n the time-series
index by using the evaluation formula, identifies a complying
time period of a data series group, reads a data series group in
the 1dentified time period from a disk (for example, an exter-
nal storage device 200), and performs a time-series analysis
on only the data series which 1s read. When performing a
time-series analysis on the time data series stored on the disk,
it 1s possible to filter time-series data having a possibility of
matching a specified search pattern and read the filtered time-
series data from the disk.

Advantageous Effects of Invention

According to the present invention, 1t 1s possible to search
accumulated time-series data for a desired search patter fast.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 11s a diagram exemplilying a general configuration of
a system according to a first embodiment of the present inven-
tion;

FIG. 2 1s a diagram exemplifying a data structure of time-
series data;

FIG. 3 1s a diagram exemplifying a description form of a
search query;

FI1G. 4 1s a diagram exemplitying a schema definition table;

FIG. § 1s a diagram exemplifying a time-series data table;

FIG. 6 1s a diagram exemplifying an index generation table;

FI1G. 7 1s a diagram exemplifying data structures of a time-
series 1ndex table and a time-series index node;

FIG. 8 1s a diagram exemplifying an evaluation formula
generation rule table;

FIG. 9 1s a flow chart exemplilying receving processing,
conducted when a datarecerving unit has recerved time-series
data;

FI1G. 10 1s a tlow chart exemplifying time-series data writ-
ing processing conducted by a data writing unat;

FIG. 11 1s a flow chart exemplifying index generation
processing conducted by an index generation unit;

FIG. 12 1s a flow chart exemplifying search processing
conducted by a search recerving unait;

FIG. 13 1s a flow chart exemplifying index search process-
ing (regular time interval filtering search) conducted by an
index search unit;

FIG. 14 1s a flow chart exemplifying evaluation formula
generation processing conducted by an evaluation formula
generation unit;

FI1G. 15 1s a flow chart exemplifying time-series data read-
ing processing conducted by a data reading unit;

FIG. 16 1s a flow chart exemplifying time-series analysis
processing conducted by a time-series analysis unit;
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FIG. 17 1s a diagram conceptually showing a flow of index
search processing conducted by an imndex search unait;

FIG. 18 15 a diagram exemplitying a general configuration
ol a system according to a second embodiment of the present
invention;

FIG. 19 15 a diagram exemplifying a time-series data table
having compressed data;

FIG. 20 1s a diagram exemplifying data structures of a
time-series mdex table and a time-series index node accord-

ing to the second embodiment;

FIG. 21 1s a flow chart exemplilying data compression
processing conducted by a data compression unit;

FIG. 22 15 a tlow chart exemplifying data writing process-
ing conducted by a time-series data writing unit according to
the second embodiment;

FIG. 23 1s a flow chart exemplifying index generation
processing conducted by an index generation unit according
to the second embodiment;

FIG. 24 1s a flow chart exemplitying search processing
conducted by a search recerving unit according to the second
embodiment;

FIG. 25 1s a flow chart exemplifying index search process-
ing (regular time interval fixing search) conducted by an
index search unit according to the second embodiment;

FIG. 26 15 a flow chart exemplilying time-series data read-
ing processing conducted by a data reading unit according to
the second embodiment;

FIG. 27 1s a flow chart exemplifying data melting process-
ing conducted by a data melting unat;

FIG. 28 15 a diagram exemplitying a general configuration
of a system according to a third embodiment of the present
imnvention;

FIG. 29 1s a flow chart exemplilying search processing

conducted by a data recerving unit according to the third
embodiment;

FIG. 30 1s a flow chart exemplifying index search process-
ing conducted by an index search unit according to the third
embodiment;

FIG. 31 1s a flow chart exemplifying drawing processing
conducted by a viewer;

FIG. 32 1s a diagram exemplilying a general configuration
of a system according to a fourth embodiment of the present
imnvention;

FIG. 33 1s a diagram exemplifying an index generation
table according to the fourth embodiment;

FIG. 34 1s a flow chart exemplifying index generation
processing conducted by an index generation unit according
to the fourth embodiment:

FIG. 35 1s a tlow chart exemplifying index writing process-
ing conducted by an index writing unit according to the first
embodiment;

FIG. 36 1s a flow chart exemplifying index writing process-
ing conducted by an index writing unit according to the fourth
embodiment;

FIG. 37 1s a flow chart exemplilying time-series data read-
ing processing conducted by a data reading unit according to
the fourth embodiment;

FIG. 38 1s a flow chart exemplitying index search process-
ing (regular time interval fixing search) conducted by an
index search unit; and

FIG. 39 1s a diagram conceptually showing a flow of index
search processing (regular time interval {ixing search) con-
ducted by an index search unit.
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DESCRIPTION OF EMBODIMENTS

Herealter, embodiments of the present invention will be
described in detail with reference to the drawings.

First Embodiment

FI1G. 11s a diagram exemplilying a general configuration of
a system according to a first embodiment of the present inven-
tion. The system according to the present embodiment 1s
configured to include a time-series data management device
100, an external storage device 200 connected to the time-
series data management device 100, a manager PC 400 which
transmits time-series data 300 (see FIG. 2) to the time-series
data management device 100, and a client PC 500 which
transmits a search query 600 (see FIG. 3) to the time-series
data management device 100. By the way, PC 1s an abbrevia-
tion of “Personal Computer.” The search query 600 1s a pro-
cessing request (query) represented as a character string, and
it 1s used to 1ssue an 1nstruction to search the time series data
300 to the system.

The time-series data management device 100 1s a device
which accumulates and searches the time-series data 300. The
external storage device 200 i1s a storage device 1 which a
time-series data table 210 (time-series data information) (see
FIG. 5) and a time-series index table 220 (time-series index
information) (see FIG. 7) are stored. The external storage
device 200 1s composed of, for example, a HDD (Hard Disk
Drive).

The time-series data 300 1s a set of sensor data. Individual
sensor data generated with elapse of time are disposed 1n
order of time as a series. The sensor data 1s measured data
which 1s acquired from a sensing device, a facility/device or
the like. The sensor data includes running information such
as, for example, the number of revolutions or pressure, a
physical value such as temperature and humidity, and a time
stamp which represents their occurrence time.

The present embodiment will be described supposing that
the sensor data are various measured data occurring 1n the
actual world. In the present invention, however, the sensor
data are not restricted to them as long as the data are data
including a physical value. For example, stock price data
occurring outside the actual world can become an object of
the present invention.

The manager PC 400 1s a terminal of an operation manager
who 1nstructs the time-series data management device 100 to
store the time-series data 300 and conducts various kinds of
setting concerning data management. The client PC 500 1s a
terminal of a user who executes search the time-series data
management device 100. The client PC 500 transmits the
search query 600 which represents a search request and
receives a search result. Although not illustrated, each of the
manager PC 400 and the client PC 500 includes a processor,
a memory, an iput device, and an output device including a
display unit.

Components of the time-series data management device
100 will now be described.

The time-series data management device 100 includes a
processor 101, a memory 102, an input device 103, and an
output device 104. The time-series data management device
100 1s connected to the external storage device 200 via a disk
interface 1035.

The processor 101 1s composed of, for example, a CPU
(Central Processing Unit). The processor 101 executes a
time-series data management program 110 which 1s read onto
the memory 102, and thereby executes various kinds of pro-
cessing of the program.
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The various kinds of processing of the time-series data
management program 110 are implemented by execution of
them 1n the processor 101. However, they can also be imple-
mented as hardware by forming processing units which con-
duct various kinds of processing such as a data accumulation
unit 120 and a data search unit 130 as integrated circuits. In
the ensuing description of the present embodiment, each of
the processing units 1implemented by execution of various
programs 1n the processor 101 1s regarded as a subject of each
processing. In the case where processing units are 1mple-
mented as hardware, however, the processing units conduct
processing as subjects.

The memory 102 1s composed of a storage medium such as,
for example, a RAM (Random Access Memory) and a flash
memory. The input device 103 1s composed of devices such
as, for example, a keyboard and a mouse. The output device
104 1s composed of a device such as, for example, a liquid
crystal monaitor.

Components of the time-series data management program
110 will now be described.

The time-series data management program 110 1s com-
posed of the data accumulation unit 120, the data search unit
130, and a setting information store areca 140.

The data accumulation unit 120 executes processing of
receiving the time-series data 300 and writing the data onto a
disk 1n the external storage device 200 as the time-series data
table 210, and processing of creating index information for
filtering a data series which 1s read from a disk when search-
ing data and writing the information as the time-series index
table 220.

The data accumulation unit 120 1s composed of a data
receiving unit 121, a data writing unit 122, an index genera-
tion unit 123, and an mdex writing unit 124.

The data receiving unit 121 receives the time-series data
300 from the manager PC 400, and delivers the data to the data
writing unit 122 and the index generation unit 123. By the
way, when the data recerving unit 121 delivers data, 1t 1s also
possible to work data to forms which facilitate processing in
the data writing unit 122 and the index generation unit 123. It
1s supposed 1n the description of the present embodiment that
the work processing 1s conducted.

The data writing unit 122 conducts processing of receiving,
worked time-series data from the data recerving unit 121 and
writing the worked time-series data into the time-series data
table 210.

The index generation umt 123 conducts processing of
receiving the worked time-series data from the data recerving,
unit 121 and generating the time-series index table 220 hav-
ing time-series mdexes. The time-series index 1s index infor-
mation for filtering only a data series having a possibility of
matching in a time-series analysis from the time-series data
table 210 and reading the data series when searching data. As
aresult, 1t1s possible to omit reading data series which cannot
match 1n time-series analysis processing and 1t becomes pos-
sible to prevent the search performance from being degraded
by frequent occurrence of the disk I/O. By the way, 1n descrip-
tion of the present embodiment, “data series” 1s defined as
time-series data 1n a specific regular time 1nterval included in
the time-series data 300.

The time-series indexes retain various feature values cal-
culated every time period obtained by dividing the time series
data 300 at specific time intervals. The feature value 1s a
numerical value representing a tendency or a state of time-
series data 1n a specific regular time 1interval, and 1s calculated
as a set operation of sensor data values belonging to each data
series. For example, an arbitrary set operation such as a maxi-
mum value/mimnimum value or average/variance can be
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applied to the present invention. In addition, a combination of
feature values may be applied as a new feature value. For
example, 1t 1s also possible to use “upper and lower limits™ of
a sensor value 1n series data as feature values by using a
“maximum value” and a “minimum value.”

The 1index writing unit 124 executes processing of recerv-
ing a time series index generated by the index generation unit
123 and writing the time series index into the time series index

table 220.

The data search unit 130 conducts processing of extracting
a data series matching a desired search pattern from the time
series data table 210 1n response to a search request from the
client PC 500. The data search unit 130 1s composed of a
search receiving unit 131, an evaluation formula generation
unit 132, anindex search unit 133, adatareading unit 134, and
a time-series analysis unit 135.

In the present embodiment, the data reading unit 134 reads
time-series data from the time-series data table 210 onto the
memory 102, and the time-series analysis unit 135 conducts
collation processing of the data with the search query 600.
However, a feature of the present embodiment 1s that the
index search unit 133 refers to the time-series index 1n the
time-series index table 220 and filters a data series having a
possibility of matching in the time-series analysis processing,
before reading time-series data from the time-series data table
210.

Hereatter, the processing units will be described 1n more
detail.

The search receiving unit 131 plays a role as an interface
layer for the client PC 500. The search receiving unit 131
executes processing of receiving the search query 600 from
the client PC 500, receiving a search result from the time-
series analysis umt 1335, and returning the result to the client
PC 500. After receiving the search query 600, the search
receiving unit 131 calls the index search umit 133 and the data
reading unit 134 at suitable timing. Details thereotf will be
described later.

The evaluation formula generation unit 132 executes pro-
cessing of generating an evaluation formula on the basis of the
search query 600. The evaluation formula 1s a formula for
making a decision as to a compliance degree of each feature
value of the time-series index with the search query 600. In
this compliance degree decision, the evaluation formula gen-
cration unit 132 identifies a complying data series and reads
the data series from the time-series data table 210.

For example, 1n the case where the feature value has a value
obtained by combining “maximum” with “mimmum,” 1.e.,
has an upper limit and a lower limit of series data 1n a specific
regular time 1nterval, the search query 600 1s converted to a
formula for evaluating the upper limit and lower limait. For
example, 1n the case where a search pattern represented as
“extract a series 1n which a value of at least 10 continues over
at least five seconds” 1s specified, the search pattern 1s con-
verted to a formula that “the minimum value 1s at least 57
which means at least 5 seconds. Series data complying with
the present formula 1s a series having a possibility of match-
ing 1n the time-series analysis. Conversely, series data which
does not comply with the present formula never matches 1n
the time-series analysis and consequently the series data does
not become an object of reading.

The index search unit 133 conducts processing ol recerving,
the evaluation formula from the evaluation formula genera-
tion unit 132 and making a decision as to a compliance degree
with a feature value of every time period obtained by dividing,
by a specific regular time interval, out of the time series index.
The index search unit 133 extracts pointer information of the
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data series 1n the complying time period, and outputs the
pointer information to the data reading unit 134.

The data reading umt reads a data series indicated by the
pointer from the time-series data table 210 on the basis of the
pointer information, and outputs the data series to the time-
series analysis unit 135.

The time-series analysis unit 135 reads the data series,
conducts collation processing with the search query 600 on
the memory, extracts a data series which completely matches
the search query 600, and outputs the data series to the search
receiving unit 131. As a favorable example of processing
conducted by the time-series analysis unit 135, there 1s stream
data processing described in Non Patent Document 1. In the
example of the present embodiment, the time-series analysis
unit 135 will be described on the basis of the stream data
processing. However, the processing conducted by the time-
series analysis unit 135 1s not restricted to the stream data
processing as long as the processing 1s processing capable of
collating a data series with the search query 600.

The setting information store area 140 1s composed of a
schema definition table 141 (schema definition information)
(see FIG. 4), an index generation table 142 (index generation
information) (see FIG. 6), and an evaluation formula genera-
tion rule table 143 (evaluation formula generation rule infor-
mation) (see FIG. 8) which are various kinds of setting infor-
mation for managing the time-series data. The schema
definition table 141 1s definition information which describes
structures ol respective sensor data included in the time-series
data 330. In the index generation table 142, various kinds of
setting information for generating time-series idexes are
defined. The index generation table 142 1s referred to by the
index generation unit 123. In the evaluation formula genera-
tion rule table 143, conversion rules for converting the search
query 600 to evaluation formulas are defined. The evaluation
formula generation rule table 143 1s referred to by the evalu-
ation formula generation unit 132.

Components of the external storage device 200 will now be
described.

The time-series data table 210 1s an area for accumulating,
the time-series data 300, and 1s, for example, a table of a
relational database. The time-series index table 220 1s a table
for accumulating the time-series index, and 1s, for example, a
table of a relational database.

FIG. 2 1s a diagram exemplilying a data structure of the
time-series data 300. The time-series data 300 1s a set of
sensor data 301, and sensor data 301 are disposed 1n a time
series. The sensor data 301 1s data generated by a data source
and 1t can be regarded as data at a specific moment in the
time-series data. The sensor data 301 1s composed of a data
source name 311, a time stamp 312, and a sensor value 313
(313a, 3135, 313c and 3134d).

The data source name 311 1s an 1dentifier for identifying a
data source which 1s a generation source of the sensor data
301. In the present embodiment, the data source name 311 1s
handled as a character string which indicates a name of the
data source. However, the data source name 311 1s not
restricted to a character string which indicates a name of the
data source, as long as the data source name 311 identifies the
data source. For example, a numerical value such as an ID
number can also be applied to the present mnvention.

The time stamp 312 represents time when each sensor data
has occurred. In the present embodiment, the time 1s repre-
sented by “the Christian Fra (four digits)-month-day-hour:
minute: second.” However, the time stamp 1s not restricted to
the representation as long as time can be recognized, but any
time form can be applied.
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The sensor value 313 1s a measured value of sensor data,
and 1s composed of a single physical value or a plurality of
physical values. In the ensuing description of the present
embodiment, 1t 1s supposed that a plurality of sensor values
exist 1n one sensor data. However, 1t 1s also possible that a
single sensor value exists for one sensor data. The reason why
a plurality of sensor values exist 1s that a plurality of measured
values such as, for example, physical data “the number of
revolutions™ and “pressure” are acquired at the same time in
sOme cases.

In the ensuing description of the present embodiment, 1t 1s
supposed that the time-series data 300 1s described in the CSV
(Comma-Separated Values) text form as shown in FIG. 2 and
the time-series data 300 1s input to the data recerving unit 121
in the time-seres data management device 100. However, the
form of the time-series data 300 1s not restricted to 1t as long
as the time-series data 300 1s represented as a set of sensor
data and the data receiving unit 121 can interpret it. For
example, a form 1 which the time-series data 300 1s repre-
sented 1n a binary form and 1s input to the data recerving unit
121 can also be applied to the present invention.

The time-series data 300 1s 1nput to the time-series data
management device 100. In the ensuing description of the
present embodiment, 1t 1s supposed that the time-series data
300 1s input to the time-series data management device 100
from the manager PC 400 manually by using a dedicated
command. For example, however, a method of conducting
network communication between a remote host and the time-
series data management device 100 via a communication path
such as a LAN (Local Area Network) to input the time-series
data 1s also possible.

FIG. 3 1s a diagram showing an example of a description
form of the search query 600. The search query 600 1s com-
posed of a searchrange interval 610 which 1s a “select_range”™
phrase, a search 1item 620 which 1s a “select_items” phrase, a
search object range 630 which 1s a “where timerange”
phrase, and a search condition 640 which 1s a ““where_condi-
tion” phrase.

A regular time 1nterval of the data series 1s specified 1n the
search range interval 610. A data source which outputs the
data series and a sensor value are specified 1n the search item
620. As a feature of the time-series search, specification con-
ducted by combining the search object range 630 with a data
pattern (vanation pattern) specified 1n the search condition
640 1s typical. By the way, the data pattern (variation pattern)
1s a pattern which indicates a variation of the data series
desired to be extracted, and the data pattern 1s composed of a
regular time 1nterval of the data series and a condition for-
mula.

The search object range 630 indicates a specific time
period specified as a search object by the user, and it 1s
specified by a search object range. In the example shown 1n
FIG. 3, a time period ranging from 0 second 0 minute 7
o’clock, Jan. 7, 2010 to 0 second 0 minute, 12 o’clock, Jan.
10, 2010 1s set as the search range, and time-series data 1n the
section 1s read from a disk 1n the external storage device 200
and set as the object of the time-series analysis processing.

In the example of the search condition 640 shown 1n FIG.
3, it 1s 1indicated to “‘extract series data having an average
value (AVG) of a pressure of a gas engine 1 over a period of
S seconds exceeding 1,500 on the basis of the search range
interval 610.

A data pattern described by the search condition 640 1s
composed of an aggregation function formula and a condition
decision formula. The aggregation function formula 1s an
operation intended for all sensor values existing 1n the search
range interval, and an arbitrary formula such as, for example,
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an average value (AV(G), a maximum value (Max), a mini-
mum value (Min), and a sum (Sum), can be used. The condi-
tion decision formula 1s a relational operator for making a
decision as to an operation result led by the aggregation
function formula, and an arbitrary operator, such as, for
example, an mequality operator (<, >, =, =) or an equality
operator (=) can be used.

To sum up, the example shown 1n FIG. 3 means “extract
series data having an average value of the pressure value of
the gas engine 1 over 5 seconds exceeding 1,500 in a time
period ranging from 0 second 0 minute 7 o clock, Jan. 7, 2010

to 0 second 0 minute, 12 o’clock, Jan. 10, 2010 (2010-01-07
07:00:00, 2010-01-10 12:00:00), and output the gas engine 1
and the pressure.”

In the description of the present embodiment, 1t 1s supposed
that the search condition 640 1s described in the above-de-
scribed form. However, the present invention 1s not restricted
to the form as long as a form can represent a variation and
state pattern of the sensor value.

FIG. 4 1s a diagram exempliiying the schema definition
table 141. An example of the schema definition table 141
(schema definition information) which 1s a data form of the
time-series data 300 will now be described with reference to
FIG. 4. A data source name 700 1s an 1dentifier for identifying
a data source which becomes a generation source of sensor
data, and a name of the data source 1s used here. As for an
attribute name 701, a classification name of a sensor value of
sensor data generated from each data source 1s stored. An item
corresponding to an nth row of the attribute name 701 corre-
sponding to each item 1in the data source name 700 corre-
sponds to an nth column of the sensor value 313 1n the sensor
data 301. For example, 1n the example shown 1n FIGS. 2 and
3, 313a corresponds to “water temperature,” 3135 correspond
to “temperature,” 313¢ corresponds to “pressure,” and 3134
corresponds to “the number of revolutions.”

After receiving the time-series data 300, the data receiving
unit 121 refers to the schema definition table 141 when con-
ducting work processing to decompose each sensor data
every attribute.

FIG. 5 1s a diagram exemplifying the time-series data table
210. An example of the time-series data table 210 (time-series
data information) will now be described with reference to
FIG. § and with reference to FIG. 1 as the occasion may
demand. The time-series data table 210 1s a table for accumu-
lating the time-series data 300, and 1s composed of an ID 211,
a data source name 212, an attribute name 213, a time stamp
214, and a sensor value 215.

The ID 211 1s an identification number for identifying each
row, and one specific sensor value of sensor data generated at
cach time 1s stored in each row. The data source name 212 1s
an 1dentifier for identifying a data source which becomes a
generation source of sensor data. For example, a name of the
data source 1s stored in the data source name 212. A classifi-
cation name of a sensor value of sensor data generated from
the data source 1s stored 1n the attribute name 213. Time when
sensor data 1s generated 1s entered to the time stamp 214.
Numerical value data which 1s a sensor value 1s stored 1n the
sensor value 213.

As described above, the data writing unit 122 receives each
worked sensor data from the data recerving unit 121, and
writes the data into the time-series data table 210. By the way,
in the present embodiment, a plurality of attributes are stored
mixedly into one time-series data table 210. However, a
method of dividing the table every attribute 1s also possible.

Furthermore, in the description of the time-series data, 1t 1s
supposed that the time-series data 1s stored on the RDB (rela-
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tional database). However, a scheme of storing the time-series
data directly on, for example, a file system can also be applied
to the present invention.

FIG. 6 1s a diagram exemplifying the index generation table
142. The index generation table 142 1s defimition information
needed when generating a time-series index, and 1s composed
of a data source name 710, an attribute name 711, a division
regular time interval 712, and a feature value calculation
function 713. By the way, the time-series index has a data
structure obtained by dividing time-series data every specific
regular time interval and providing each time period with a
teature value, although details will be described later.

The data source name 710 1s an 1dentifier for identifying a
data source which becomes a generation source of sensor
data. A sensor classification name of a sensor value 1s stored
in the attribute name 711. A single regular time interval for
division or a plurality of regular time 1ntervals are stored 1n
the division regular time 1nterval 712. An aggregation func-
tion used as a feature value 1s stored in the feature value
calculation function 713.

For example, 1n the case where the data source name 710 1s
“gas engine 1" and the attribute name 711 1s “water tempera-
ture” 1in FIG. 6, the division regular time interval 712 1s set
equal to one hour, 30 minutes, and 10 minutes, and a feature
value obtained when the time period 1s divided by each regu-
lar time 1nterval 1s calculated.

For example, i the case where the whole time period of
time-series data 1s “10:00-12:00,” a maximum value and a
mimmum value are included 1n the time-series index in the
present example as feature values 1n “10:00-11:00” and “11:
00-12:00” obtained by dividing the whole time period to one
hour intervals, feature values 1n “10:00-10:30,” “10:30-11:
00,” “11:00-11:30” and *“11:30-12:00 obtained by dividing
the whole time period to 30 minute intervals, and feature
values 1n “10:00-10:10,” “10:10-10:20,” . . ., “11:50-12:00”
obtained by dividing the whole time period to 10 minute
intervals.

The reason why the feature value 1s retained every different
division regular time interval will now be described. If the
division regular time interval 1s remarkably different from the
search range interval, a high precision compliance degree
decision cannot be made. Therefore, a feature value 1s previ-
ously calculated every different division regular time interval.
And a division regular time interval having a value close to the
search range interval 1s selected when making a decision as to
compliance.

The case where a high precision compliance decision can-
not be made 1s, for example, the case where “division regular
time interval>>search range interval.”” Even 1if the feature
value complies with the evaluation formula, it 1s compliance
only 1n a local range. Therefore, the possibility of not match-
ing 1n ranges other than the local range 1n the time-series
analysis processing becomes high. In other words, wastetul
reading of time-series data occurs.

In evaluating the feature value in the division regular time
interval, there are the case where the relation “division regular
time 1nterval>search range interval” 1s satisfied and the case
where the relation “division regular time interval<search
range interval” 1s satisfied. The latter case 1s a method of
linking feature values i1n regular time intervals which are
adjacent to each other and thereby calculating a feature value
corresponding to a plurality of division regular time 1ntervals
and making a decision as to the feature value according to the
evaluation formula. Details thereof will be described later.
Here, the former method will be described.

If a node having a division regular time interval which
assumes a value close to the search range interval as far as
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possible while satisfying the relation “division regular time
interval>search range interval” can be extracted, then 1t 1s

possible to prevent wasteful data reading to the utmost.

For example, 1n the case where the division regular time
interval of index data 223 (see FIG. 7) has three hierarchy

levels: one hour, 30 minutes, and 10 minutes and the search
range 1terval 1s 20 minutes, it 1s desirable to extract nodes
having the division regular time interval of 30 minutes.

FIG. 7 1s a diagram exemplifying data structures of a time-
series index table and a time-series index node. The time-
series 1ndex table 220 (time-series index information) shown
in FIG. 7(a) has index data 223 which retains a feature value
in each time period, every attribute name 222 of a data source
221. The index data 223 1s composed of a plurality ofnodes of
time-series mdex (time-series mdex nodes), and has a tree
structure of indexes (index tree).

For example, in FIG. 7(a), a time-series index node 230a 1s
a node which 1s one hour 1n range interval and which retains
various feature values, for example, a maximum value and a
minimum value 1 a time period ranging from O second O
minute 7 o’clock, Jan. 10, 2010 to O second 0 minute, 8
o’clock, Jan. 10, 2010. A time-series index node 23054 1s a
node which 1s hour in range interval 1in the same way and
which retains various feature values in a time period ranging
from O second 0 minute 8 o’clock, Jan. 10, 2010 to 0 second
0 minute, 9 o’clock, Jan. 10, 2010.

As a feature of the present embodiment, the index data 223
can retain nodes having different regular time intervals hier-
archically. In an example shown 1n FI1G. 7a, anode set 240a 1s
a set of nodes having a regular time interval of one hour, and
anode set 2405 15 a set of nodes having a regular time 1nterval
which 1s shorter than that of higher order nodes, and which 1s,
for example, 30 minutes. A node set 240¢ 1s a set of nodes
having a regular time interval which 1s shorter than that of
higher order nodes, and which 1s, for example, 10 minutes.

Each node has a time period, specifically start time and end
time of a range mterval. In the case where a time period of a
low-order node 1s included 1n a time period of a high-order
node, the high-order node retains pointer information to the
low-order node. For example, a time-series index node 230c¢
1s a node having a feature value 1n a time period ranging from
0 second 0 minute 7 o’clock, Jan. 10, 2010 to 0 second 30
minutes, 7 o’clock, Jan. 10, 2010. A time-series index node
230d 1s a node having a feature value 1n a time period ranging
from 0 second 30 minutes 7 o’clock, Jan. 10, 2010 to 0 second
0 minute, 8 o’clock, Jan. 10, 2010. In the same way, a time-
series 1ndex node 230¢g 1s a node having a feature value 1n a
time period ranging from 0 second O minute 7 o’clock, Jan.
10, 2010 to 0 second 10 minutes, 7 o’clock, Jan. 10, 2010. A
time-series index node 230/ 1s a node having a feature value
in a time period ranging from 0 second 10 minutes 7 o’clock,
Jan. 10, 2010to 0 second 20 minutes, 7 o’clock, Jan. 10, 2010.
A time-series index node 230i 1s a node having a feature value
in a time period ranging from 0 second 20 minutes 7 o’clock,
Jan. 10, 2010to 0 second 30 minutes, 7 o’clock, Jan. 10, 2010.

FIG. 7(b) 1s a diagram showing an example of a data
structure of a time-series mdex node. An ID 231 1n a time-
series index node 230 1s an 1dentifier for identifying the node.
A number unique to the node 1s assigned by the mdex gen-
eration unit 123. A time period 232 1s a time period of the
node, and the time period 232 includes start time 232a and
end time 232b. A feature value 233 is a single or a plurality of
feature value(s).

A pointer 234 stores information of a pointer to sensor data
in the time-series data table 210. A pointer 234a 1s a pointer of
start time of time-series data, 1.e., sensor data having start
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time. A pointer 2345 1s a pointer of end time of time-series
data, 1.e., sensor data having end time.

Inthe description of the present embodiment, 1t 1s supposed
that the ID 211 shown in FIG. 5 1s utilized. However, a
physical address in the external storage device 200 storing >
sensor data can also be utilized. A subordinate node pointer
235 stores a pointer array to subordinate nodes. For example,
in the subordinate node pointer 235 of the time-series index

node 230c¢ shown in FIG. 7(a), the IDs 231 of the time-series

index nodes 230g, 230/ and 230; which are subordinate
nodes linked to the node 230c¢ are stored.

In the present embodiment, the ID 231 of each node 1s used
as the subsequent node pointer 235. For example, however, a
physical address 1n the external storage device 200 1n which
cach node 1s stored can also be utilized. By the way, as for a
data form of the index data 223, an arbitrary form such as the
binary form or the XML (Extensible Markup Language) form
can be used as long as 1t can represent the index data 223.

FIG. 8 1s a diagram exemplitying the evaluation formula 2¢
generation rule table 143. A data structure of an evaluation
formula generation rule will now be described with reference
to FIG. 8 and with reference to FIG. 3 as the occasion may
demand. The evaluation formula generation rule 1s a rule for
the evaluation formula generation unit 132 to generate an 25
evaluation formula for making a decision as to a compliance
degree with a feature value retained by each node in the index
data 223, on the basis of the search query 600 received from
the client PC 500.

The evaluation formula generation rule table 143 1s com- 30
posed of a set of a plurality of rules, and 1s a table formed by
extracting one rule which matches a character string
described 1n the search condition 640 1n the search query 600,
generating a corresponding evaluation formula, and storing
the formula into the table. 35

A rule ID 721 1s an 1dentifier for identifying each rule. A
search condition pattern 722 1s a search pattern character
string for collating the search character string described in the
search condition 640 therewith. In the present embodiment,
the search condition pattern 722 1s implemented by normal 40
representation. An evaluation formula 723 stores a pattern of
an evaluation formula to be generated and generates an evalu-
ation formula corresponding to the search condition pattern
722.

As for a search pattern corresponding to rule ID="01," 1n 45
the case of a pattern of a character string ““a character string of
the search condition 640 begins with “AVG,” “MIN” or
“MAX,” followed by several arbitrary character strings, then
“>” and “arbitrary numerical value (X),” the evaluation for-
mula 1s converted to “F_MIN>X, F MIN<X<F MAX.’ 50

For example, in the case where the search query as
shown 1 FIG. 3 1s specified, a search condition formula
described 1n the search condition 640 1s “AVG (gas engine 1,
pressure)>1500" and consequently a rule having an 1D 721
“01” 1s complied with 1t. 55

In this case, “F_MIN>$2: F MIN<$2<F MAX;” 1is
selected as the evaluation formula. By the way, $2 in the
evaluation formula 1s backward reference of regular expres-
sion, and a value of “(¥d+)” matching the search pattern,
which 1s “1500” 1n the above-described example, 1s substi- 60
tuted into $2. By the way, F_MIN, F_MAX and F_SUM
shown i FIG. 8 are feature values in each time period
retained by the time-series index. An evaluation formula for
evaluating each feature value 1s generated as described above.

I a value obtained by substituting each feature value of the 65
time-series index into the evaluation formula 1s true, then the
teature value 1s regarded as complying.
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For example, 1n the case where a feature value 1n a certain
time period 1s MAX=1700 and MIN=800, substituting the

feature value into the evaluation formula yields “1700>1500;
800<1500<1700” and consequently the formula 1s judged to
be complying. This means that series data having an average
value of at least 1500 as an original search condition formula
has a possibility of falling within the range of the lower limit
value 800 to the upper limit value 1700.

On the other hand, 1n the case of a feature value MAX=600,
MIN=400 1n a different time period, a formula “600>1500;
400<1500<600” does not comply. This means that series data
having an average value of at least 1500 as an original search
condition formula never matches series data having an upper
limit value 600. By the way, in the feature value of the evalu-
ation formula 723, “F_""1s prefixed to the present example 1n
order to make a distinction from a feature value calculation
function described 1n the search condition pattern character
string.

Data Store Unit

The data store unit 120 will now be described with refer-
ence to FIGS. 9 to 11 and FIG. 35 and with reference to FIG.
1 as the occasion may demand.

FIG. 9 15 a flow chart exemplifying receiving processing,
S900 conducted when the data receiving umit 121 has received
the time-series data 300. In the recetving processing S900,
working processing 1s conducted with the time-series data
300 decomposed every sensor data and every attribute and
processing of delivering worked to the data writing unit 122
and the index generation unit 123 1s conducted. Hereaftter, a
flow of the processing will be described with reference to
FIG. 9.

The data receiving unit 121 receives the time-series data
300 (S901), and loops processing at S903 to S910 for all
sensor data existing in respective rows (5902). The data
receiving unit 121 takes out next sensor data by one row
(5903), and acquures a list of attribute names 711 correspond-
ing to a data source name 710 of the sensor data from the
schema definition table 141 (see FIG. 4) (8904). For example,
in an example of “gas engine 1 shown 1n FIG. 4, “water
temperature,” “temperature,” “pressure,” and “the number of
revolutions™ are acquired.

Then, the data receiving unit 121 loops processing at S906
to S909 for all attribute names (S9035). The data receiving unit
121 takes out the next attribute name from the list of attribute
names taken out at S904, and takes out a sensor value from the
sensor data (8906). For example, in an example of sensor data
shown 1n a first line of FIG. 2, a sensor value “15.2” 1s taken
out as the “water temperature.” And conversion to sensor data
having only one sensor value every attribute 1s conducted.
After the conversion, the datarecerving unit 121 assigns an 1D
number for identifying uniquely to the sensor data, and con-
ducts working to obtain sensor data having a form of “ID
number,” ““data source name,” “attribute name,
and “sensor value” (S907).

In addition, the data recerving unit 121 delivers the worked
sensor data to the data writing unit 122 successively (S908),
and delivers the worked sensor data to the index generation
unmit 123 (58909). I there are no attributes to be taken out, 1.¢,
if 1n the above-described example working processing for
four attributes of one sensor data 1s finished, then the process-
ing at S906 to S909 is finished (5910), and the processing
proceeds to S911.

The data recerving unit 121 conducts the above-described
working processing on all sensor data existing in the time-

series data 300. I there are no sensor data to be taken out, the
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data recerving unit 121 finishes the processing at S903 to
5910 (S911) and proceeds to S912. Upon finishing taking out
of all sensor data from the time-series data 300, the data
receiving unit 121 transmits terminal data to the data writing
unit 122 to notify that there are no more data (5912), transmits
terminal data to the index generation unit 123 1n the same way
(S913), and finishes the recerving processing S900.

FIG. 10 1s a tlow chart exemplifying time-series data writ-
ing processing S1000 conducted by the data writing unit 122.
In the time-series data writing processing S1000, the data
writing unit 122 conducts processing ol recerving worked
sensor data from the data receiving unit 121 and writing the
worked sensor data into the time-series data table 210 upon
occasion. Hereafter, a flow of the processing will be described
with reference to FIG. 10.

Until all worked sensor data are received, the data writing
unit 122 conducts processing at S1002 and S1003 (S1001).
The data wrltlng unit 122 receives worked sensor data from
the data recewmg unit 121 (81002), and writes the data into
the time-series data table 210 (81003) Upon receiving the
terminal data from the data recelvmg umt 121, the data writ-
ing umt 122 finishes the processing at S1002 and S1003
(S1004), and finishes the time-series data writing processing
S1000.

By the way, in the example of the present embodiment, the
processing of writing sensor data into a relational database
successively 1s conducted each time the sensor data 1s
received. However, 1t 1s also possible to buil

er the sensor data
into, for example, the memory and write the sensor data to a
database 1n the lump.

FIG. 11 1s a flow chart exemplifying index generation
processing S1100 conducted by the index generation umit
123. In the index generation processing S1100, the index
generation unit 123 conducts processing of receiving sensor
data from the data receiving unit 121 upon occasion, calcu-
lates a feature value on the basis of the received sensor data,
generating a time-series index, and delivering the time-series
index to the index writing unit 124. Hereafter, a flow of the
processing will be described with reference to FIG. 11.

The index generation unit 123 recerves sensor data from
the data recerving unit 121, and reads a data source name
included in the data (S1101). Then, the index generation unit
123 reads a corresponding list of attribute names 711 from the
index generation table 142 (S1102), and secures a butter for
feature value calculation on the memory every attribute
(S1103). The butter for feature value calculation 1s an area on
the memory for temporarily storing sensor data of an opera-
tion object to conduct operation on a plurality of sensor data
and calculate various feature values. For example, in the case
where the data source name of the recerved time-series data 1s
“gas engine 17" 1n the example shown 1n FI1G. 6, four attributes
(“water temperature,” “temperature,” “pressure,” and “the
number of revolutions™) are read and four buffer areas are
secured.

Until all sensor data are received, the index generation unit
123 conducts processing at S1105 to S1117 to create a time
series 1ndex every attribute (S1104). The index generation
unit 123 reads a list of the division regular time intervals 712
and a list of the feature value calculation functions 713 cor-
responding to each attribute name, from the index generation
table 142 (51105). In the case where the attribute name 1s
“water temperature” in the example shown in FIG. 6, 1
hour,” “30 minutes,” and “10 minutes” are read as the list of
the range interval and “MAX” and “MIN” are read as the list
of feature value calculation functions.

The index generation unit 123 receives sensor data upon
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sponding to the attributes (S1106), and makes a decision
whether a regular time 1nterval 1n the builer areas exceeds a
maximum value of the division regular time 1nterval (S1107).
If a regular time 1nterval of a set of sensor data accumulated 1n
the buflfer areas, 1.e., a regular time 1nterval of the time-series
data exceeds a maximum value i the list of the division
regular time intervals (51107, Yes), the index generation unit
123 executes S1108 and subsequent steps. Otherwise (81107,
No), the index generation unit 123 returns to S1106 again and
receives data upon occasion. For example, 1n the case where
the regular time 1nterval of the time-series data 1n the builer
area corresponding to the attribute of the “water temperature™
exceeds “1 hour” 1n the case of FIG. 6, the index generation
umt 123 executes S1108 and subsequent steps.

The index generation unit 123 conducts processing at
S1109 to S1114 1n order of increasing division regular time
interval 1n the list of range intervals of the division regular
time interval 712 (51108). In other words, at S1108 and
sub sequent steps the index generation unit 123 conducts pro-
cessmg of calculating a feature value for time-series data 1n
the butler area and creating the index data 223.

If the attribute 1s the “water temperature” 1n the example
shown 1n FIG. 6, the index generation unit conducts process-
ing 1n the order of “10 minutes,” “30 minutes,” and then *1
hour.” This 1s because it 1s necessary to substitute a pointer of
a low order node into the node pointer 235 when creating a
time-series 1ndex node, and consequently 1t 1s necessary to
create time-series 1ndex nodes in order from a low-order
time-series index node.

The mndex generation unit 123 takes out the next range
interval (division regular time interval) (S1109), divides
time-series data 1n the bulfer to division regular time inter-
vals, and calculates specified by a feature value calculation
function 1 each range (S1110). In the above-described
example, the buller 1s divided to time-series data of every “10
minutes” and calculates a “maximum value” and a “minimum
value” for each time-series data. After the calculation, the
index generation unit 123 conducts pre-processing for creat-
ing a time-series mdex node. Specifically, the index genera-
tion unit 123 creates a time-series index node, assigns an 1D
number to the node, and substitutes “start time” and “end
time” of time-series data 1n each time period, an “ID number”
of sensor data indicating the start time, an “ID number” of
sensor data indicating the end time, and the *“feature value”
calculated at S1110 (S1111). By the way, the present node
creation 1s conducted every time period obtained by the divi-
s1on conducted at S1110. For example, 1n the example shown
in FI1G. 6, the time period “1 hour” in the buifer 1s divided to
“10 minutes,” and consequently a total of s1x nodes are cre-
ated.

Then, the index generation unit 123 makes a decision
whether a range interval (division regular time interval) of a
processing object 1s a minimum value in the list of range
intervals (S1112). In the case where the range 1nterval (divi-
sion regular time interval) of the processing object 1s a mini-
mum value 1n the list of range ntervals (S1112, Yes), 1.e. a
range interval of the lowest order of the time-series index, the
index generation unit 123 substitutes “NULL” into the node
pointer 235 of the time-series index node created at S1111
(S1113). It the range interval of the processing object 1sn’t a
minimum value (5112, No), the mndex generation unit 123
substitutes a plurality of ID numbers of time-series mndex
nodes belonging to the same range interval and having a range
interval which 1s lower-order by one into the node pointer
(S1114) and proceeds to S1115.

Upon finishing the processing at S1109 to S1114 on all
division regular time 1ntervals, the index generation unit 123
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finishes aloop (S1115) and clears the butfer (S1116). And the
index generation unit 123 calls index writing processing

(S1117) and delivers a data source name, an attribute name,
and index data to the index writing processing. Thereafter, the
index generation umt 123 executes S1105 to S1117 repeti-
tively until 1t recerves terminal data from the data recerving,
unit 121. Upon recerving all sensor data, the index generation
unit 123 fimishes a loop (S1118) and finishes the index gen-
eration processing S1100.

By the way, 1t 1s also possible for the index generation unit
123 to reconfigure the index of time-series at arbitrary timing.
In this case, a new time-series index can be reconfigured by
deleting an old index stored 1n the time-series index table 220
at timing, for example, when an index update instruction has
been received from the client PC 500, taking out all time-
series data 1n the time-series data table 210, and conducting
the index generation processing S1100.

In addition, in this index reconfiguration, 1t 1s also possible
for the index generation unit 123 to link feature values 1n
adjacent time periods 1n the time-series index at arbitrary
timing and thereby calculate a feature value corresponding to
a plurality of regular time intervals and reconfigure the time-
series index. For example, 1n the case where there are a node
A (“maximum value: 13, “minimum value: 8”) and a node B
(“maximum value: 18, “minimum value: 10”) which have a
division regular time interval of 10 minutes and which are
adjacent to each other, a new node C (“maximum value: 18,”
“mimimum value: 8”) having a division regular time nterval
of 20 minutes can be created by linking the feature values of
them. In other words, the index generation unit 123 links
teature values 1n adjacent regular time intervals for the time
series index having the hierarchical structure at arbitrary tim-
ing. As a result, the index generation unit 123 can calculate a
teature value corresponding to a plurality of regular time
intervals and reconfigure a time-series index by regarding a
plurality of regular time intervals as a new regular time 1nter-
val.

In addition, the index generation unit 123 can also dynami-
cally determine the division regular time interval of each node
according to a variation of the sensor value without using the
division regular time interval 712 in the index generation
table 142 (see FI1G. 6). For example, processing of providing
a time period having a sensor value variation lower than a
predetermined level with a large regular time interval and
providing a time period having a sensor value variation of at
least a predetermined level with a small regular time 1nterval
when calculating the feature value can also be applied to the
present invention.

FI1G. 35 1s a flow chart exemplifying index writing process-
ing S3500 conducted by the index writing unit 124. Process-
ing of writing the time-series index recerved from the index
generation unit 123 into the time-series 1index table 220 1s
conducted. Hereafter, a tlow of the processing will be
described.

The index writing unit 124 receives a data source name, an
attribute name, and an 1index tree from the index generation
unit 123 (S3501). And the index writing unit 124 writes the
received values into the data source name 211 and the
attribute name 222 in the time-series index table 220, writes
the index tree 1nto the index data 223 (583502), and finishes the
index writing processing S3500.

Data Search Unit

The data search unit 130 will now be described with refer-
enceto FIGS. 12 to 17 and FIG. 39 and with reterence to FIG.
1 as the occasion may demand.
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FIG. 12 1s a flow chart exemplifying search processing
S1200 conducted by the search receiving unit 131. In the
search processing S1200, the search query 600 1s received
from the client PC 500, processing 1n the index search unit
133, processing 1n the data reading unit 134, and processing in
the time-series analysis unit 1335 are called successively, and
a search result 1s output to the client PC 500. Hereaftter, a flow
of the processing will be described with reference to FIG. 12.

Upon receiving the search query 600 from the client PC
500 (81201), the search recerving umit 131 delivers the search
query 600 to the index search unit 133, calls index search
processing (S1202) which will be described later, and
receives an address list of time-series data of a reading object
from the time-series data table 210 as an output.

Then, the search receiving umt 131 calls time-series data
reading processing in the data reading unit 134 (581203). In
the data reading processing, time-series data which becomes
an object of time-series analysis 1s output as an output result.
And the search recerving unit 131 calls time-series analysis
processing 1in the time-series analysis unit 135 (81204) and
delivers the time-series data which is output to the time-series
analysis processing. In addition, collation 1s conducted by the
time-series analysis processing, and the search recerving unit
131 recerves a search result as an output. Finally, the search
receiving unit 131 returns the output data to the client PC 500
(S1205) and finishes the search processing 1200.

FIG. 13 1s a flow chart exemplifying index search process-
ing (regular time interval filtering search) S1300 conducted
by the index search unit 133. The index search processing
S1300 searches the index data 223 for a node group having a
feature value which complies with the evaluation formula
generated from the search query 600. Since series data 1n the
time period indicated by the node has a possibility of match-
ing the search query 600, the pointer information of the series
data 1s delivered to the data reading unit 134.

If the index data 223 1s searched and a node having a
division regular time interval which assumes a value close to
the search range interval as far as possible while satistying the
relation “division regular time interval>search range inter-
val” can be extracted from the index data 223, then it 1s
possible to prevent wasteful data reading to the utmost when
reading time-series data as described above. In the present
embodiment, “regular time interval filtering search” (see FIG.
17) and “regular time interval fixing search” (see FIG. 39)
will be described as a search method for extracting such a
node.

FIG. 17 1s a diagram conceptually showing a flow of the
index search processing S1300 conducted by the index search
unit 133. The regular time interval filtering search shown in
FIG. 17 1s a search method of tracing from a high-order node
to a low-order node while filtering the regular range interval
(division regular time interval) by using depth preference
search and setting a range interval at time when the search
range interval 610 1in the search query 600 assumes a value
close to a value of an 1ndex range interval as a data reading
object. The present scheme 1s a search method which 1s etiec-
tive in the case where feature values of ranges are in an
inclusive relation 1n property, 1.€., a feature value 1n a certain
regular time interval A includes a feature value 1n a regular
time interval B belonging to the same time period and having
a narrower range than the regular time 1nterval A.

For example, in the case where the feature value 1s the
“range’ of sensor value of series data obtained by combining
“maximum value” with “minimum value,” a range in the
regular time interval B 1s included 1n a range in the regular
time interval A which 1s wider than the regular time interval B,
without fail. For example, 1f a range 1n a regular time interval
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of 1 hour1s “10to 100,” then a range in a regular time interval
of 30 minutes included 1n the time period exists 1n the range
of “10 to 100.” Hereatfter, such a property of the feature value
1s described simply as “includable” 1n order to simplity the
description.

Returming to the description of the regular time interval
filtering search, 1f a feature value used 1n a feature value
decision at the time of search 1s includable, a node complying
with a high-order node has a possibility of complying with a
node which 1s lower 1n order than the high-order node. There-
fore, a shift to a low-order node 1s made, 1.e., the regular time
interval 1s filtered, and a compliance decision 1s further made
as to the feature value of the low-order node. Conversely,
there 1s a property that a node which does not comply with a
high-order node does not comply with a node which 1s lower
in order than the high-order node, without fail. For example,
in the case where the range of a high-order 1s “10 to 100” and
the evaluation formula 1s “minimum value<l20<maximum
value=>compliance,” the maximum value of the high-order
range 1s less than 120 and consequently compliance 1s not
obtained. The maximum value of the low-order range 1is
included in the high-order range and consequently 1t becomes
smaller than the maximum value of the high-order range.
Therefore, it 1s evident that compliance 1s not obtained 1n the
same way. If a node does not comply with a node 1n the
high-order range, therefore, 1t 1s not necessary to shift to a
node which 1s lower 1n order than that and wastetul comply-
Ing processing can be omitted.

A flow of search will now be described with reference to
the concrete example shownin FIG. 17 as well. In FIG. 17, the
regular time 1nterval has a structure of three hierarchical
levels: “1 hour,” “30 minutes,” and “15 minutes.” In the case
where the evaluation formula 1S
“MIN<78<MAX=>compliance’ and the search range inter-
val 610 1s “20 minutes,” a flow of search becomes as shown in
FIG. 17. By the way, only an ID number, a time period, and a
teature value are described 1n each node shown in FIG. 17 to
simplity the description.

First, since a node “0001” complies with the evaluation
formula, its subordinate nodes are evaluated. Since a node
“0002” does not comply, 1ts subordinate nodes “0004” and
“0005” do not comply without fail and consequently decision
processing 1s not conducted. On the other hand, since a node
“0003” complies, a decision 1s made as to its subordinate
nodes “0006” and “0007.” As a result, a node “0007” com-
plies, and consequently the node “0007” 1s extracted.

Then, returning to the highest-order node, a decision 1s
made as to a node “0008.” Since the node “0008 does not
comply, a decision 1s not made as to 1ts subordinate nodes.
Since the decision processing can be conducted efficiently as
described heretofore, the search speed at the time of the
time-series mdex search can be improved.

Referring back to FIG. 13, a processing flow of the index
search processing (regular time interval filtering search)
S1300 will be described hereatfter. The index search unit 133
receives the search query 600 (see FIG. 3) from the search
receiving unit 131, takes out a search condition formula
described 1n the search condition 640 1n the search query 600
(S1301), calls evaluation formula generation processing
S1400 (see FIG. 14) 1n the evaluation formula generation unit
132, and recerves an evaluation formula as an output (S1302).

Then, the index search unit 133 searches the index data 223
for a highest-order index node group included in a search
object range which 1s described 1n the search object range 630
in the search query 600 and takes out the highest-order index
node group (S1303). For example, 1n the example shown in
FIG. 7, nodes included in the time-series nodes 230a,
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2300, . . . which belong to the highest-order node group 240q
and having a time period 232 included 1n a specified search
object range are read.

Then, the index search unit 133 conducts processing rang-
ing from S1305 to S1313 on all nodes in the node group which
1s now an object of the processing (S1304). If a feature value
of each node complies with the evaluation formula, then a
shift to 1ts subordinate node 1s made and a feature value
evaluation 1s conducted again in order to further filter the
regular time 1nterval and conduct re-evaluation. The index
search unit 133 repeats the evaluation processing until the
lowest-order node 1s reached, or a range interval (division
regular time interval) of an object node becomes smaller 1n
value than the search range interval 610 1n the search query
600, 1.e., the search range mterval (S1305).

Herealter, processing for that purpose will be described
with reference to S1305 and subsequent steps. The index
search unit 133 executes S1306 to S1312 on all time-series
index nodes belonging to the same hierarchical level 1n the
range mterval of the processing object. First, the index search
unit 133 takes out one imndex node in time order (S1306) and
makes a decision whether a feature value the node has com-
plies with the evaluation formula (S1307). I1 the feature value
does not comply (S1307, No), the index search unit 133
returns to S1306 and takes out the next time-series index
node. If the feature value complies (S1307, Yes), the index
search unit 133 makes a decision whether a pointer to subor-
dinate nodes of the node exists (S1308). If the pointer exists
(S1308, Yes), the index search unit 133 takes out a subordi-
nate node group (S1309) and makes a decision whether a
divisionregular time interval of the node group 1s smaller than
the search range interval 610 (51311). I1 the division regular
time 1nterval 1s smaller (S1311, Yes), the index search umit
133 stores a set of a start poimnter and an end pointer of
time-series data indicated by the above-described index node
which has complied into a specific buller area for outputting
(S1312).

If the range interval (division regular time interval) of a
subsequent node 1s greater than or equal to the search range
interval 610 at S1311 (S1311, No), then the index search unit
133 shifts a processing object to the subsequent node group
and recursively executes the processing at S1304 and subse-
quent steps again. I the lowest-order node 1s reached or the
relation represented as the division regular time interval of the
processing object node<the search range interval 1s satisfied,
then the index search unit 133 finishes a loop of S1305
(S1313). In addition, upon finishing the processing of S1305
to S1313 on all nodes of the processing object, the mndex
search unit 133 finishes a loop of S1304. And the index search
unit 133 outputs a list of sets of start pointer and end pointer
of time-series data retained 1n the buifer area (S1315) and
finishes the index search processing S1300. By the way, the
present pointer becomes a data series to be read from the
time-series data table 210 thereatiter. The start/end pointer of
the time-series data 1s referred to as “time-series data section
address.”

In the present processing, going upstream 1s conducted 1n
order from a superordinate node when conducting processing
for extracting an index having a range in which the division
regular time interval and the search range interval assume
values which are close as far as possible while satisfying the
condition that the division regular time interval>the search
range mterval 610. I the evaluation formula does not match a
teature value of a superordinate node, feature values of all
nodes belonging to subordinate nodes of the superordinate
node do not match without fail, according to the feature of the
time-series data. The reason why going upstream 1s con-
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ducted 1n order from a superordinate node 1s that there 1s a
mert that wasteful complying processing can be omitted
because the feature of the time-series data 1s utilized.

The regular time interval fixing search will now be
described with reference to FIGS. 38 and 39. The regular time
interval fixing search 1s a search method in which the evalu-
ation object 1s only a node group having a division regular
time interval which 1s close 1 value to the search range
interval 610 as far as possible while satistying the relation that
the division regular time interval>the search range interval
610.

FI1G. 39 1s a diagram conceptually showing a tlow of index
search processing (regular time 1nterval fixing search) S1350
(see FIG. 38) conducted by the index search unit 133. The
present scheme 1s used 1n the case where the regular time
interval filtering search does not function effectively, 1.e., the
feature value used 1n evaluation has a “non-includable” prop-
erty. Specifically, the present scheme 1s used, for example, 1n
the case where filtering according to the regular time interval
does not function effectively.

For example, 1n the case where an average value “AVG™ 1s
used as a feature value to be evaluated, the evaluation formula
1s “AVG>60=> compliance,” and the search range interval 1s
“20 munutes,” the regular time interval filtering search 1s
applied to FIG. 39. As a result, a node “0001” does not
comply. However, a node “0003” which 1s its subordinate
node complies. Eventually, therefore, 1t becomes necessary to
search all nodes. In this case, first, only nodes having a divi-
s1on regular time interval of the search object, which 1s “30
minutes™ 1n the present example, are assumed as the search
object. Nodes “0002,” <0003, “0009,” “0010,” . . . are
searched successively.

By the way, nodes having the same division regular time
interval are searched sequentially 1n order of time, 1n the
example shown 1n FI1G. 39. However, the present invention 1s
not restricted to it. For example, 1t 1s also possible to provide
cach of feature values with a B-tree structure and conduct a
B-tree search. By the way, the B-tree structure refers to a
structure divided to route nodes, branch nodes, and leaf
nodes.

FIG. 38 1s a tflow chart exemplifying the index search
processing (regular time interval fixing search) S1350 con-
ducted by the index search unit 133. A flow of the processing
of the regular time interval fixing search will now be
described with reference to FIG. 38.

The 1mndex search unit 133 recerves the search query 600
from the search receiving unit 131, takes out a search condi-
tion formula described in the search condition 640 in the
search query 600 (S1351), calls the evaluation formula gen-
eration processing S1400 (see FIG. 14) in the evaluation
formula generation unit 132, and recerves an evaluation for-
mula as an output (S1352).

Then, the index search unit 133 takes out an index node
group which satisfies the relation that the division regular
time interval>the search range interval 610 and which has a
mimmum value of division regular time interval (S1353),
takes out a node group matching the search object range 630
in the search query 600 from the index node group (S1354),
and executes processing ranging from S13356 to S1358 on all
nodes taken out (S1355).

The index search unit 133 takes out one node (S1356) and
makes a decision whether a feature value of the node com-
plies with the evaluation formula (S1357). I1 the feature value
does not comply (S1357, No), the index search unit 133
returns to S1356. If the feature value complies (51357, Yes),
the mndex search unit 133 stores a set of a start pointer and an
end pointer of time-series data indicated by the node 1nto a
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specific buller area (S13358). Upon finishing the processing
on all nodes which are taken out at S1354, the index search
unit 133 finishes a loop of S1355 (S13359). And the index

search unit 133 outputs a list of sets of start pointer and end
pointer of time-series data existing in the buifer area (S1360).

By the way, 1t 1s also possible for the index search umit 133
to link feature values in adjacent time periods at the time of
search and thereby calculate a feature value corresponding to
a plurality of division regular time 1ntervals, make a decision
as to the feature value according to the evaluation formula,
and 1dentily a time period of a complying data series group.

For example, 1n the case where there are a node A (“maxi-
mum value: 15,” “mimmum value: 8”) and a node B (“maxi-
mum value: 18,” “minimum value: 10”) which have a division
regular time 1nterval of 10 minutes and which are adjacent to
cach other, it 1s possible to link the feature values of them,
thereby dynamically create a feature value (“maximum value:
18,7 “minimum value: 8”) having a division regular time
interval of 20 minutes, and make a decision according to an
evaluation formula.

FI1G. 14 1s a flow chart exemplifying the evaluation formula
generation processing S1400 conducted by the evaluation
formula generation unit 132. In the evaluation formula gen-
eration processing S1400, an evaluation formula 1s generated
on the basis of the search condition formula described 1n the
search query 600, specifically on the basis of the formula
described in the search condition 640. Hereafter, a flow of the
processing will be described with reference to FIG. 14.

The evaluation formula generation umt 132 receives the
search condition formula described 1n the search condition
640 1n the search query 600 from the index search umt 133
(51401) and extracts a rule which matches the search condi-
tion formula from the evaluation formula generation rule
table 143 (51402). For example, 1n the case of the search
condition formula in the example shown 1n FIG. 3, the rule
having the rule ID=01 in FIG. 8 1s extracted. The evaluation
formula generation unit 132 extracts and generates a corre-
sponding evaluation formula from the extracted rule (51403)
and finishes the evaluation formula generation processing
S51400.

FIG. 15 15 a flow chart exemplilying time-series data read-
ing processing S1500 conducted by the data reading unit 134.
In the time-seres datareading processing S1500, a data series
having a possibility of matching the search query 600 1s read
from the time series data table 210 (see FIG. 5). Hereafter, a
flow of the processing will be described with reference to
FIG. 15.

The data reading unit 134 recerves a time series data sec-
tion pointer list which becomes an object of reading, {from the
search receiving unit 131 (S1501). As described earlier, the
time series data section pointer 1s composed of a set of a start
address and an end address of series data to be extracted from
the time-series data table 210, and the ID 211 1s included as
the address.

The data reading umt 134 executes processing ranging
from S1503 to S1505 which will be described hereafter, on all
time-series data section pointers (S1502). The data reading
unit 134 takes out one of the time-series data section pointers
(S1503), reads sensor data ranging from a start time ID to an
end time ID included 1n the time-series data section pointer
from the time-series data table 210 (S1504), and outputs the
time-series data which are read to the search receving unit
131 (S1505). Upon finishing the processing ranging irom
S1503 to S1505 on all time-series data section pointers, the
data reading unit 134 finishes a loop (5S1506) and finishes the

time-series data reading processing S1500.
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FIG. 16 15 a flow chart exemplifying time-series analysis
processing S1600 conducted by the time-series analysis unit
135. Upon receiving the search query 600 from the data
receiving unit 121 (S1601), the time series analysis unit 135
secures a buller area for analysis on the memory (51602), and

executes S1604 to S1609 until all it receives all data (51603).

The time-series analysis unit 135 stores the recerved data
into the bufler successively (81604), and makes a decision
whether a time period of time-series data 1in the bufler has
exceeded the search range interval 610 (S1603). I1 the time
period of time-series data 1n the bulfer has exceeded the
search range interval 610 (S1605, Yes), the time-series analy-
s1s unit 135 deletes the oldest data in the buffer (51606).
Otherwise (S1605, No), the time-series analysis unit 133
executes S1607 and subsequent steps. At S1607, a sensor
value of sensor data 1n the butier 1s evaluated according to the
evaluation formula 1n the search condition 640. In its collation
processing, a decision 1s made whether matching 1s obtained
(S1608). ITmatching 1s obtained (S1608, Yes), the time-series
analysis unit 135 outputs a data series 1n the buffer to the data
receiving unit 121 (51609). Otherwise (S1608, No), the time-
series analysis unit 135 proceeds to S1610. Upon recerving all
data, a loop of S1603 1s finished (S1610) and the time-series
analysis processing S1600 1s finished.

Hereatter, the present embodiment will be summarized.
The time-series data management device 100 includes the
data accumulation unit 120 for accumulating time-series data
300 of a search object into the external storage device 200,
and the data search unit 130 for searching the accumulated
time-series data 300 for a data series complying with the
search query 600 which 1s input from the client PC 500.

The data accumulation unit 120 includes the index genera-
tion unit 123 for calculating a feature value (for example, a
teature value 1ndicated 1n feature value calculation function
shown 1n FIG. 7) of a data series every specific regular time
interval (for example, every division regular time interval 712
shown in F1G. 7) when accumulating the time-series data 300,
the index writing umt 124 for writing the calculated feature
value of the data series of every regular time 1nterval into the
external storage device 200 as the time-series index table 220
(time-series index information), and the data writing unit 122
for writing the time-series data 300 into the external storage
device 200 as the time-series data table 210 (time-series data
information).

The data search unit 130 includes the evaluation formula
generation umt 132 for generating an evaluation formula to
judge degrees of compliance with each feature value 1n the
time-series index information on the basis of the search query
600 when searching the time-series data 300, the index search
unit 133 for making a decision as to a feature value of every
time period included 1n the time-series index information by
using the evaluation formula and 1dentifying a time period of
a complying data series group, the data reading unit 134 for
extracting a data series corresponding to the identified time
period from the time-series data information, and the time-
series analysis unit 135 for collating the extracted data series
with the search condition 1n the search query.

The time-series index information includes the index hier-
archical structure (for example, index data 223) composed of
a plurality of time-series indexes, every attribute name 1n the
time-series data 300. The time-series index includes the time
period 232 including the start time and the end time of the
time-series data 300, the feature value 233 of the time period,
and the node pointer 235 of subordinate time-series indexes
included in the index hierarchical structure.
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Second Embodiment

A second embodiment of the present invention will now be
described.

FIG. 18 1s a diagram showing a general configuration of a
system according to the second embodiment of the present
invention. In addition to the general configuration of the
system according to the first embodiment, a data compression
unit 125 and a data melting unit 136 are added. When storing
the time-series data 300 1nto the time-series data table 210 in
the present embodiment, a data series 1s compressed and
stored every specific regular time interval. Furthermore, at the
time of search, the data series 1s taken out by reading com-
pressed data from the time-series data table 210 and melting
the compressed data.

In relation to the data compression unit 125 and the data
melting unit 136, a part of processing conducted by the data
writing unit 122 A, the index generation unit 123 A, the search
receiving unit 131 A, the index search unit 133 A and the data
reading unit 134 A 1s changed and 1t will be described later.
Since processing except the changed part of processing is the
same as that of the first embodiment, description thereof will
be omitted. By the way, in the general configuration shown in
FIG. 18, components which are the same as those in the first
embodiment are denoted by like reference numerals and
description of them will be omitted.

The data compression unit 125 conducts processing of
receiving worked sensor data from the data recerving unit 121
and generating compressed data. The data melting unit 136
receives compressed data of time-series data from the data
reading unit 134A and melts the compressed data.

FIG. 19 15 a diagram exemplifying a time-series data table
210 having compressed data. The time-series data table 210A
1s composed of an ID 251, a data source name 252, an attribute
name 233, a time period 254, and compressed data 255. In
cach line of the compressed data 255, a data series 1n a regular
time 1nterval 1s compressed and stored. The ID 251, the data
source name 252, and the attribute name 253 are equivalent to
those 1n the first embodiment, and consequently description
of them will be omatted.

In the example shown 1n FIG. 19, a time period of the data
series stored 1n the compressed data 1s described in the time
period 254. It 1s indicated that data corresponding to one hour
1s stored in the compressed data 255. The compressed data
255 1s data obtained by compressing sensor data 1n a time
period described 1n the time period 254. The compressed data
2355 1s stored 1n, for example, a binary form.

As for the compressed data 255, it 1s possible to compress
and store data hierarchically every a plurality of division
regular time 1ntervals. For example, in the illustrated
example, data 260c¢ 1s data obtained by compressing 1ndi-
vidual sensor data with a regular time 1nterval of 10 minutes
taken as the unit, data 2605 1s data obtained by collectively
compressing individual compressed data of the data 260c¢
included in the same time period, and data 260a 1s data
obtained by collectively compressing the data 2605 included
in the same time period 1n the same way. In the present
embodiment, ZIP 1s used as a method of the compression. In
the present invention, however, an arbitrary algorithm can be
applied.

A merit that the volume included 1n the time-series data
table 210 can be reduced 1s obtamned by compressing the
sensor data. Besides the merit, there 1s also a merit of advan-
tage 1n performance because a plurality of sensor data can be
collectively read in one disk 1/0. For example, 11 sensor data
are at intervals of one second, 1t 1s necessary to read 3,600
lines 1n the case where the sensor data are not compressed, 1n
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order to read data corresponding to one hour. On the other
hand, 1t sulfices to read once 1n the case where the sensor data
are compressed.

By the way, the present embodiment has a hierarchical
compression structures by taking a plurality of division regu-
lar time 1ntervals as the unit. Alternatively, however, data may
be stored 1nto the compressed data 255 without a hierarchical
structure by taking a data series compressed with an arbitrary
division regular time interval taken as unit, as the unit.

FIG. 20 1s a diagram exemplifying data structures of a
time-series index table 220A and a time-series index node
according to the second embodiment. FIG. 20(a) shows an
example of a data structure of the time-series mndex table
220A, and FIG. 20(a) shows a structure of each node included
in a tree of time-series index nodes. By the way, the time-
series index table 220A shown in FIG. 20(a) and the ID 231,
the start time 232a, the end time 2325, the feature value 233,
and the node pointer to subsequent indexes 235 are the same
as those 1n the first embodiment, and consequently descrip-
tion of them will be omitted. In the example of the present
embodiment, the ID 2351 (see FIG. 19) of compressed data
including a data series corresponding to the node 1s indicated
as a pointer 236 to time-series data.

FIG. 21 1s a flow chart exemplifying data compression
processing S2100 conducted by the data compression unit
125. The data compression unit 123 receives worked sensor
data from the data recerving unit 121, and reads a data source
name (S2101). The data compression unit 125 reads a corre-
sponding list of attribute names 711 from the index genera-
tion table 142 (see FIG. 6) (52102). The data compression
unit 125 secures a bulifer for creating compressed data on the
memory every attribute (52103) and conducts processing
ranging from S2105 to S2113 every attribute until all sensor
data are received (52104).

The data compression unit 1235 first reads a list of the
division regular time intervals 712 corresponding to the
attribute name from the index generation table 142 (52105),
and recerves sensor data successively and store them into the
butler area (52106). The data compression unit 125 makes a
decision whether a regular time interval of sensor data 1n the
butifer exceeds a maximum value of the division regular time
interval (S2107). If the regular time interval of sensor data in
the buller exceeds the maximum value of the division regular
time interval (S2107, Yes), the data compression unit 125
conducts processing at S2108 and subsequent steps. Other-
wise (S2107, No), the data compression unit 125 returns to
the processing at S2106. For example, 1n the case where the
data source name in FIG. 6 1s “gas engine 17" and the attribute
name 1s “water temperature,” the data compression unit 125
conducts processing at S2108 and subsequent steps when the
regular time interval of sensor data in the buffer has reached
one hour.

Then, the data compression unit 1235 conducts processing,
ranging from S2109 to S2111 1n order beginning with the
shortest division regular time interval 1n the list of the division
regular time intervals 712. In the above-described example,
the data compression unit 125 executes the processing in
order of 10 minutes, 30 minutes, and then 1 hour (S2108). A
decision 1s made whether the division regular time interval
under processing 1s the mimmum value (82109). If it 1s the
mimmum value (52109, Yes), the data compression unit 125
compresses sensor data in the bulfer collectively every divi-
sion regular time interval (52110). Otherwise (52109, No),
compressed data collected with a division regular time 1nter-
val of a low order are collected with a unit falling in the
division regular time interval and further compressed
(S2111). In the above-described example, three compressed
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data, each of which 1s collected with 10 minutes taken as the
unit, are further collected with 30 minutes taken as the unit
and compressed. If the processing ranging from S2109 to
S2111 1s conducted for all division regular time intervals, the
data compression unit 125 finishes a loop of S2108 (82112)

And the data compression unit 125 assigns a unique 1D
number to the compressed data, delivers the ID number, the
compressed data, a time period of the compressed data, the
data source name, and the attribute name to the data writing
unmit 122, and clears the butier (52113). Upon finishing pro-
cessing ranging from S2105 to S2113 on all sensor data, the
data compression unit 125 sends terminal data to the data
writing unit 122 and finishes a loop of 52104 (52114), and
finishes the data compression processing S2100.

FIG. 22 1s a flow chart exemplifying data writing process-
ing S2200 conducted by the data writing unit 122A. The data
writing unit 122A executes S2202 to S2203 until all com-
pressed data are received from the data compression unit 1235
(52201). The data writing unit 122 A recerves the compressed
data, 1ts ID number, the data source name, the attribute name,
and the time period from the data compression unit 125
(52202), and writes the respective data recerved at S2202 1nto
the time-series data table 210 (82203). Upon receiving the
terminal data from the data compression umt 1235, the data
writing unit 122A finishes a loop (52204) and finishes the
data writing processing S2200.

FIG. 23 1s a flow chart exemplifying index generation
processing S1100A conducted by the index generation unit
123 A. The present processing 1s the same as the processing in
the first embodiment shown 1 FIG. 11 except S1111 1s
replaced by S2401 and S2402. Theretfore, only S2401 and
52402 will be described.

The 1index generation processing S1100A ditffers from the
first embodiment in that an address of the compressed data 1s
substituted into the pointer 236 to time-series data when
creating an index node. An address of compressed data
including series data indicated by the node, 1.e., the 1D 251
corresponding to the compressed data 255 1n the time-series
data table 210A (see FIG. 19) 1s substituted into the pointer
236 (see F1G. 20(b)). In this case, the same address 1s substi-
tuted even 11 nodes have different division regular time inter-
vals. For example, 1n the example shown 1n FIG. 20(a), the
same address 1s substituted into the time-series index nodes
230a, 230c¢, 2304, 230g, 230/ and 230:.

Returning to the description of the processing flow shown
in FIG. 23, the index generation unit 123 A creates a time-
series index node every time period obtained by division,
assigns an ID number, and substitutes the “ID number,” “start
time” and “end time” of each time period, and the “feature
value” calculated at S1110 (52401).

Then, 1 order to acquire an address of compressed data
indicated by the node, the index generation unit 123A takes
out a line which includes the time period extracted at S2401 1n
the time period 254, from the time-series data table 210, takes
out the ID 251 1n that line, and substitutes the ID 251 into the
pointer 236 of the time-series data (52402).

FIG. 24 1s a flow chart exemplitying search processing
S1200A conducted by the search recerving unmit 131. The
present processing differs from the processing in the first
embodiment shown 1n FIG. 12 1n that “call melting process-
ing” at S2501 1s added. The search recerving unmit 131 obtains
compressed data 1n time-series data reading processing at
S1203. The compressed data 1s melted, and resultant data 1s
delivered to the time-series analysis unit 135 via the search
receiving unit 131A (823501).

FIG. 25 1s a flow chart exemplitying index search process-
ing (regular time interval fixing search) S1350A conducted
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by the index search unit 133. Points of difference of FIG. 25
from FIG. 38 in the first embodiment will now be described.

Instead of storing section pointers of time-series data as out-
put data at S1358, the pointer 236 (see FIG. 20(b)), the start
time 232a, and the end time 23254 of time-series data indicated
by a node, 1n other words, the compressed data are stored in a
buifer area at S1501. Instead of S1306, a list of the pointer
236, the start time 232a, and the end time 2325 of the time-
series data existing in the bufler area 1s output at S1502.
Description of other processing will be omitted. By the way,
the regular time interval filtering search 1s also conducted in
the same way.

FIG. 26 1s a flow chart exemplifying time-series data read-
ing processing S2600 conducted by the data reading unit 134.
The flow chart differs from the flow chart 1n the first embodi-
ment 1n that data 1s read by using the time-series data pointer,
in other words, the pointer of the compressed data instead of
the time-series data section pointer when reading data.

Upon recerving the list of the time-series data pointer, the
start time and the end time of a reading object from the index
search unit 133 (52601), the data reading unmit 134 executes
processing ranging from S2603 to S2605 (52602). First, the
next time-series data pointer 1s taken out (S2603), and the
compressed data 255 and the time period 254 shown 1n FIG.
19 are taken out from the time-series data table 210 by using
the time-series data pointer (S2604). And the compressed
data 255 and the time period 254 which are read, and the start
time and the end time received at S2601 are output to the
search recerving unit 131 (82603). By the way, series data
between the start time and the end time existing 1n the time
period of the compressed data 1s melted by the data melting,
unit 136. Upon executing the processing ranging from S2603
to S2605 on all time-series data pointers, a loop of S2602 1s
finished and the time-series data reading processing S2600 1s
finished.

FIG. 27 1s a flow chart exemplilying data melting process-
ing S2700 conducted by the data melting unit 136. The data
melting unit 136 recerves a list of compressed data, the time
period of the compressed data, and start time and end time of
series-data to be taken out from the compressed data (S2701),
identifies a series corresponding to a range from the start time
to the end time on the basis of the received time period, and
conducts melting processing (S2702). By the way, since the
compressed data has a hierarchical structure in this case,
melting processing 1s conducted a plurality of times until
sensor data 1s taken out in some cases. Finally, series data
taken out 1s output to the time-series analysis unit 135

(S2703) and the data melting processing S2700 1s finished.

Third Embodiment

A third embodiment of the present invention will now be
described.

FIG. 28 15 a diagram exemplifying a general configuration
of a system according to the third embodiment of the present
invention. A viewer 800 for screen display 1s added to the
client PC 500. By the way, the viewer 800 1s software for
displaying/perusing data and files.

In the present embodiment, the time-series index 1s not
used to filter the data series to conduct time-series search fast,
but used to output each feature value retained 1n the time-
series mdex to the viewer 800 1n the client PC 500.

In a flow typically conducted 1n time-series search, an
output result 1s displayed as a chart and a search pattern 1s
changed by trial and error while confirming the result visu-
ally. Especially in the chart display, the outputresult1s viewed
as a polygonal line graph with time represented by an abscissa
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axis and a sensor value represented by an ordinate axis in
many cases. If the output data 1s large 1n amount, however, 1t
takes long time to display and the user 1s waited for a long
time to confirm the result in some cases. In some cases, the
user first peruses all data stored 1n the time-series data table
210 and grasps a tendency without filtering the search condi-
tion. In that case, the influence appears more remarkably. If 1t
1s desired to peruse the tendency of the whole data, fast
display 1s demanded rather than accuracy of the output result.

The present embodiment has a feature that output timing,
for making the display speed fast 1s controlled 1n the graph
display on the viewer 800. Specifically, as for the feature
value which 1s a representative value of series data, a feature
value every wide regular time interval 1s first displayed and
the regular time interval 1s gradually shortened to conduct
precise display. As a result, the user can grasp the tendency of
data quickly without waiting for a long time.

The 1index search unit 133B recerves the search query 600
from the search recerving unit 131B, and outputs a feature
value 1n each of time periods obtained by dividing with a
specific regular time 1nterval out of time-series indexes 1n the
time-series index table 220, to the search recerving unit. The
search recerving unit 131B outputs the output data to the
viewer 800.

The viewer 800 draws data which 1s output from the search
receiving unit 131B, on a graph. In the present embodiment,
a two-axis line graph having an X axis as time and aY axis as
the sensor value 1s used as the graph. Processing other than the
above-described processing 1s the same as that in the first
embodiment, and consequently description thereol will be
omitted.

FIG. 29 1s a flow chart exemplilying search processing
52900 conducted by the searchrecerving unit 131B according
to the third embodiment. In the first embodiment shown in
FIG. 12, the index search processing S1300 shown in FIG. 13
1s executed at S1202. In the third embodiment shown 1n FIG.
29, after receiving the search query 600, the index search unit
133B executes index search processing S3000 shown 1n FIG.
30 at S2902.

By the way, m the present embodiment, an example 1n
which a feature value 1s output and then time-series data 1s
read and output in order to output more accurate data at S1203
and subsequent steps 1s shown. However, 1t 1s also possible to
output only a feature value without outputting time-series
data. In this case, the processing at S1203 and subsequent
steps 1s omitted. Furthermore, after the feature value 1s cal-
culated, time-series data need not be stored 1n the time-series
data table 210, but may be deleted.

FIG. 30 1s a flow chart exemplitying index search process-
ing S3000 conducted by the index search unit 133B. The
index search unit 133B recerves the search query 600 from the
data recerving unit 121, and takes out a highest-order node
group matching the search object range 630 in the search
query 600 (53001). Then, the index search unit 133B takes
out the search condition 640 from the search query 600
(S3002), and executes processing ranging from S3004 to
S3009 beginning with a highest-order node until a lowest-
order node 1s reached (S3003).

The index search unit 133B makes a decision whether the
search condition taken out at S3002 exists (S3004). It the
search condition exists (83004, Yes), 1.e., a search with a
condition specified 1s to be conducted, then the index search
umt 133B executes S3005 and S3006. Otherwise (53004,
No), 1.e., a search of all data without specifying a condition 1s
specified, the index search unit 133B executes S3007.

The index search unit 133B calls the evaluation formula
generation processing S1400 (see FIG. 14) (5S3005), recerves
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the evaluation formula, applies the evaluation formula to all
node groups of a processing object, and extracts a complying,

node group (53006). At the S3007, all node groups which

become a processing object, 1.e., all nodes having the same
division regular time interval are extracted (S3007).

And the index search unit 133B extracts a feature value,
start time, and end time of each node and outputs them to the
data receiving unit 121. As the feature value used here, an
arbitrary feature value can be used. In the description of the
present embodiment, however, it 1s supposed that “average
(AV(G)” 1s used as a typical feature value. Because the average
value 1s suitable for describing a rough feature of a data series
in the time period.

Here, all feature values 1n a specific time period have been
output. Then, in order to output detail values, the index search
unit 133B takes out all node groups 1n a layer which 1s lower
in order by one (53009) and executes S3004 and subsequent
steps repeatedly again. If the lowest order node 1s reached and
the processing ranging from S3004 to S3009 on all nodes 1s
finished, the index search unit 133B fimishes a loop of S3003
(S3010) and finishes the index search processing S3000.

FIG. 31 1s a flow chart exemplifying drawing processing
53100 conducted by the viewer 800. In the drawing process-
ing S3100, the feature value 1n each time period received from
the data receiving unit 121 1s first displayed coarsely with a
long regular time interval and re-displayed with a gradually
shortened regular time interval. Until all data are received
from the data receiving unit 121, the viewer 800 executes
53102 to S3105 (S3101).

The viewer 800 extracts a feature value, start time and end
time of each node from the search recerving unit 131B
(S3102), and makes a decision whether a feature value 1s
already plotted and drawn 1n the same time period (S3103). If
a rough drawing 1n a higher-order regular time interval 1s lett
(S3103, Yes), the viewer 800 deletes the plot data (S3104).
And the viewer 800 plots the time period from the start time
to the end time extracted at S3102 on an X axis on the screen,
and 1n that range, plots a feature value, for example, the
average valueon aY axis and draws (S3103). Upon receiving
all data, the viewer 800 fimishes the processing ranging from

S3102 to S3105, finishes a loop of S3101 (53106), and fin-
ishes the drawing processing S3100.

Fourth Embodiment

A fourth embodiment of the present invention will now be
described.

FI1G. 32 1s a diagram exemplilying a general configuration
of a system according to the fourth embodiment of the present
invention. In the present embodiment, an example 1n which a
search of time-series data 1s performed from a plurality of
client PCs 5006 (50051, . . ., 5006%) 1s shown.

In the case where the number of client PCs 5005
(50051, . . ., 50056n) which execute the search has increased,
there 1s a fear of performance degradation due to the increase
of the search load. Therefore, 1t 1s an aim of the present
configuration to scatter the load and prevent degradation of
the search performance by scattering the disposition of search
executing devices.

In addition, the search pattern of the time-series data 300 1s
diversified according to the client. For example, 1n the case
where sale results of a certain product are accumulated, a
client A belonging to a production control division searches
sales patterns of immediately preceding several days 1n order
to make a future production plan. On the other hand, a client
B belonging to a management division searches sales patterns
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of immediately preceding several months to several years 1n
order to make a future product plan.

Considering the above-described situation, a system 1n the
present embodiment includes one time-series data manage-
ment device 100q (first management device) which accumu-
lates time-series data and which retains a time-series data
table 210, and a plurality of time-series data management

devices 1006 (10051, . . . , 1006n) (second management
devices) which retain time-series 1ndex tables 2205
(22001, . . ., 220bn) and which execute a search 1n response

to a search request from a client PC. The devices are con-
nected to a network 107 via network interfaces 106 (106aq,
10651, . . ., 1062) to be able to communicate.

By the way, 1t 1s supposed that the time-series index tables
2206 (220561, . . ., 220bn) respectively suitable for different
search patterns are stored 1n the time-series data management
devices 10056 for search. However, it 1s also possible for a
plurality of devices to retain the same time-series index table
2206 simply with the object of only load scattering.

Hereaftter, the present configuration will be described. The
time-series data management device 100a 1s a device for
accumulating time-series data, and has a time-series data
table 210 1n an external storage device 200a (first storage
device). In addition, the time-series data management device
100a conducts processing of creating a time-series mdex 1n
the time-series mdex table 2205 1 an arbitrary time-series
data management device 1005. Specifically, an index writing
umt 124 conducts processing of storing a time-series imdex
generated by an index generation unit 123 into an external
storage device 1n another management device. At this time, a
reference destination device 1s determined by referring to an
index generation table 144. Although described in detail later,
the index generation table 144 stores a store destination
device address of a time series index 1n addition to compo-
nents of the index generation table 142 1n the first embodi-
ment.

In addition, the time-series data management device 100a
conducts processing of conducting centralized management
on time-series data which become search objects of the time-
series data management devices 1005 for search, taking out a
data series from the time-series data table 210 1n response to
a data acquisition request from the time-series data manage-
ment device 1005, and outputting the data series to the time-
series data management device 1005.

The time-series data management device 1005 for search 1s
a device for executing a search of time-series data, and has the
time-series 1mdex table 22056 1n an external storage device
2006 (200561, . . ., 2006n) (second storage device). It 1s
considered that the client PCs 5006 (500561, . . ., 500bn)
utilizing  respective  time-series data management
devices 10056 for search execute diflerent search queries 6005
(60001, . . ., 600b6n), respectively. The time-series 1ndex
tables 22056 suitable for search patterns are stored 1n respec-
tive devices. The data search unit 13056 (13041, . . ., 130b6n)
filters data series of an object and extracts a data series by
referring to the time-series index table 2205, and executes a
time-series analysis.

Unlike the processing in the first embodiment, the data
search unit 1306 (130561, . . ., 1306n) does not read a data
series from a storage device connected thereto after it has
filtered object data series, but conducts processing of reading
a data series from the time-series data table 210 managed by
the time-series data management device 100a for storage, via
the network 107.

FIG. 33 15 a table diagram exemplitying the index genera-
tion table 144. The index generation table 144 has a configu-
ration obtained by adding a generation destination device
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address 714 to the index generation table 142 shown 1n FIG.
6. The generation destination device address 714 1s an 1den-
tifier of a data management device for search which indicates
a creation destination of a time-series index. In the example of
the present embodiment, an IP address of each time-series
data management device 1005 1s used as the generation des-
tination device address 714. It 1s also possible to dispose a
plurality of different time-series indexes in different time-
series data management devices 1006 with respect to one
attribute of time-series data. For example, 1n the case where
the data source name 1s “gas engine 1”” and the attribute name
1s “water temperature” in the example shown 1n FIG. 33,
time-series mndexes having different division regular time
intervals and feature value calculation functions are gener-
ated 1n a time-series data management device 1005 having an
address “192.168.10.3” and a time-series data management
device 1005 having an address “192.168.10.2,” respectively.

Furthermore, 1t 1s also possible to create the same time-
series index on a plurality of time-series data management
devices 1005 with respect to one attribute of time-series data.
For example, 1n the case where the data source name 1s “gas
engine 1”7 and the attribute name 1s “pressure.” the same

time-series index 1s generated 1n two time-series data man-
agement devices 1005 respectively having an address
“192.168.10.1” and an address “192.168.10.2.” Components
of the index generation information except the generation
destination device address 714 are the same as those 1n the
first embodiment, and consequently description of them will
be omuitted.

FIG. 34 1s a flow chart exemplifying index generation
processing S1100C conducted by the index generation unit
123. The present processing 1s the same as the index genera-

tion processing 1100 in the first embodiment shown 1n FIG.
11 except that S1105 1s replaced by S3405 and S1117 1s

replaced by S3417. Accordingly, S3405 and 53417 will be
described.

When creating an index node, the index generation unit
123 reads the generation destination device address 714 in the
index generation table 144 1n order to i1dentify a store desti-
nation device of the time-series index of time-series data. This
point differs from the first embodiment. At S34035, the index
generation unit 123 reads a list of the division regular time
intervals 712, a list of the feature value calculation functions
713, and the generation destination device address 714 cor-
responding to an attribute name from the index generation
table 144. And when the index generation unit 123 calls index
writing processing S3600 (see FIG. 36), the index generation
unit 123 delivers the generation destination device address
acquired previously as well, 1n addition to the data source
name, the attribute name, and index data (53417).

FIG. 36 1s a flow chart exemplifying the index writing
processing S3600 conducted by the index writing unit 124. In
the present processing, the index writing unit 124 conducts
processing of writing a time-series index into the time-series
index table 22056. Hereafter, a flow of the processing will be
described.

The index writing unit 124 receives the data source name,
the attribute name, the index tree, and the generation destina-
tion device address from the index generation unit 123
(S3601). And the index writing unit 124 writes received val-
ues 1nto the data source name 211 and the attribute name 222
in the time-series index table 2206 1n the external storage
device 2005 connected to the time-series data management
device 1006 which 1s indicated by the generation destination
device address, and writes the index tree 1nto the 1ndex data

223 (S3602).

5

10

15

20

25

30

35

40

45

50

55

60

65

32

By the way, in the present embodiment, a means for writing,
data 1into a specified address via the network 1s implemented

by mounting and calling a database connection API which 1s
configured as the API (Application Programming Interface)
such as, for example, IDBC and ODBC (Open Database
Connectivity), or configured as another API unique to a
DBMS (DataBase Management System).

FIG. 37 1s a flow chart exemplifying time-series data read-
ing processing S1500C conducted by the data reading unit
13456. The present processing 1s the same as the time-series
data reading processing S1500 in the first embodiment shown
in FIG. 15 except that S1504 1s replaced by S3704. Accord-
ingly, processing at S3704 will be described and description
of other processing will be omitted.

In the time-series data reading processing 1500C con-
ducted by the data reading unit 1345, the data reading unit
1345 does not read time-series data from the external storage
device 2006 connected to 1ts own time-series data manage-
ment device 1005, but the data reading unit 1345 conducts
processing of reading time-series data (sensor data) from the
external storage device 200a connected to the time-series
management device 100q for storage via the network 107
(S3704).

By the way, when reading data in the present embodiment,
the data reading unit 1345 specifies an IP address of the
time-series data management device 100a for storage and
reads data. Its concrete means 1s implemented by mounting
and calling a database connection API which 1s configured as
the API such as, for example, JDBC and ODBC, or config-
ured as another API unique to a DBMS 1n the same way as the
above-described time-series index writing processing.

Heretotore, the present invention has been described on the
basis of the present embodiment. However, the present inven-
tion 1s not restricted to the embodiments, but various changes
can be made without departing from the spirit.

When making a time-series analysis on time-series data
stored on a disk, according to the present embodiment, only
time-series data having a possibility of matching a specified
search pattern 1s filtered and read from the disk. As a result, it
1s possible to prevent frequent occurrence of the disk I/O
generated at the time of disk reading and the time required for
a search can be shortened.

REFERENCE SIGNS LIST

100: Time-series data management device

100a: Time-series data management device (first manage-
ment device)

10056: Time-series data management device (second man-
agement device)

101: Processor

102: Memory

103: Input device

104: Output device

105: Disk interface

110: Time-series data management program

120: Data accumulation unit

121: Data receiving unit

122: Data writing unit

123: Index generation unit

124: Index writing unit

130: Data search unit

131: Search receiving unit

132: Evaluation formula generation unit

133: Index search unit

134: Data reading unit

135: Time-series analysis unit
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140: Setting information store area

141: Schema definition table (schema definition informa-
tion)

142: Index generation table (index generation information)

143: Evaluation formula generation rule table (evaluation
formula generation rule information)

200: External storage device

200a: External storage device (first storage device)

200b: External storage device (second storage device)

210: Time-series data table (time-series data information)

220: Time-series 1index table (time-series index informa-
tion)

300: Time-series data

400: Manager PC

500: Client PC (client)

600: Search query

610: Search range interval (*select_range” phrase)

620: Search item (“select_items” phrase)

630: Search object range (“where timerange” phrase)

640: Search condition (“where_condition” phrase)

The mvention claimed 1s:

1. A time-series data management device comprising:

a processor for accumulating time-series data of a search
object 1nto a storage device; and searching the accumu-
lated time-series data for a data series complying with a
search query which 1s imput from a client;

the time-series data being obtained from sensors which
monitor status of an apparatus and including a data
group 1n which the data from each sensor 1s arranged 1n
time series,

the processor configured to:

calculate a feature value of a data series of hierarchical time
intervals, the data series being 1n a time period divided
by specific regular time 1nterval, by associating the time-
series data recerved moment-by-moment with the sen-
sors of the apparatus to be momitored, when accumulat-
ing the time-series data;

write the calculated feature value of the data series of
hierarchical time intervals associated with the sensors of
the apparatus, into the storage device as time-series
index information; and

write the time-series data associated with the sensor of the
apparatus 1nto the storage device as time-series data
information,

generate an evaluation formula to make a decision as to
degrees of compliance with each feature value 1n the
time-series mdex information and the search query,
when searching the time-series data;

make a decision whether or not a feature value of every
time period included 1n the time-series index informa-
tion complies with the evaluation formula by using the
evaluation formula, and when 1dentifying a complying
time period of a data series group, extracting the time
period wider than a search range interval in the search
query, specilying the feature value of the extracted time
period which complies with the evaluation formula, 1
the feature value 1s specified, identifying the time period
which includes the feature value complying with the
evaluation formula by repeating the decision making
process for lower layer time period which belongs to the
same period as the specified time period and having
narrower mterval than the specified time period until the
time period 1s close to the search range 1nterval;

extract a data series corresponding to the i1dentified time
period from the time-series data information; and

collate the extracted data series with a search condition in
the search query.
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2. The time-series data management device according to
claim 1, wherein

the time-series index information comprises an index hier-
archical structure composed of a plurality of time-series
indexes, every attribute name 1n the time-series data, and

the time-series index includes the time period including the
start time and the end time of the time-series data, the
feature value of the time period, and the node pointer of
subordinate time-series indexes included in the index
hierarchical structure.

3. The time-series data management device according to

claim 1, wherein

the data accumulation unit further comprises:

a data compression unit which compresses the time-series
data and delivers the compressed time-series data to the
data writing unit, when accumulating the time-series
data 1nto the storage device, and

the data search unit further comprises:

a data melting unit for melting the compressed data deliv-
ered from the data reading unit, when searching the
time-series data.

4. The time-series data management device according to
claim 2, wherein with respect to the time-series index, the
index search unit links feature values 1n adjacent time periods,
and thereby calculates a feature value corresponding to a
plurality of division regular time intervals, make a decision as
to the calculated feature value according to an evaluation
formula, and 1dentily a time period of a complying data series
group.

5. The time-series data management device according to
claim 4, wherein when calculating a feature value of a data
series 1n the specific regular time interval, the index genera-
tion umt changes the specific regular time interval, and cal-
culates the regular time interval to cause the specific regular
time 1nterval to change according to a variation of a value of
the time data series.

6. The time-series data management device according to
claim 5, wherein as for the calculation of the regular time
interval, the regular time interval 1s made large 1n a time
period 1n which the variation of the data series 1s less than a
predetermined level, whereas the regular time interval 1s
made small 1n a time period 1n which the vanation of the data
series 1s at least the predetermined level.

7. The time-series data management device according to
claim 5, wherein the feature value calculated by the index
generation unit 1s an upper-lower limit range using a mini-
mum value and a maximum value of a data series of every
specific regular time 1nterval,

the evaluation formula generation unit generates a search
condition included 1n the search query as an evaluation
formula for evaluating the upper-lower limit range, and

the index search unit compares the upper-lower limit range
of the data series with the evaluation formula and makes
a decision.

8. The time-series data management device according to
claim 6, wherein the index generation unit calculates a feature
value of time-series data every a plurality of different regular
time 1intervals, and generates time-series indexes having a
hierarchical structure in which a feature value corresponding
to a first regular time interval 1s included 1n a feature value
corresponding to a second regular time interval which 1s
longer than the first regular time interval and which belongs to
same time period as the first regular time 1nterval, and

the index search extracts a time period having the regular
time interval close to a search range interval included 1n
the search query, makes a decision as to a feature value
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in the time period according to the evaluation formula,
and thereby 1dentifies a complying time period.
9. The time-series data management device according to
claim 7, wherein the client comprises a viewer for displaying
a time period and a feature value of a data series group
received from the index search unit, on a display unat.
10. The time-series data management device according to
claim 8, wherein
with respect to the time-series indexes having the hierar-
chical structure, the index search unit makes a decision
as 1o a feature value according to the evaluation formula
successively beginning with a long regular time interval,

if the feature value complies with the evaluation formula,
the 1ndex search unit conducts processing of succes-
stvely evaluating feature values corresponding to time
period which 1s shorter than the regular time 1interval and
which belong to same time period as the time period,
repeatedly until a resultant regular time interval
becomes close to the search range interval, and

thereby the index search unit identifies a time period com-
plying with the evaluation formula.

11. The time-series data management device according to
claim 9, wherein

the index generation unit calculates a feature value of time-

series data every a plurality of different regular time
intervals, and generates time-series indexes having a
hierarchical structure in which a feature value corre-
sponding to a first regular time 1nterval 1s included 1n a
feature value corresponding to a second regular time
interval which 1s longer than the first regular time 1nter-
val and which belongs to same time period as the first
regular time 1nterval,

the index search unit outputs a feature value which com-

plies with the evaluation formula 1n a long time period,
and outputs that 1n a shorter time period successively 1n
stages, and

the viewer displays the feature values received from the

index search unit in stages by repeating re-drawing.

12. The time-series data management device according to
claim 9, wherein

the feature value calculated by the index generation unit 1s

an upper-lower limit range using a minimum value and a
maximum value of a data series of every specific regular
time 1nterval,

the evaluation formula generation unit generates a search

condition 1included in the search query as an evaluation
formula for evaluating the upper-lower limit range,

the index search unit makes a decision as to the upper-

lower limit range of the data series on the basis of the
evaluation formula, outputs an average value of the data
series as a feature value 1n a complying time period, and
transmits the average value to the client, and

the viewer of the client draws the transmitted average value

on the display unait.

13. The time-series data management device according to
claiam 10, wherein with respect to the time-series 1indexes
having the hierarchical structure, the index generation unit
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links feature values 1n adjacent regular time intervals at arbi-
trary timing, thereby calculates a feature value corresponding,
to a plurality of regular time intervals, and reconfigures the
time-series indexes by regarding the plurality of regular time
intervals as a new regular time interval.

14. A time-series data management method using a time-
series data management device including a data accumulation
unit for accumulating time-series data of a search object mto
a storage device, and a data search unit for searching the
accumulated time-series data for a data series complying with
a search query which 1s input from a client

the time-series data being obtained from sensors which
monitor status ol an apparatus and including a data
group 1n which the data from each sensor 1s arranged 1n
time series,

the data accumulation unit comprising and executing:

an 1ndex generation step of calculating a feature value of a
data series of hierarchical time intervals, the data series
being 1n a time period divided by specific regular time
interval, by associating the time-series data recerved
moment-by-moment with the sensors of the apparatus to
be monitored, when accumulating the time-series data;

an index writing step of writing the calculated feature value
of the data series of hierarchical time intervals associ-
ated with the sensors of the apparatus, into the storage
device as time-series index information; and

a data writing step of writing the time-series data associ-
ated with the sensor of the apparatus 1nto the storage
device as time-series data information, and

the data search unit comprising and executing:

an evaluation formula generation step of generating an
evaluation formula to make a decision as to degrees of
compliance with each feature value in the time-series
index information and the search query, when searching,
the time-series data;

an 1ndex search step of making a decision whether or not a
feature value of every time period included 1n the time-
series index information complies with the evaluation
formula by using the evaluation formula, and when 1den-
tifying a complying time period of a data series group,
extracting the time period wider than a search range
interval 1n the search query, speciiying the feature value
of the extracted time period which complies with the
evaluation formula, 11 the feature value 1s specified,
identifying the time period which includes the feature
value complying with the evaluation formula by repeat-
ing the decision making process for lower layer time
period which belongs to the same period as the specified
time period and having narrower interval than the speci-
fied time period until the time period 1s close to the
search range interval;

a data reading step of extracting a data series corresponding,
to the 1dentified time period from the time-series data
information; and

a time-series analysis step of collating the extracted data
series with a search condition 1n the search query.
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