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INFORMATION PROCESSING DEVICE,
SYSTEM, AND INFORMATION PROCESSING
METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to and incorporates

by reference the entire contents of Japanese Patent Applica-
tion No. 2013-007386 filed 1n Japan on Jan. 18, 2013.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an information processing
device, a system, and an information processing method.

2. Description of the Related Art

In fields of interactive digital signage and the like, systems
for detecting changes of objects and persons and changing
information that 1s presented interactively based on the
changes attract attention. In the systems, for example, there
has been known a method of changing information display in
accordance with a non-contact action by a person’s hand or
the like so as to interest the person in the experience on the
spot, and as a result, attract the interest to the presented
information.

Furthermore, 1t 1s important for the signage to be viewed.
There has been known devisal for detecting a position and an
entrance direction of a person, changing an image display
method, causing the person around the signage to recognize
the signage as information presented to the person so as to
attract the attention.

For example, Japanese Patent No. 4907483 discloses a
technique of controlling display of an 1mage based on com-
prehensive sensing information mcluding a position, a direc-
tion, a sight line, a hand gesture (an action such as movement
of a hand), and movement of a hand or an arm of a user (a
viewer).

As a hypothesis of a purchasing behavior process, 1t 1s said
that “attention” and “interest” trigger customer’s positive
behavior. That 1s to say, also 1n the field of the digital signage,
interaction for “aftracting interest” and interaction {for
“attracting attention of a person around the signage™ are nec-
essary. This needs not only detection of an action of a viewer
to an 1image but also detection of the viewer present around a
region in which the image 1s provided.

The technique disclosed 1n Japanese Patent No. 4907483,
however, has the following problem. That 1s, a camera having,
high performance that senses an overall space at uniform
resolution 1s used 1n order to detect global information such as
the viewer’s position and detect local information such as the
free-hand gesture. Due to this, introduction of the device and
the system requires the increased cost and the technique can-
not be executed easily.

In view of the above-mentioned circumstance, there 1s a
need to provide an information processing device, a system,
and an information processing method that can realize a con-
figuration for detecting global information such as a viewer’s
position at low cost.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to at least partially
solve the problems in the conventional technology.

An information processing device includes: a first acquir-
ing unit that acquires first information to be used for detecting
whether a viewer 1s present around a display unit displaying,
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2

an 1mage from a first detector that detects the first informa-
tion; a second acquiring unit that acquires second information
to be used for recognizing an mstruction action to the image
displayed by the display unit from a second detector that
detects the second information; and a deciding unit that
decides a recognition method of the instruction action by
using the second information, based on the first information
acquired by the first acquiring unit.

A system includes a display device that displays an 1mage,
and an information processing device connected to the dis-
play device. The system includes: a first acquiring unit that
acquires {irst information to be used for detecting whether a
viewer 1s present around the display device from a first detec-
tor that detects the first information; a second acquiring unit
that acquires second information to be used for recognizing
an instruction action to the image displayed by the display
device from a second detector that detects the second 1nfor-
mation; and a deciding unit that decides a recognition method
of the instruction action by using the second information,
based on the first information acquired by the first acquiring
unit.

An information processing method includes: acquiring
first information to be used for detecting whether a viewer 1s
present around a display unit displaying an image from a first
detector that detects the first information; acquiring second
information to be used for recognizing an instruction action to
the image displayed by the display unit from a second detec-
tor that detects the second imnformation; and deciding a rec-

ognition method of the mstruction action by using the second
information, based on the first information acquired at the
acquiring of the first information.

The above and other objects, features, advantages and tech-
nical and industrial significance of this invention will be
better understood by reading the following detailed descrip-
tion of presently preferred embodiments of the invention,
when considered in connection with the accompanying draw-
Ings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1llustrating an example of the configu-
ration of a projecting system according to a first embodiment;

FIG. 2 1s a view for explaining a first detector and a second
detector;

FIG. 3 1s a flowchartillustrating an example of operation of
an information processing device 1n the first embodiment;

FIG. 4 15 a flowchart illustrating an example of activation
determination processing;

FIG. 515 a flowchart illustrating an example of deactivation
determination processing;

FIG. 6 1s a diagram 1illustrating an example of the configu-
ration of a projecting system according to a second embodi-
ment,

FIG. 7 1s a flowchart illustrating an example of processing,
by a parameter setting unit;

FIG. 8 1s a view schematically 1llustrating a state where a
viewer performs an instruction action of holding his(her)
hand on an 1con image such as a button that has been projected
and displayed,;

FI1G. 9 1s a flowchart illustrating an example of processing,
by the parameter setting unit;

FI1G. 10 1s a flowchart illustrating an example of processing,
by the parameter setting unit;

FIG. 11 1s a diagram 1illustrating an example of the con-
figuration of a projecting system according to a third embodi-
ment;
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FIG. 12 1s a flowchart illustrating an example of operation
of the information processing device when interaction for
“attracting attention” 1s performed on display information;
and

FI1G. 13 1s a flowchart 1llustrating an example of processing,
by a display control unit 1n the third embodiment.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The following describes embodiments of an information
processing device, a system, and an information processing,
method according to the mvention 1n detail with reference to
the accompanying drawings. Although a projecting system 1s
described as an example of a system to which the invention 1s
applied 1n the following embodiments, the invention 1s not
limited thereto.

First Embodiment

FI1G. 1 1s a diagram 1llustrating an example of the configu-
ration of a projecting system 1 according to the embodiment.
As 1llustrated 1n FIG. 1, the projecting system 1 includes at
least a display device 100 and an information processing
device 200 that are connected to each other. Although the
display device 100 1s composed of a projector (an example of
an 1mage projecting device) for projecting an image onto a
projection target material such as a wall surface i the
embodiment, the display device 100 1s not limited thereto.
The display device 100 may be composed of a display device
for displaying a signage image such an advertisement. In
summary, 1t 1s suificient that the display device 100 1s a device
for displaying an image. In this example, it can be grasped
that the display device 100 corresponds to a “display unit” or
a “display device” 1n the scope of the mvention.

The information processing device 200 generates an image
to be displayed on the display device 100 based on an 1image
that 1s supplied from a content providing device 300, and
outputs the generated image to the display device 100.
Although the information processing device 200 1s composed
of a personal computer (PC) 1n the embodiment, the informa-
tion processing device 200 1s not limited thereto. Detailed
contents of the information processing device 200 will be
described later.

In the embodiment, a first detector 10 and a second detector
20 are connected to the information processing device 200. To
be more specific, as illustrated 1n FI1G. 2, 1n the embodiment,
the first detector 10 and the second detector 20 are attached to
the upper part of the display device 100 configured as the
projector.

The first detector 10 1s a sensor for detecting first informa-
tion that 1s used for detecting whether a viewer 1s present
around the display device 100. Although a detection range of
the first detector 10 corresponds to a first range indicating a
range (range 1n which a projection image can be viewed) in
which an 1image (in the following description, referred to as a
“projection 1mage” 1n some cases) that 1s projected onto the
projection target material can be provided in the example of
FIG. 2, the detection range of the first detector 10 1s not
limited thereto. In the following description, a region of the
projection target material onto which the image 1s projected 1s
referred to as a projection region in some cases. It 1s sutlicient
that the first detector 10 can detect a human body within a
certain distance. The first detector 10 1s preferably an inex-
pensive and small-sized infrared distance sensor that 1s rich in
variety but 1t 1s not limited thereto. Note that when the inira-
red distance sensor 1s used as the first detector 10, 1t can detect
only a local region generally. Therefore, a plurality of sensors
arranged longitudinally and/or laterally may be used 1n accor-
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4

dance with a size of an area of a detection target. In this
example, the first information indicates output of the infrared
distance sensor.

The second detector 20 1s a sensor for detecting second
information that 1s used for recognizing an instruction action
(for example, action of moving the hand) to an 1image (in this
example, projection 1image) displayed by the display device
100. Although a preferable sensor 1s different depending on
installation environment or the instruction action of a recog-
nition target, it 1s suificient that the second detector 20 has a
function of capturing an 1mage of an operation area (second
range 1n FI1G. 2) 1n which the viewer 1s expected to perform
the struction action around the display device 100.
Although the second detector 20 1s configured by a monocu-
lar camera as an example 1n the following description, the
second detector 20 1s not limited thereto and may be config-
ured by an infrared camera, for example. The second detector
20 15 set such that the operation area 1s 1n an angle of view
thereof. In this example, the second information indicates
output of the monocular camera, that 1s, image data obtained
by capturing an image of the operation area.

For example, many small-sized, light-weight cameras for
mobile cameras are on the market and are very inexpensive,
so that these cameras can be used as the second detector 20. It
1s, however, preferable that the second detector 20 have an
angle of view and resolution 1n accordance with the operation
area and have a high frame rate (for example, approximately
30 1ps) because 1t also gives 1mntluence on responsiveness of
recognition of the instruction action.

Returning to FIG. 1, the following describes detailed con-
tents of the information processing device 200. As illustrated
in FIG. 1, the information processing device 200 includes a
first acquiring unit 210, a second acquiring unit 220, a decid-
ing unit 230, and a display control unit 240. The first acquir-
ing unit 210 has a function of acquiring the first information
from the first detector 10. The second acquiring unit 220 has
a function of acquiring the second information from the sec-
ond detector 20.

The deciding unit 230 decides a recognition method of an
instruction action by using the second information acquired
by the second acquiring unit 220, based on the first informa-
tion acquired by the first acquiring unit 210. To be more
specific, the deciding unit 230 1includes a detecting unit 231,
a recognizing umt 232, a determining umt 233, and an acti-
vation control unit 234.

The detecting unit 231 has a function of detecting whether
a viewer 1s present around the display unit by using the first
information acquired by the first acquiring unit 210. The
detecting unit 231 has a function of calculating a distance
between a position of the detected viewer and a display region
(1n this example, projection region) of an image displayed by
the display device 100. In this example, the detecting unit 231
detects whether a viewer enters a first range 1n the following
manner. That 1s, when the first detector 10 1s installed, the
etection range (first range) of the first detector 10 and a
efault value indicating distance imnformation from the first
etector 10 are stored in a memory (not illustrated). The
etecting unit 231 compares the default value and the first
information acquired by the first acquiring unit 210. It 1s to be
noted that the methods of detecting the viewer and calculating
the distance are not limited thereto and known various tech-
niques can be applied ({or example, paragraphs 0014 to 0015
in Japanese Patent Application Laid-open No. 2007-133305).
In this example, the first detector 10 1s arranged at a position
that 1s suiliciently close to the projection region and 1t 1s
considered that the distance between the projection region
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and the viewer can be approximated by the distance between
the first detector 10 and the viewer.

The recognizing unit 232 has a function of recognizing the
instruction action by using the second information acquired
by the second acquiring unit 220. In the embodiment, the
recognizing unit 232 detects motion of a recognition target
(for example, a person’s hand) images of which are captured
in 1mage data (second information) obtained by capturing
images of the operation area by an interirame difference
method, a background difference method, or the like. Then,
the recognizing unit 232 recognizes the instruction action
based on the detected motion and a predetermined 1nstruction
action recognition condition (information 1n which a motion
of the recognition target and a type of an instruction action are
associated). It 1s to be noted that known various techniques
(for example, technique disclosed 1n Japanese Patent Appli-
cation Laid-open No. 2009-64199) can be applied as the
recognition method of the mstruction action. Furthermore,
when 1images of a plurality of recognition targets are captured
in the image data (second information) obtained by capturing
an 1mage of the operation area, the recogmzing unit 232 can
specily a recognition target as a target of processing of rec-
ogmzing the mstruction action 1 accordance with a position
of the viewers detected by the detecting unit 231 so as to
execute the processing of recognizing the instruction action.

The determining unit 233 has a function of determining,
whether recognition of the mstruction action 1s executable 1n
accordance with the position of the viewer detected by the
detecting unit 231. To be more specific, the determining unit
233 determines whether a distance D between the position of
the viewer 1n the first range and the projection region that has
been calculated by the detecting unit 231 1s smaller than a
threshold. When 1t 1s determined that the distance D 1s smaller
than the threshold, the determining unit 233 determines that
the recognition of the istruction action 1s to be executed.
Then, the determining unmt 233 activates the second detector
20 and performs control to execute acquisition processing by
the second acquiring unit 220 and recognizing processing by
the recognizing unit 232.

The activation control unit 234 has a function of perform-
ing control to activate the first detector 10 and the second
detector 20. In addition, the activation control unit 234 also
has a function of performing control to stop the first detector
10 and the second detector 20.

The display control unit 240 controls an 1mage that 1s
displayed on the display device 100 1n accordance with a
processing result by the deciding unit 230. For example, when
the detecting unit 231 detects that the viewer 1s present in the
first range, the display control unit 240 may perform control
to display an image of an operation icon. To be more specific,
the display control unit 240 generates an 1image by superim-
posing the 1mage of an operation icon on the 1mage that 1s
supplied from the content providing device 300 and outputs
the generated 1image to the display device 100. Furthermore,
for example, when the recognizing unit 232 recognizes the
instruction action, the display control unit 240 may perform
control to display an 1image in accordance with the recognized
instruction action. For example, the display control unit 240
may transition the image that 1s supplied from the content
providing device 300 (1n other words, may perform screen
transition) 1 accordance with the recognized instruction
action, and output the transitioned 1mage to the display device
100. In this manner, feedback to the instruction action 1s
executed.

Next, described 1s an example of operation of the informa-
tion processing device 200 in the embodiment. FIG. 3 1s a
flowchart illustrating the example of the operation of the
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information processing device 200. As illustrated in FIG. 3,
first, the activation control unit 234 performs control to acti-
vate the first detector 10 (step S1). Then, the first acquiring
umt 210 starts processing ol acquiring the first information
indicating output of the first detector 10 so as to acquire the
first information from the first detector 10 at a predetermined
cycle (step S2). Thereafter, the detecting unit 231 detects
whether the viewer 1s present 1n the first range from the first
information acquired at step S2 (step S3).

When the detecting unit 231 detects that the viewer 1s
present in the first range (Yes at step S3), the detecting unit
231 calculates the distance D between the detected viewer
and the projection region (step S4). Next, the determining unit
233 executes activation determination processing of the sec-
ond detector 20 (step S5).

FIG. 4 1s a flowchart illustrating an example of the activa-
tion determination processing that 1s executed by the deter-
mining unit 233. As illustrated 1n FI1G. 4, first, the determining
unit 233 determines whether the distance D calculated at the
above-mentioned step S4 1s smaller than a threshold (step
S11). When the determining unit 233 determines that the
distance D 1s smaller than the threshold (Yes at step S11), the
determining unit 233 directs the activation control unit 234 to
activate the second detector 20 (step S12). At the same time,
the determiming unit 233 directs the second acquiring unit 220
to start processing of acquiring the second information from
the second detector 20 at a predetermined cycle and directs
the recognizing unit 232 to start processing of recognizing the
instruction action.

Description 1s continued with reference back to FIG. 3.
When the detecting unit 231 detects that the viewer 1s not
present in the first range at the above-mentioned step S3 (No
at step S3), the detecting unit 231 calculates a non-detection
time T indicating time during which the viewer 1s not detected
to be present (step S6). Then, the determining unit 233
executes deactivation determination processing of the second
detector 20 (step S7).

FIG. 5 1s a flowchart illustrating an example of the deacti-
vation determination processing that 1s executed by the deter-
mining unit 233. As illustrated in FIG. 5, first, the determining
unit 233 determines whether the non-detection time T calcu-
lated at the above-mentioned step S6 1s larger than a threshold
(step S13). When the determining unit 233 determines that
the non-detection time T 1s larger than the threshold (Yes at
step S13), the determining unit 233 directs the activation
control unit 234 to stop (deactivate) the second detector 20
(step S14). At the same time, the determining unit 233 directs
the second acquiring unit 220 to stop the processing ol acquir-
ing the second information from the second detector 20 at the
predetermined cycle and directs the recognizing unit 232 to
stop the processing of recognizing the mstruction action.

As described above, 1n the embodiment, the recognition
method of the instruction action by using the second infor-
mation acquired from the second detector 20 1s decided based
on the first information acquired from the first detector 10.
Note that the second detector 20 detects the second informa-
tion to be used for recognizing the instruction action to an
image displayed by the display device 100 and the first detec-
tor 10 detects the first information to be used for detecting
whether the viewer 1s present around the display device 100.
To be specific, 1t 1s determined whether the recognition of the
instruction action 1s executable 1n accordance with the posi-
tion of the viewer detected by using the first information (in
accordance with the distance D between the position of the
viewer and the projection region). Then, when the distance D
1s smaller than the threshold, the second detector 20 that
acquires the second information is stopped and the processing
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ol acquiring the second information and the processing of
recognizing the instruction action in the operation area are
stopped (the processing of recognizing the 1nstruction action
1s stopped).

On the other hand, 1n the conventional configuration in
which the position of the viewer and the mstruction action are
recognized based on only the output from the camera that
senses an overall space at uniform resolution, there are the
following problems. That 1s, the camera has high perfor-
mance, resulting in 1ncrease of the introduction cost of the
system. In addition, power consumption 1s increased because
power necessary for sensing needs to be kept regardless of
presence and absence of the viewer (power necessary for
sensing cannot be reduced even when the viewer 1s not
present). In contrast, the camera having high performance 1s
not needed 1n the embodiment, thereby making 1t possible to
suppress the mtroduction cost of the system. Furthermore, 1n
the embodiment, when the position of the viewer corresponds
to a position at which the instruction action 1s not expected to
be performed, the second detector 20 1s stopped and the
processing of recognizing the instruction action 1s stopped.
This can reduce the power consumption in comparison with
that 1 the conventional configuration. Accordingly, the
embodiment exhibits an advantageous effect of reducing the
cost and the power consumption 1n comparison with those 1n
the conventional configuration.

Second Embodiment

Next, described 1s a second embodiment. The second
embodiment 1s different from the first embodiment in a point
that a system 1n the second embodiment has a function of
setting a load ratio between the processing of detecting
whether the viewer 1s present 1n the first range (processing by
the first acquiring unit 210 and the detecting unit 231) and the
processing ol recognizing the mstruction action 1n the opera-
tion area (processing by the second acquiring unit 220 and the
recognizing unit 232) variably in accordance with the posi-
tion of the viewer present 1n the first range. Furthermore, the
second embodiment 1s different from the above-mentioned
first embodiment also 1n a point that the system 1n the second
embodiment has a function of setting a parameter to be used
for recognizing the mstruction action by the recognizing unit
232 variably i accordance with the position of the viewer
present 1n the first range. The following describes the ditfer-
ences 1n detail. It 1s to be noted that the same reference
numerals denote elements common to those in the above-
mentioned first embodiment and description thereof 1s omit-
ted appropriately.

FIG. 6 1s a diagram 1llustrating an example of the configu-
ration of a projecting system 400 according to the second
embodiment. A part of function of a deciding unit 250
included 1n an information processing device 201 in the pro-
jecting system 400 1s different from that in the above-men-
tioned first embodiment. The following mainly describes
points different from the first embodiment. As illustrated in
FIG. 6, the deciding unmit 250 1s different from the deciding
unit 1n the above-mentioned first embodiment 1n a point that
the deciding unit 250 further includes a parameter setting unit
235 and a load ratio setting unit 236.

The parameter setting unit 2335 sets a parameter to be used
for recognizing the 1nstruction action by the recognizing unit
232 (processing of recognizing the instruction action) vari-
ably 1n accordance with the position of the viewer detected by
the detecting unit 231. Hereinafter, detail description thereof
1s made.

In the processing of recognizing the instruction action,
when the recognition target of the instruction action such as
the viewer’s hand 1s extracted from the second information

5

10

15

20

25

30

35

40

45

50

55

60

65

8

(1mage data obtained by capturing images of the operation
area), the following method 1s employed 1n some cases. That
1s, employed 1s a method of determining whether 1t 1s the
recognition target or noise by comparing an area of a region
indicating an interframe diflerential and a threshold. The area
of a captured 1mage of the viewer’s hand (an example of the
recognition target) in the image data captured by the monocu-
lar camera (second detector 20) installed at a predetermined
position 1s expected to be largely different depending on the
positions of the viewers. Based on this, positional informa-
tion of the viewer, 1n particular, information indicating a
distance from the second detector 20 to a place at which the
viewer 1s present 1s important to set an appropriate threshold.

Then, the parameter setting unit 235 sets an area threshold
(example of the parameter) to be used for the processing of
recognizing the instruction action variably in accordance
with the position of the viewer 1n the first region that has been
detected by the detecting unit 231. In this example, a distance
between the position of the viewer detected by the detecting
unit 231 and the second detector 20 can be approximated by
the distance between the position of the viewer and the first
detector 10. For example, 1t 1s assumed that a reference value
Dx of the distance between the viewer and the second detector
20 (first detector 10) and a reference value S of an area for a
threshold are given. In this case, an estimated area S' can be
expressed by the following equation 1 for the distance D
calculated by the detecting unit 231. In the processing of
recognizing the instruction action, a differential image indi-
cating an area smaller than the estimated area S' calculated 1n
the equation 1 1s determined to be noise.

S'=SxDx?/D¥

Application of S§' to the area for the threshold makes 1t
possible to cope with even the case where the area of a
captured image ol the viewer’s hand 1s different depending on
the distances between the viewer and the second detector 20
robustly.

FIG. 7 1s a flowchart illustrating an example of the above-
mentioned processing by the parameter setting unit 235.
Here, 1t 1s based on the premise that every time the detecting
umt 231 detects that the viewer 1s present in the first range
from the first information acquired by the first acquiring unit
210, the detecting unit 231 calculates the distance D between
the position of the viewer and the first detector 10 (second
detector 20) and outputs the calculated distance D to the
parameter setting unit 235.

As 1llustrated 1n F1G. 7, first, the parameter setting unit 2335
acquires the distance D calculated by the detecting unit 231
(step S21). The parameter setting unit 2335 calculates the
estimated area S' by using the above-mentioned equation 1
(step S22). Then, the parameter setting unit 235 sets the
estimated area S' calculated at step S22 as an area threshold
for noise determination (step S23). Thereaftter, the recogniz-
ing unit 232 performs the processing of recognizing the
instruction action by using the area threshold set at step S23
(step S24).

Returning to FIG. 6, description of the function of the
parameter setting unit 235 1s continued. In the processing of
recognizing the instruction action, a method of extracting the
recognition target such as the viewer’s hand from the second
information and using a trajectory of the extracted recogni-
tion target for the recognition of the instruction action 1s
employed 1n some cases. That 1s to say, information (instruc-
tion action recognition condition) 1n which a predetermined
trajectory 1s associated with each type of the instruction
actions 1s prepared previously. When the trajectory of the
extracted recognition target 1s 1dentical to a predetermined

(Equation 1)
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trajectory in the instruction action recogmition condition, it
can be recognized that the imstruction action corresponding to
the predetermined trajectory has been performed.

For example, as illustrated 1n FIG. 8, even with a simple
instruction action of holding the viewer’s hand on (extending
the viewer’s hand toward) the icon 1mage such as the button
that 1s displayed on the projection region, and so on, the
trajectory of the captured images of the viewer’s hand 1n the
image data captured by the camera (second detector 20) 1s
expected to be difl

erent depending on the positions of the
viewer. Based on this, the positional information of the
viewer, 1n particular, information indicating that the viewer 1s
present at any of the left and right positions with respect to the
second detector 20 1s important to appropnately recognize the
instruction action.

The parameter setting unit 233 sets the 1nstruction action
recognition condition (an example of the parameter) that 1s
used for the processing of recognizing the 1nstruction action
variably in accordance with the position of the viewer 1n the
first region that has been detected by the detecting unit 231.
For example, the installation environment as illustrated 1n
FIG. 8 1s supposed. In this case, when the viewer 1s present on
the right with respect to the second detector 20, a trajectory of
“right—=center—r1ght” can be applied as a predetermined
trajectory corresponding to the instruction action of extend-
ing the viewer’s hand toward the button icon. On the other
hand, when the viewer 1s present on the left, a trajectory of
“left—center—leit” can be applied as the predetermined tra-
jectory corresponding to the instruction action of extending,
viewer’s hand toward the button 1con.

In this manner, the 1nstruction action recognition condition
that 1s used for the processing of recognizing the instruction
action 1s set variably in accordance with the position of the
viewer 1n the first region that has been detected by the detect-
ing unit 231. This can cope with the difference 1n the trajec-
tory drawn by the 1nstruction action of the viewer depending,
on the position of the viewer (difference 1n the captured image
depending on whether the viewer extends his(her) hand from
the right or the left) robustly.

FIG. 9 1s a flowchart 1llustrating an example of the above-
mentioned processing by the parameter setting unit 233. It 1s
based on the premise that every time the detecting unit 231
detects that the viewer 1s present in the first range from the
first information acquired by the first acquiring unit 210, the
detecting unit 231 outputs positional information indicating
the position of the viewer to the parameter setting unit 235.

As illustrated in FIG. 9, first, the parameter setting unit 235
acquires the positional information indicating the position of
the viewer from the detecting umit 231 (step S31). The param-
cter setting unit 235 sets the instruction action recognition
condition 1n accordance with the position of the viewer indi-
cated by the positional information acquired at step S31 (step
S32). Then, the recognizing unit 232 performs the processing
of recognizing the 1nstruction action by using the 1nstruction
action recognition condition set at step S32 (step S33).

Returning to FIG. 6 again, description of the functions of
the parameter setting unit 235 1s continued. The processing of
recognizing the instruction action 1s performed by using a
plurality of frames generally. In the processing of recognizing,
the instruction action, when a method of acquiring frames
from the second detector 20 1n accordance with load of a
central processing unit (CPU) 1s employed, i1 performance of
the CPU 1s low, frames are acquired 1n a skipping manner.
This results 1n that recognition accuracy 1s lowered and a
trouble also occurs on responsiveness speed.

In order to solve this, the parameter setting unit 233 sets a
load ratio between the processing of detecting whether the
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viewer 1s present in the first range (processing by the first
acquiring umt 210 and the detecting unit 231) and the pro-
cessing of recognizing the istruction action that 1s performed
in the operation area (second range) (processing by the sec-
ond acquiring umt 220 and the recognmizing unit 232) variably
in accordance with the position of the viewer 1n the firstregion
that has been detected by the detecting unit 231.

In the following description, for example, the load ratio of
60% indicates the ratio of the processing of recognizing the
instruction action when the total of the ratio of the processing
of detecting whether the viewer 1s present in the first range
and the ratio of the processing of recognizing the instruction
action that 1s performed in the operation area (second range)
1s set as 100%. That 1s to say, this case indicates that the ratio
of the processing of detecting whether the viewer 1s present 1n
the first range 1s 40%. As the load ratio of the processing of
recognizing the mnstruction action 1s higher, the load of the
processing by the second acquiring unit 220 and the recog-
nizing unit 232 1s increased. This also 1ncreases a frequency
(frame rate) at which the frames (image data (second infor-
mation) obtained by capturing images of the operation area)
are acquired from the second detector 20.

FIG. 10 1s a flowchart illustrating an example of the above-
mentioned processing by the parameter setting unit 235. It 1s
based on the premise that every time the detecting unit 231
detects that the viewer 1s present in the first range from the
first information acquired by the first acquiring unit 210, the
detecting unmit 231 calculates the distance D between the
position of the viewer and the projection region (first detector
10) and outputs the calculated distance D to the parameter
setting unit 235.

As 1llustrated i FIG. 10, first, the parameter setting unit
235 acquires the distance D calculated by the detecting unit
231 (step S41). Next, the parameter setting unit 235 sets the
load ratio 1 accordance with the distance D acquired at step
S41 (step S42). In the embodiment, when the distance D 1s
smaller than the threshold, the parameter setting unit 235 sets
the load ratio to 80%. When the distance D 1s equal to or larger
than the threshold, the parameter setting unit 235 sets the load
ratio to 50%. Note that 1t 1s not limited thereto.

It1s to be noted that the above-mentioned processing by the
parameter setting unit 235 may be performed after the second
detector 20 1s activated or may be pertormed before the sec-
ond detector 20 1s activated.

As described above, also 1n the embodiment, the recogniz-
ing method of the instruction action by using the second
information acquired from the second detector 20 1s decided
based on the first information acquired from the first detector
10. The embodiment can reduce the cost in comparison with
the configuration in which the position of the viewer and the
instruction action are recognized only based on the output of
the camera having high performance that senses an overall
space at uniform resolution. To be specific, 1n the embodi-
ment, control to set the load ratio vanably or to set the param-
cter that 1s used for recognizing the instruction action variably
in accordance with the position of the viewer detected by
using the first information acquired from the first detector 10
1s performed.

Third Embodiment

Next, described 1s a third embodiment. The third embodi-
ment 1s different from the above-mentioned respective
embodiments in that when recognition of the instruction
action 1s performed, even 1f a new viewer present 1n the first
range 1s detected, an 1mage that 1s displayed by the display
device 100 1s not controlled 1n accordance with the position of
the new viewer. The following describes the differences in
detail. It 1s to be noted that the same reference numerals
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denote elements common to those 1n the above-mentioned
embodiments and description thereof 1s omitted appropri-
ately.

FIG. 11 1s a diagram 1illustrating an example of the con-
figuration of a projecting system 500 according to the third
embodiment. A part of the function of a display control unit
241 included 1n an information processing device 202 1n the
projecting system 500 1s different from that in the above-
mentioned first embodiment. The following mainly describes
points different from the first embodiment. Although the con-
figuration of a deciding unit 260 included 1n the information
processing device 202 1s the same as that 1n the first embodi-
ment 1n the example as 1llustrated in FIG. 11, the configura-
tion of the deciding unit 260 1s not limited thereto. For
example, the deciding unit 260 included in the mmformation
processing device 202 may have the same configuration as
that 1n the second embodiment (configuration further includ-

ing the parameter setting unit 235 and the load ratio setting
unit 236).

As 1n the above-mentioned embodiments, the display con-
trol unit 241 performs control to switch display information
in accordance with a result of the detection processing by the
detecting unit 231, or aresult of the proces sing ol recognizing,
the mnstruction action by the recognizing unit 232. With this,
the interaction for “attracting attention” to the display infor-
mation and the interaction for “‘attracting interest” to the
display information through an operation experience on a
display screen (in this example, projection 1mage) are
executed.

As the example of the interaction for “attracting attention”
to the display information, as described above, when 1t 1s
detected that the viewer 1s present 1n the first range, it 1s
considered that an operation 1on (for example, objects such as
operation buttons of display brightness and size) 1s controlled
to be displayed. Furthermore, in the embodiment, the display
control unit 241 performs brightness control of changing the
brightness of the projection image 1n accordance with the
position of the viewer detected by the detecting unit 231. To
be more specific, the display control unit 241 performs con-
trol to change the brightness of a light source or change
speciflied gradations of respective pixels contained in 1mage
data as a projection target in accordance with the distance D
between the position of the viewer and the projection region
(first detector 10) that has been calculated by the detecting
unit 231.

Furthermore, when the non-detection time T (time during
which the viewer 1s not detected to be present) calculated by
the detecting unit 231 1s equal to or larger than the threshold,
the display control unit 241 performs control to switch dis-
play to mute. This can suppress power consumption of the
display device 100.

FI1G. 12 1s a flowchart illustrating an example of operation
ol the information processing device 202 when the interaction
for “attracting attention” to the display information 1s per-
formed. In this example, it 1s based on the premise that the first
detector 10 has been already activated, and every time the
detecting unmit 231 detects that the viewer 1s present 1n the first
range from the first information acquired by the first acquir-
ing unit 210 at the predetermined cycle, the detecting unit 231
calculates the distance D between the position of the viewer
and the projection region and outputs the calculated distance
D to the display control unit 241. As 1illustrated 1n FIG. 12,
first, the first acquiring unit 210 acquires the first information
from the first detector 10 (step S51). Then, the detecting unit
231 detects whether the viewer 1s present in the first range
from the first information acquired at step S51 (step S52). The
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processing at step S52 1s performed every time the first
acquiring unit 210 acquires the first information.

When the detecting unit 231 detects that the viewer 1s
present 1n the first range (Yes at step S52), the detecting unit
231 calculates the distance D between the detected viewer
and the projection region (step S53), and outputs the calcu-
lated distance D to the display control unit 241. Then, the
display control unit 241 performs display control 1n accor-
dance with the position of the viewer detected by the detect-
ing unit 231 (step S54). To be more specific, the display
control unit 241 performs control to display an operation icon
and to change brightness of the projection 1mage 1n accor-
dance with the calculated distance D. For example, the dis-
play control unit 241 may perform control to increase the
brightness of the projection image as the distance D 1s
smaller.

On the other hand, at the above-mentioned step S52, when
the detecting unit 231 detects that the viewer 1s not present in
the first range (No at step S52), the detecting umt 231 calcu-
lates a non-detection time T indicating time during which the
viewer 1s not detected to be present (step S55). Then, the
detecting unit 231 outputs the calculated non-detection time
T to the display control unit 241. Thereafter, the display
control unit 241 executes mute state transition determination
processing based on the non-detection time T (step S356). To
be more specific, the display control unit 241 determines
whether the non-detection time T 1s equal to or larger than a
threshold. When the display control unit 241 determines that
the non-detection time T 1s equal to or larger than the thresh-
old, the display control umt 241 performs control to switch
display to mute. When the display control unit 241 deter-
mines that the non-detection time T 1s smaller than the thresh-
old, the display control unit 241 repeats the pieces of process-
ing subsequent to step S51.

Description 1s continued with reference back to FIG. 11. As
the example of the interaction for “attracting interest” to the
display information through an operation experience on the
display screen, as described above, when the instruction
action 1s recognized by the processing of recognizing the
mstruction action, it 1s considered that screen transition 1s
performed and a new content 1s presented to the viewer.

Independently performing display control in accordance
with the result of the detection by the detecting unit 231 and
display control in accordance with the result of the processing
of recognizing the instruction action by the recognizing unit
232 can result 1n confusion. For example, when one viewer
comes closer from far under the state where another viewer
performs an instruction action on the display screen, there
arises a problem such as generation of unintended display
switch during the instruction action.

As one point of view, it can be considered that a viewer
concerning the display content at the most level 1s nota person
standing therearound but a viewer that performs the instruc-
tion action. In the embodiment, when the recognizing unit
232 recognizes the instruction action (processing of recog-
nizing the instruction action), even when the detecting unit
231 detects a new viewer present in the first range, the display
control unit 241 does not control the projection 1mage 1n
accordance with the position of the new viewer. FIG. 13 15 a
flowchart 1illustrating an example of the processing by the
display control unit 241 in the embodiment. In this example,
it 1s based on the premise that every time the detecting unit
231 detects that the viewer 1s present in the first range from the
first information acquired by the first acquiring unit 210 at the
predetermined cycle, the detecting umt 231 calculates the
distance D between the position of the viewer and the projec-
tion region and outputs information indicating the calculated
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distance D and information indicating that the presence of the
viewer 1n the first range has been detected to the display
control unit 241. When the recognition target of the mstruc-
tion action (for example, person’s hand) 1s extracted from the
second information (1mage data obtained by capturing
images of the operation area) acquired by the second acquir-
ing unit 220 at the predetermined cycle, the recognizing unit
232 outputs the information to that effect to the display con-
trol unit 241. Then, it 1s based on the premise that when the
instruction action corresponding to the trajectory of the
extracted recognition target 1s recognized based on the above-
mentioned nstruction action recognition condition, the rec-
ognizing umt 232 outputs the instruction action mnformation
indicating the recognized instruction action to the display
control unit 241.

As 1llustrated 1n FIG. 13, first, the display control unit 241
acquires the distance D calculated by the detecting unit 231
(step S61). Then, the display control unit 241 determines
whether the recognizing unit 232 has recognized the mnstruc-
tion action (step S62). In this example, when the display
control unit 241 acquires the information indicating that the
recognition target has been extracted or the instruction action
information from the recognizing unit 232, the display con-
trol unit 241 determines that the mstruction action has been
recognized. At step S62, when the display control unit 241
determines that the instruction action has not been recognized
(No at step S62), the display control unit 241 performs dis-
play control 1n accordance with the position of the viewer
detected by the detecting unit 231 (step S63). To be more
specific, the display control unit 241 performs control to
display an operation 1con or performs control to change the
brightness of the projection image 1n accordance with the
calculated distance D. On the other hand, at step S62, when
the display control unit 241 determines that the instruction
action has been recognized (Yes at step S62), the display
control unit 241 does not perform display control in accor-
dance with the position of the viewer detected by the detect-
ing unit 231 but performs display control in accordance with
the mstruction action recognized by the recognizing unit 232
(step S64).

In the information processing device (200, 201, 202)
according to each of the above-mentioned embodiments,
although an interaction function can be added to the display
device 100 such as a projector, the interaction function 1s
desirably integrated with the display device 100 1n consider-
ation of installation easiness. In addition, the sensors (first
detector 10, second detector 20) are preferably incorporated
in or unitized with the integrated device. The integrated
device can be also grasped as an 1mage display device that
displays an 1mage. That 1s to say, the invention can be also
applied to such a display device.

As the hardware configuration of the information process-
ing device (200, 201, 202) according to each of the above-
mentioned embodiments, the hardware configuration of a
normal computer device including a central processing unit
(CPU), a read only memory (ROM), and a random access
memory (RAM)1s used. The functions of the respective units
(first acquiring unit 210, second acquiring unit 220, detecting
unit 231, recognizing unit 232, determining unit 233, activa-
tion control unit 234, parameter setting umt 235, load ratio
setting unit 236, dlsplay control unit 240(241)) of the infor-
mation processing device (200, 201, 202) are realized when
the CPU executes a program stored 1in the ROM and the like.
Note that the hardware configuration 1s not limited thereto
and at least a part of the functions of the respective units of the
information processing device (200, 201, 202) may be real-
1zed on a dedicated hardware circuit.
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The program that 1s executed in the above-mentioned infor-
mation processing device (200, 201, 202) may be configured
to be provided by being recorded in a recording medium that

can be read by a computer, such as a compact disc read only
memory (CD-ROM), a flexible disk (FD), a CD recordable

(CD-R), or a digital versatile disk (DVD), 1n a format that can
be 1nstalled or a file that can be executed.
The program that 1s executed in the above-mentioned infor-
mation processing device (200, 201, 202) may be configured
to be provided by being stored on a computer connected to a
network such as the Internet and being downloaded through
the network. Alternatively, the program that 1s executed 1n the
above-mentioned information processing device (200, 201,
202) may be configured to be provided or distributed through
the network such as the Internet.
The embodiment exhibits an advantageous eflect that the
configuration for detecting global information such as a view-
er’s position can be realized at low cost.
Although the invention has been described with respect to
specific embodiments for a complete and clear disclosure, the
appended claims are not to be thus limited but are to be
construed as embodying all modifications and alternative
constructions that may occur to one skilled 1n the art that
tairly fall within the basic teaching herein set forth.
What 1s claimed 1s:
1. An mnformation processing device comprising:
a first acquiring circuit that acquires first information to be
used for detecting whether a viewer 1s present around a
display circuit displaying an image from a first detector
that detects the first information;
a second acquiring circuit that acquires second information
to be used for recognizing an instruction action to the
image displayed by the display circuit from a second
detector that detects the second information; and
a deciding circuit that decides a recognmition method of the
istruction action by using the second information,
based on the first information acquired by the first
acquiring circuit; wherein
the deciding circuit includes
a detecting circuit that detects whether a viewer 1s
present around the display circuit by using the first
information acquired by the first acquiring circuit,
and

a recognizing circuit that recognizes the instruction
action by using the second information acquired by
the second acquiring circuit,

the information processing device further comprises a dis-
play control circuit that controls the 1mage displayed by
the display circuit in accordance with a processing result
by the deciding circuit, and

the deciding circuit further includes a load ratio setting
circuit that sets a load ratio between processing of
detecting whether the viewer 1s present around the dis-
play circuit and processing of recognizing the instruc-
tion action variably 1n accordance with a position of the
viewer detected by the detecting circuit.

2. The information processing device according to claim 1,
wherein the deciding circuit further includes a determining
circuit that determines whether recognition of the instruction
action 1s executable in accordance with a position of the
viewer detected by the detecting circuait.

3. The information processing device according to claim 1,
wherein the deciding circuit further includes a parameter
setting circuit that sets a parameter to be used for recognizing,
the instruction action by the recogmzing circuit variably in
accordance with a position of the viewer detected by the
detecting circuit.
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4. The mmformation processing device according to claim 2,
wherein when the recognizing circuit recognizes the instruc-
tion action, even if the detecting circuit detects a new viewer
around the display circuit, the display control circuit does not
perform control of the image displayed by the display circuit 53
in accordance with a position of the new viewer.
5. The mformation processing device according to claim 4,
wherein when the recognizing circuit does not recognize the
instruction action, the display control circuit performs bright-
ness control of changing brightness of the image displayed by 10
the display circuit 1n accordance with the position of the
viewer detected by the detecting circuait.
6. The mnformation processing device according to claim 1,
wherein the display circuit 1s an 1mage projecting device that
projects an 1image onto a projection target. 15
7. A system including a display device that displays an
image, and an information processing device connected to the
display device, comprising:
a first acquiring circuit that acquires first information to be
used for detecting whether a viewer 1s present around the 20
display device from a first detector that detects the first
information;
a second acquiring circuit that acquires second information
to be used for recognizing an instruction action to the
image displayed by the display device from a second 25
detector that detects the second information; and
a deciding circuit that decides a recogmition method of the
instruction action by using the second information,
based on the first information acquired by the first
acquiring circuit, 30
the deciding circuit includes
a detecting circuit that detects whether a viewer 1s
present around the display device by using the first
information acquired by the first acquiring circuit;
and 35

a recognizing circuit that recognizes the instruction
action by using the second information acquired by
the second acquiring circuit,

the information processing device further comprises a dis-
play control circuit that controls the image displayed by 40
the display device 1n accordance with a processing result
by the deciding circuit, and

the deciding circuit further includes a load ratio setting
circuit that sets a load ratio between processing of
detecting whether the viewer 1s present around the dis- 45
play device and processing of recogmzing the mnstruc-
tion action variably in accordance with a position of the
viewer detected by the detecting circuait.

8. The system according to claim 7, wherein the deciding

circuit further includes a determining circuit that determines
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whether recognition of the mstruction action 1s executable in
accordance with a position of the viewer detected by the
detecting circuit.

9. The system according to claim 7, wherein the deciding
circuit further includes a parameter setting circuit that sets a
parameter to be used for recognizing the instruction action by
the recognizing circuit variably 1n accordance with a position
of the viewer detected by the detecting circuat.

10. The system according to claim 8, wherein when the
recognizing circuit recognizes the instruction action, even it
the detecting circuit detects a new viewer around the display
device, the display control circuit does not perform control of
the image displayed by the display device in accordance with
a position of the new viewer.

11. The system according to claim 10, wherein when the
recognizing circuit does not recognize the mstruction action,
the display control circuit performs brightness control of
changing brightness of the image displayed by the display
device 1n accordance with the position of the viewer detected
by the detecting circuit.

12. The system according to claim 7, wherein the display
device 1s an 1mage projecting device that projects an 1image
onto a projection target.

13. An mformation processing method comprising:

acquiring, with a circuit, first information to be used for

detecting whether a viewer 1s present around a display
circuit displaying an image from a first detector that
detects the first information;

acquiring, with the circuit, second imnformation to be used

for recognizing an 1instruction action to the image dis-
played by the display circuit from a second detector that
detects the second information;

deciding, with the circuit, a recognition method of the

istruction action by using the second information,
based on the first information acquired at the acquiring
of the first information;

detecting whether a viewer 1s present around the display

circuit by using the first information acquired by the
circuit;

recognizing the instruction action by using the second

information acquired by the circuit;

controlling the 1image displayed by the display circuit 1n

accordance with a processing result; and

setting a load ratio between processing of detecting

whether the viewer 1s present around the display circuit
and processing of recognizing the instruction action
variably in accordance with a position of the viewer
detected by the circuait.

G ex x = e



	Front Page
	Drawings
	Specification
	Claims

