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ANALYZING DEVICE SIMILARITY

RELATED APPLICATIONS

This application 1s related to U.S. patent application Ser.

No. 13/332,889, entitled ANALYZING DEVICE SIMILAR-
ITY, filed Dec. 21, 2011, which 1s hereby incorporated by
reference 1n its entirety.

FIELD OF THE INVENTION

This application relates to analyzing device similarity.

BACKGROUND

Uses for the Internet and the World Wide Web are continu-
ally increasing, and have expanded into “secure™ areas. Dii-
ferent mechanisms for maintaining security in anetwork such
as the Internet have been developed, such as the Secure Sock-
cts Layer (SSL) security protocol. The SSL protocol uses a
public key infrastructure to maintain security. In establishing,
an SSL connection between a client computer and a server
computer hosting a web page, the server computer transmaits
a certificate to the client computer for verification or valida-
tion.

Typically 1n practice, when a user’s Web browser first tries
to contact a server for a secure transaction, the server sends 1ts
digital certificate to the browser. This certificate includes
(among other things) the server’s public key, the server’s
identity, the name of the certificate authority (CA) that signed
the certificate and the signature itself (which 1s a mathemati-
cal hash of the certificate encrypted with the CA’s private
key). To validate the certificate, the browser computes the
certificate hash and compares the result with the hash
obtained by decrypting the signature using the CA’s public
key (as well as checking the validity dates and identity
included 1n the certificate against the desired server). To then
validate the server, the browser encrypts a message with the
public key obtained from the certificate and sends 1t to the
server. If the server can prove 1t can decrypt that message then
it must have the associated private key and the authentication
has succeeded. If desired, the server may likewise validate the
browser. Once the browser and (optionally) the server 1s/are
satisfied that each 1s the computer 1t claims to be, the browser
and server can exchange session keys (additional keys that are
used to encrypt the data transfers between the computers from
then on).

In web-based systems, such as electronic commerce sys-
tems, when data 1s requested by a client from a server, 1t 1s
often the case that the web server must query a database to
locate the requested data.

In such a case, communications between a server and a web
browser client typically require authorization of the client, to
permit a client access only to certain data stored by the server.
Such data may include, for example, contract information or
pricing information which 1s exclusive to that client; other
clients of the web server are not entitled to view this infor-
mation.

One approach to identifying the client to the server 1s to
initially authenticate the client and to then provide a session
identifier to the client 1n the form of a hypertext transfer
protocol (HT'TP) cookie. A cookie, which 1s a form of persis-
tent state object, 1s a small piece of data generated by the
server and which 1s imtended to be passed by the client with
every subsequent client request to any server i a defined
domain. Upon receipt of the request, the server can verily the
client’s entitlement to the requested information by compar-
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2

ing the contents of the cookie to the client records stored on
the server. Such an approach s disclosed, for example, in U.S.
Pat. No. 5,875,296 to Shi et al. (Feb. 23, 1999) 1n which a
cookie including a client 1dentifier 1s used to access an 1n-
memory credential database used to allow or disallow access
to files on a distributed file system. Browser uniqueness 1s
also the subject of “How unique 1s your web browser” by
Electronic Frontier Foundation at http://panopticlick.eff.org/
browser-uniqueness.pdf.

Data and cookies that are transmitted between servers and
clients on the Internet are subject to certain security risks
unless measures are taken to secure communications between
the client and server. An unauthorized user at a routing point
or at another server 1n a cookie’s domain may capture the
packets transmitted between the client and the server and read
the data contained 1n the transmitted cookie. Alternatively, a
user may edit the contents of his or her own authorized cookie
and alter the session data contained therein to construct a
fraudulent session. For example, 1f the session data includes a
contract identification number, the user could edit the cookie
to sert a different number and thereby gain access to unau-
thorized data or resources when the edited cookie 1s transmut-
ted to the server i a subsequent request. An unauthorized
user may furthermore “steal” a valid cookie from an autho-
rized user, and use the cookie to replay a valid session,
thereby gaining unauthorized access to the server (a “replay
attack™).

Further, as the size and diversity of the Internet grows, so
do the devices and applications that use the network. Origi-
nally, network applications such as web browsers, terminal
clients, and e-mail readers were the only programs accessing
the Internet. Now, almost every new device or application has
a networking component, whether i1t 1s to obtain content,
updates, manage licensing, or report usage statistics.

Naive Bayes statistical model 1s a probabailistic classifier
based on applying Bayes’ theorem with independence
assumption on mnput features.

Expectation Maximization algorithm 1s an 1terative
method for finding maximum likelihood estimates of param-
eters 1n statistical model

SUMMARY

A method 1s used 1n analyzing device similarity. Data
describing a device 1s recetved and a model 1s applied to the

data. Based on the modeling, a measure of similarity between
the device and a previously known device 1s determined.

BRIEF DESCRIPTION OF THE DRAWING

The above and further advantages of the present invention
may be better understood by referring to the following
description taken into conjunction with the accompanying
drawings 1n which 1dentical numbers for elements appearing
in different drawing figures represent i1dentical or similar
clements throughout the figures:

FIG. 1 1s an example of an embodiment of a system that
may be used 1n connection with the techniques described
herein;

FIGS. 2-3 are examples of embodiments of organizations
of data that may be used in connection with the techniques
described herein; and

FIG. 4 1s an example traiming step containing device ele-
ments used 1n connection with the techniques described
herein.
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3
DETAILED DESCRIPTION

Described below 1s a technique for use 1n analyzing device
similarity, which technique may be used to help provide,
among other things, a device similarity measure or score for
device 1dentification.

Conventionally, it 1s common to use a rule-based method
that requires extensive tuning with inflexible performance.
For example, conventionally when presented with two set of
device components, a rule declares some deterministic con-
ditions that components must satisty before saying the
devices are deterministically the same. The conditions 1n the
conventional system are manually designed and tweaked by
hand. The deterministic binary result in the conventional sys-
tem does not allow control for a tradeoil between false posi-
tive and false negative rates.

Referring to FIG. 1, shown 1s an example of an embodi-
ment of a computer system that may be used 1n connection
with performing the techniques described herein. Data Sys-
tem 10 has Mobile Devices 1, 2, ..., N 100, and Server 102.
Data from Mobile Device 100 may be stored on Server 102,
and data stored on Server 102 may be retrieved by Mobile
Device 100.

Mobile devices may include any of a variety of devices,
such as cell phones, smart phones (e.g., Android phone,
Blackberry, 1Phone, etc.), laptops, netbooks, tablets, tablet
PCs, 1IPADs, and personal digital assistants (PDAs), among
others.

Mobile Devices 100 may be access Server 102 through a
variety of means. Such connections are well known 1n the art,
and may include 3G, 4G, General Packet Radio Service
(GPRS), and WiF1, among others. It 1s anticipated that Mobile
Devices 100 may utilize newer access technologies as they
are developed to access Server 102.

Though FIG. 1 illustrates a single Server 102, multiple
servers may be utilized. Further, Data System 10 may be a
cloud computing system, and Server 102 may be part of a
cloud computer system. Cloud computing 1s well understood
in the art, and generally includes provisioning dynamically
scalable and often virtualized resources as a service over the
internet. Thus, 1n a cloud computing system, Server 102 may
be a virtual server and actually reside over multiple physical
servers. Similarly, 1n a cloud computing system, there may be
multiple Server 102s, and the multiple Server 102s may be
virtual servers residing 1n a single physical server, or 1n mul-
tiple physical servers.

With respect to device matchuing similarity scoring and
background and motivation, identifying whether a user 1s
accessing from a previously detected device (“past seen
device™) 1n the user’s history has important web-based appli-
cations, especially for e-commerce. For example, it can be
important to determine whether a device that 1s now attempt-
ing to access data of Server 102 1s the same as past seen
Mobile Device 1 or past seen Mobile Device 2.

Conventionally, a cookie or tlash cookie remains the pri-
mary 1dentifier to track a user’s devices. However, rising
privacy concerns and new regulations are slowly weakening
the effectiveness of the use of cookies. By contrast, in at least
some 1implementations using the technique described herein,
a new method 1s provided to track a user’s device via com-
ponents of the user’s device signature, without (in at least
some cases) embedding or tagging the device with any stored
information. According to the method, a data-driven model-
ing framework 1s constructed to detect probabilistically
whether the unknown device 1s one of the past seen devices.

When a user’s device 1s connected to a web application,
information about a number of device data components 1s
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4

available to the system. This information includes browser-
level information such as IP address, user agent string, and
accept language setting, and application requested 1informa-
tion run by javaScript such as screen size, software finger-
prints, and time zone, as shown 1n FIG. 2. A conventional
proposed system or method attempts to make a decision about
whether the device was seen before based on a collection of
deterministic rules using these elements. Such conventional
rule-based methods check a matching status to determine
whether selected components match and employ some hard
parameters for decision making. For example, a conventional
rule may specily that i1f the “user agent string” matches, a
weight of 0.8 1s assigned to this fact; if “accept language™
matches, a weight o1 0.2 1s assigned to this fact, if “time zone™
does not match, zero weight 1s assigned to this fact; and then
all weights are summed to make up a final score. A threshold
1s then applied to this score for decision in the conventional
method. Conventional static rules such as these generally
sulfer from problems inherent in rule-based decision systems,
including the need for human parameter tuning and inflex-
ibility 1n controlling false positive and false negative rate as a
result of hard decisions.

In contrast to conventional methods such as rule-based
methods that require human tuning, at least some implemen-
tations based on the technique use a data-driven method that
outputs a soft similarity score between first and second
devices based on their observed device elements. The first
device 1s the current unknown device, and the second device
1s a past known user’s device. If the similarity score 1s high,
the current unknown device 1s classified as the same as the
earlier known device; otherwise, the unknown device 1s clas-
sified as a new device. In at least some cases, this score 1s used
as a threshold to flexibly control the tradeoil between false
positive and false negative rate. Depending on the implemen-
tation, in real time, the score 1s produced by a mathematical
model that calculates a similanty “distance” between the
current unknown device and the known devices. The model
may be trained offline from actual web data automatically
without human intervention.

In at least one implementation based on the technique, a
critical aspect 1s how the mathematical model 1s trained and
taught, specifically with respect to the use of principal com-
ponent analysis 1n a framework that simultaneously deal with
1ssues of:

Maissing data elements. Data elements may not be available
due to a user 1ssue (e.g., the user disables javaScript 1n
the browser) or site implementation 1ssues (e.g., the
client does not send certain device elements across the
board). Static rules assuming availability of a full data
set will not work well.

Adapting to element importance. A device element that 1s
popular has a lower value or importance i1n device
matching. For example, 1f a large majority of devices 1n
a population have a system language setting of “us-en”
(US English), the fact that the language setting 1s a
match tells little about whether the device 1s the same or
a different device. A scheme to account for element
importance based on 1ts frequency in population 1s
desired.

Adapting to dynamics of changing element value fre-
quency or importance. The popularity of a device ele-
ment value can change over time. For example, a newly
released browser version may increase in popularity
over time. A procedure to selif-learn changing element
frequency 1s desired.

Accommodating to new device element additions. New
device elements may be added over time and in the
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future. A new device element will have a new pattern 1n
usage. It 1s desirable to have an automated way to
account for and take advantage of richer device elements
cificiently.

Lack of truth labels. Device matching 1s a classification
problem: same device or different device. A classifica-
tion problem typically requires truth labels 1in training
data so that a model can explicitly learn patterns associ-
ated with a desired classification outcome. This 1s com-
monly called a supervised learning method. However,
there are no such labels 1n the data here; for example, no
one can tell the analysis whether a pair of devices are the
same or not with absolute certainty. Accordingly, 1t 1s
desirable to have a learning method that learns 1n an
unsupervised way.

With respect to modeling technology, the device similarity
problem may be cast to a statistical modeling problem that
automatically learns from data. Techniques described herein
enable methods of statistical learning that learns 1 an unsu-
pervised way by utilizing an Expectation-Maximization
(EM) framework 1n order to output a device similarity score.
Within the EM framework, data 1s prepared and a learning
algorithm 1s constructed. These 1tems and other consider-
ations are described as follows.

With respect to data preparation, a large body of historical
login records with device information from many users may
be available. The system first collects unlabeled pairs of
devices from users wherein 1n each pair 1s observed a vector
ol observed matching status for each element. FIG. 3 1llus-
trates an example vector of observed statuses for a device with
nine elements. (With reference to FIG. 2, 1n cases in which
there are more types of device elements that a server can
collect, e.g., keyboard layout, CPU type, clock speed, one or
more of these types of device elements may be used as well or
instead as part of a device element makeup 1n this general
framework. In such cases, the vector as shown 1n FIG. 3 may
be extended to cover these additional elements).

If the data vectors had labels to indicate whether they are
from same or different devices, a machine learming model
could easily be constructed. For example, a logistic regres-
s1on model or support vector machine could be constructed to
learn from the data and to predict similarity of two unknown
devices.

Techniques described herein may be used to implement a
machine learning method using a Naive Bayesian model.

If data vector labels were available, a simple Bayesian
learner could be computed for each data element. For
example, calculating the probability of same device when we
observe user agent string has a match status may be deter-
mined by the equation:

P(same devicelelement user agent string 1s a match)

However, each this results in a simple learner that will be
weak 1n 1ts predictive power. By assuming learners are inde-
pendent from one another, 1n the Naive Bayesian framework,
we can then combine their predictions to a single output score
as a device sumilarity score.

The Naive Bayesian model 1s a simple probabilistic clas-
sifier based on the application of Bayes’ theorem with strong
independence assumptions. A naive Bayes classifier assumes
that the presence (or absence) of a particular feature of a class
1s unrelated to the presence (or absence) of any other feature,
given the class variable. In other words, the outcome of a
hypothesis or event can be predicted based on some evidences
that can be observed.

FI1G. 4 1llustrates an example training set that may be used
with the Naive Bayesian model. Shown 1s a table containing,
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device elements including user, language, time zone, and
device predicted match. A device may be considered the same
as a previously know device if 1ts user, language, and time
zone device elements match. A device may also be the same
if 1ts user and language are a match. Similarly, a device may
be different 1t its user, language, and time zone are not
matches.

However, since labels for data vectors are not available, an
Expectation-Maximization method may be used to iteratively
and jomntly train the Naive Bayesian model and estimate
labels at the same time. The Expectation-Maximization algo-
rithm 1s an 1terative method for finding maximum likelithood
estimates of elements a model, where the model depends on
unobserved latent variables.

An example embodiment may be implemented as follows.
Starting with random labels, use the labels to construct Naive
Bayesian model from the training data vectors as described
above. Then apply this model on the data itsellf to make
predictions so every vector has a new label. Use these new
labels again to construct a new Naive Bayesian model which
again will be used to make predictions for next iteration. The
process may continue iterating as necessary.

With respect to other considerations, given a pair of
devices, 1t 1s necessary 1n at least some implementations to
decide the match status for each element. One simple alter-
native 1s to use a simple string comparison such as strcmp( )
in C language library. However, special attention needs to be
paid to the user agent string such that a later user string 1n time
1s treated the same as an earlier user agent string 11 the later
one 1s:

exactly the same as the earlier one,

almost same as the earlier one except that one or more of 1ts

sub-components has a higher version number (e.g., user
upgraded), or

almost same as the earlier one except for the existence of

new sub-components.

As shown by this example, a simple string match may not
be adequate or preferable; other deep user agent string analy-
s1s variants may be necessary and/or possible.

With respect to example applications using the technique
described herein, many e-commerce applications can benefit
from the use of device matching similarity scoring as
described herein. For example, 1n an on-line banking security
application, a decision to challenge or deny access to a user
may be based on whether the current device matches a pre-
viously known device with a similarity score within a thresh-
old. In a case i which a device 1s defined with non-cookie
clements, an 1ncidence of possible cookie thelt can be flagged
if a current device does not have a high similarity score to a
previously known device with the same cookie.

In web session management, instead of cookies, device
identification based on scoring may be used to store data
about a user’s navigation patterns, including across multiple
visits. In advertising applications, tracking devices based on
scoring may enable merchants to store data about visitors’
browsing habits that allow them to build user profiles, which
advertisers may use to target users with display advertise-
ments.

The methods and apparatus of this invention may take the
form, at least partially, of program code (1.e., instructions)
embodied 1n tangible media, such as floppy diskettes, CD-
ROMs, hard drives, random access or read only-memory, or
any other machine-readable storage medium. When the pro-
gram code 1s loaded into and executed by a machine, such as
a computer, the machine becomes an apparatus for practicing
the mvention. The methods and apparatus of the present
invention may also be embodied 1n the form of program code
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that 1s transmitted over some transmission medium, such as
over electrical wiring or cabling, through fiber optics, or via
any other form of transmission. It may be implemented such
that herein, when the program code 1s received and loaded
into and executed by a machine, such as a computer, the
machine becomes an apparatus for practicing the mvention.
When implemented on one or more general-purpose proces-

sors, the program code combines with such a processor to
provide a unique apparatus that operates analogously to spe-
cific logic circuits.

Having described a preferred embodiment of the present
invention, it may occur to skilled artisans to incorporate these
concepts mnto other embodiments. Nevertheless, this mven-
tion should not be limited to the disclosed embodiment, but
rather only by the spirit and scope of the following claims and
their equivalents.

What 1s claimed 1s:

1. A method for use 1n analyzing device similarity, the
method comprising:

receiving data describing a set of mobile devices, wherein

the set of mobile devices 1includes an unknown mobile
device and a previously known mobile device, wherein
the data includes a plurality of components associated
with the set of mobile devices, wherein the components
include device hardware element data and application
data, wherein each component of the plurality of com-
ponents 1s measured by weight of popularnty and fre-
quency, and wherein the weight of each component of
the plurality of components changes dynamically based
on changing of the popularity and the frequency of use of
the plurality of components;

constructing, using the data, a first data vector for each of

the plurality of components for the unknown mobile
device and a second data vector for each of the plurality
of components for the previously known mobile device,
wherein a comparison between the first data vector and
the second data vector represent components that are
selected from the group consisting of matching compo-
nents, mismatching components, and missing compo-
nents, and wherein the first and second data vectors are
unlabeled:;

applying a probabilistic classifier model to the first and

second unlabeled data vectors, wherein an expectation-
maximization method iteratively and jointly trains the
probabilistic classifier model and estimates labels for
cach of the first and second unlabeled data vectors at the
same time, wherein the expectation-maximization
method calculates a similarity score for each of the
unknown mobile device and the previously known
mobile device; and

based on the similarity scores, determining a measure of

similarity between the unknown mobile device and the
previously known mobile device by comparing the simi-
larity scores against a threshold.

2. The method of claim 1, wherein the model 1s a Naive
Bayesian model.

3. The method of claim 2, wherein an expectation-maxi-
mization method 1s used to train the Naive Bayesian model.

4. The method of claim 2, wherein the Naive Bayesian
model 1s applied to random labels to generate new labels.

5. The method of claim 4, wherein the Naive-Bayesian
model 1s applied iteratively to the new labels to generate a
next iteration of new labels.

6. The method of claim 1, wherein the measure of similar-
ity 1s expressed as a probability that the device 1s the previ-
ously known device.

7. The method of claim 1, wherein the device 1s tracked via
components of a device signature of the device.
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8. The method of claim 1, wherein the measure of similar-
ity accounts for importance of an element based on a ire-
quency of the element 1n a population.

9. The method of claim 1, wherein the measure of similar-
ity accommodates new device element additions.

10. The method of claim 1, wherein the measure of simi-
larity 1s based on an unsupervised learning method.

11. A system for use in analyzing device similarity, the
system comprising:

first logic configured to receive data describing a set of

mobile devices, wherein the set of mobile devices
includes an unknown mobile device and a previously
known mobile device, wherein the data includes a plu-
rality of components associated with the set of mobile
devices, wherein the components include device hard-
ware element data and application data, wherein each
component of the plurality of components 1s measured
by weight of popularity and frequency, and wherein the
welght of each component of the plurality of compo-
nents changes dynamically based on changing of the
popularity and the frequency of use of the plurality of
components;

second logic configured to construct, using the data, a first

data vector for each of the plurality of components for
the unknown mobile device and a second data vector for
cach of the plurality of components for the previously
known mobile device, wherein a comparison between
the first data vector and the second data vector represent
components that are selected from the group consisting
of matching components, mismatching components,
and missing components, and wherein the first and sec-
ond data vectors are unlabeled;

third logic configured to apply a probabailistic classifier

model to the first and second unlabeled data vectors,
wherein an expectation-maximization method 1tera-
tively and jointly trains the probabilistic classifier model
and estimates labels for each of the first and second
unlabeled data vectors at the same time, wherein the
expectation-maximization method calculates a similar-
ity score for each of the unknown mobile device and the
previously known mobile device; and

forth logic configured to, based on the similarity scores,

determine a measure of similarity between the unknown
mobile device and the previously known mobile device
by comparing the similarity scores against a threshold.

12. The system of claim 11, wherein the model 1s a Naive
Bayesian model.

13. The system of claim 12, wherein an expectation-maxi-
mization method 1s used to train the Naive Bayesian model.

14. The system of claim 12, wherein the Naive Bayesian
model 1s applied to random labels to generate new labels.

15. The system of claim 14, wherein the Naive-Bayesian
model 1s applied iteratively to the new labels to generate a
next 1teration of new labels.

16. The system of claim 11, wherein the measure of simi-
larity 1s expressed as a probability that the device 1s the
previously known device.

17. The system of claim 11, wherein the device 1s tracked
via components of a device signature of the device.

18. The system of claim 11, wherein the measure of simi-
larity accounts for importance of an element based on a fre-
quency of the element 1n a population.

19. The system of claim 11, wherein the measure of simi-
larity accommodates new device element additions.

20. The system of claim 11, wherein the measure of simi-
larity 1s based on an unsupervised learning method.
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