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(57) ABSTRACT

In a conventional dereverberation system, when there 1s a
fluctuating reverberation component, 1t has been difficult to
determine, with high accuracy, a linear dereverberation filter
for removing a non-fluctuating reverberation component. An
algorithm integrating a dereverberation system using a linear
filter and a dereverberation system using a non-linear filter
includes the function of measuring the amount of fluctuation
in transier function 1n a latter-stage non-linear filter over time,
and controls the strength of the non-linear filter over time
based on the function. In this configuration, a strong non-
linear process 1s implemented only when the fluctuation 1n
transier function 1s large, whereby distortion in speech com-
ponents can be minimized. Further, by feeding the amount of
fluctuation in transfer function over time by the function back
to the estimation of a previous-stage linear filter, and thus
reducing the weight for a time band 1 which the transter
function of a linear filter estimated value fluctuates, the 1influ-
ence causing a decrease 1n estimation accuracy of the transfer
function can be reduced.
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DEREVERBERATION PARAMETER
ESTIMATION DEVICE AND METHOD,
DEREVERBERATION/ECHO-CANCELLATION
PARAMETER ESTIMATION DEVICE,
DEREVERBERATION DEVICE,
DEREVERBERATION/ECHO-CANCELLATION
DEVICE, AND DEREVERBERATION DEVICE
ONLINE CONFERENCING SYSTEM

TECHNICAL FIELD

The present invention relates to a technical field concern-
ing a noise removal and/or reverberation component removal
technology for picking up only a desired sound from sound
entering a microphone.

BACKGROUND ART

Studies are being conducted for a dereverberation technol-
ogy for highly accurately removing, from the sound i1n a
microphone, reverberation components resulting from the
reflection of sound by, e.g., walls or the roof of aroom, and for
picking up only a component that directly reaches the micro-
phone from the speaker’s mouth (direct sound) with high
accuracy (see Non-Patent Literature 1, for example).

FIG. 1 schematically 1llustrates a sound propagation pro-
cess 1n a room. As 1illustrated 1n FIG. 1, the sound emitted
from a speaker’s mouth and recerved by a microphone can be
largely categorized into a direct sound component which 1s a
component propagating from the speaker’s mouth to the
microphone in the shortest route (see FIG. 1(7)), and a rever-
beration component which 1s a sound component having been
reflected or bounced by walls or the floor of a room, or a
person 1n it, before entering the microphone.

According to conventional dereverberation technology, the
sound entering the microphone is estimated using an inverse
filter of the propagation characteristics as a linear filter, and
the estimated linear filter 1s superimposed on the microphone
input signal. In this way, the technology divides the micro-
phone 1nput signal into the direct sound component and the
reverberation component, thus extracting only the direct
sound component without reverberation. Conventionally, the
reverberation component has been considered to be non-fluc-
tuating where the propagation route 1s not varied over time
(see FIG. 1(iQ)).

However, in reality, in addition to the non-fluctuating
reverberation component, there 1s a fluctuating reverberation
component (see FIG. 1(iii)) which 1s a component that 1s
reflected by persons (such as their heads), e.g., moving in the
room belore being transmitted to the microphone. The fluc-
tuating reverberation component may be considered a com-
ponent that cannot be suiliciently erased by the linear filter.
For removing such fluctuating reverberation component, use
ol a non-linear filter 1s proposed (see Patent Literature 1, for
example).
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Non Patent Literature 2: K. Kinoshita et al., “Suppression of
Late Reverberation Effect on Speech Signal Using Long-
Term Multiple-step Linear Prediction,” IEEE Trans. ASLP,
vol. 17, no. 4, pp. 534-345, 2009

SUMMARY OF INVENTION

Technical Problem

In the conventional dereverberation system using the linear
filter (see Non Patent Literature 1, for example), the rever-
beration component 1s removed on the assumption that the
transier function during transier of sound from the speaker’s
mouth to the microphone does not change.

However, 1n a conference scene, for example, due to the
influence of the way the speaker’s face 1s facing or the move-
ment of persons (such as their heads) other than the speaker,
the transier function 1s often changed over time. In such a
case, 1f the signal used for linear filter estimation contains a
time band with a fluctuating transfer function, the transier
function estimation accuracy 1s lowered, resulting in the
problem of a decrease 1n dereverberation performance (first
problem). Further, even if the linear filter 1s determined with
high accuracy, the linear filter 1s capable of removing rever-
beration only when the transfer function does not change.
Thus, there 1s the problem of poor reverberation suppression
performance 1n a time band with a fluctuating transfer func-
tion (second problem).

Meanwhile, according to the non-linear dereverberation
technology using a non-linear filter, the amount of derever-
beration can be increased by increasing parameters control-
ling the amount by which the reverberation component 1s
removed.

However, i the parameters cannot be properly set, the
amount of distortion 1n the sound component that 1s originally
desired to be acquired would be increased, resulting 1n a
decrease 1n the accuracy of extraction of the desired sound.

The present invention was made 1n view of such circum-
stances, and provides a technology for accurately removing
non-tfluctuating and fluctuating reverberation components
from a microphone mput signal and estimating a parameter
for increasing the accuracy of extraction of direct sound, and
a technology for removing the reverberation components
from the microphone 1nput signal using the parameter.

Solution to the Problems

(1) In order to solve the problems, the present mvention
proposes an algorithm integrating a dereverberation system
using a linear filter and a dereverberation system using a
non-linear filter. More specifically, the algorithm includes the
function of measuring the amount of fluctuation 1n transfer
function over time 1n a latter-stage non-linear filter, the
strength of the non-linear filter being controlled over time
(1.e., parameter generation 1s controlled) based on the func-
tion. In this configuration, a strong non-linear process 1s
implemented only when the fluctuation in transfer function 1s
large, whereby the distortion 1n the speech components can be
minimized. Further, an estimated value of a fluctuating rever-
beration component obtained by the non-linear process 1s fed
back to a linear filter parameter generation process so as to
turther increase the accuracy of removal of the non-fluctuat-
ing reverberation component.

(1) FIG. 2 schematically illustrates a method of removing
the non-fluctuating reverberation component and the fluctu-
ating reverberation component contained 1n a microphone. As
illustrated 1n FIG. 2, the non-fluctuating reverberation com-
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ponent, of which the propagation process 1s not varied, 1s
suppressed by a linear filter corresponding to an inverse filter
of the propagation process. Meanwhile, the desired direct
sound and the fluctuating reverberation component remain
without being suppressed by the linear filter. Thereafter, a
spatial/non-linear filtering 1s performed so as to suppress the
fluctuating reverberation component that could not be sup-
pressed by the linear filter, whereby eventually only the
desired direct sound can be obtained.

Overall, the present invention provides a configuration
such that not only the reverberation component with the
unfluctuating propagation process but also the reverberation
component with the fluctuating propagation process can be
decreased (solution to the first problem). Namely, according
to the present invention, an estimated value of a linear der-
everberation signal 1s generated by removing the non-fluctu-
ating reverberation component contained 1n the speech mput
signal using the linear filter, and estimated values of the
fluctuating reverberation component and the direct sound
component contained in the estimated value of the linear
dereverberation signal are generated using the non-linear {il-
ter. Then, based on the estimated values of the fluctuating
reverberation component and the direct sound, parameters of
the vanation reverberation component and the direct sound
component constituting the parameter of the non-linear filter
are updated. Further, based on the updated parameters of the
fluctuating reverberation component and the direct sound
component, the parameter of the linear filter 1s successively
updated.

(111) By feeding the amount of fluctuation in transfer func-
tion over time according to the function back to the estimation
of a previous-stage linear filter, and by thus decreasing the
weilght for a time band 1n which the transfer function fluctu-
ates 1n a linear filter estimated value, the influence causing a
decrease 1n the accuracy of transfer function estimation can
be decreased (solution to the second problem).

FIG. 3 schematically illustrates differences in the weight
over time. When the linear filter 1s trained, 1t may be said that
the training should be conducted by picking up, as much as
possible, only time bands where there 1s a large presence of
the non-fluctuating reverberation component as the object for
suppression by the linear filter. Thus, in the weight determai-
nation process according to the present imnvention, a time band
in which the direct sound component and the fluctuating
component are small 1s selected so as to enable extraction of
only a time band in which the presence of the non-fluctuating
reverberation component as the object for training 1s large.

Additional features related to the present mvention waill
become apparent from the following description 1n the speci-
fication and accompanying drawings. Various aspects of the
present invention may be achieved or realized by various
clements or various combinations of elements, or by the fol-
lowing description when taken in conjunction with the
appended claims.

It should be understood that the descriptions 1n the present
specification merely provide typical illustrative examples and

do not 1 any way limit the scope or applications of the present
invention.

Advantageous Effects of Invention

In a video conferencing system in which large rooms are
connected according to the present invention, a dereverbera-
tion parameter that enables comiortable speech communica-
tions with little influence of reverberation and with clear
sound can be estimated.

10

15

20

25

30

35

40

45

50

55

60

65

4
BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a schematic diagram for describing a sound
propagation process.

FIG. 2 15 a schematic diagram for describing a process of
removal ol non-fluctuating reverberation component and
fluctuating reverberation component contained 1n a micro-
phone (basic concept of the present invention).

FIG. 3 15 a schematic diagram for describing the difference
in the magnitude of weight over time.

FIG. 4 1s a diagram 1illustrating a schematic configuration
of a hub-based conferencing system according to the present
ivention.

FIG. 5 1s a diagram 1illustrating an overall configuration of
a remote conferencing system according to the present mven-
tion.

FIG. 6 1s a block diagram of a dereverberation program
executed 1n a central processing unit 102.

FIG. 7 1s a diagram 1llustrating an example of the effect of
dereverberation 302.

FIG. 8 1s a detailed block diagram (corresponding to a flow
chart) of dereverberation 302.

FIG. 9 15 a diagram for describing data acquisition 1n each
microphone.

FIG. 10 1s a ttiming chart of execution timing of derever-
beration parameter estimation 404 and on-line dereverbera-
tion 403.

FIG. 11 1s a detailed block diagram (corresponding to a
flow chart) of dereverberation parameter estimation 404.

FIG. 12 1s a detailed block diagram (corresponding to a
flow chart) of inverse filter computation 701.

FIG. 13 1s a conceptual diagram illustrating a configuration
for performing dereverberation on a microphone channel
basis.

FIG. 14 1s a diagram 1llustrating a concrete block configu-
ration (corresponding to a flow chart) of residual reverbera-
tion/direct sound separation 703.

FIG. 15 1s a detailed block diagram (corresponding to a
flow chart) of residual reverberation parameter estimation
704.

FIG. 16 1s a detailed block diagram (corresponding to a
flow chart) of direct sound parameter estimation 705.

FIG. 17 1s a diagram 1llustrating a concrete configuration
(corresponding to a flow chart) of on-line dereverberation
405.

FIG. 18 1s a diagram 1illustrating the configuration of a
dereverberation process according to a second embodiment
of the present invention.

FIG. 19 1s a diagram 1llustrating a configuration capable of
increasing the performance of both dereverberation and an
echo canceller.

FIG. 201s a diagram 1llustrating a concrete configuration of
dereverberation and echo canceller 2001.

FIG. 21 1s a detailed block diagram of ofi-line parameter
estimation 1800.

FIG. 22 1s a detailed block diagram (corresponding to a
flow chart) of reverberation/acoustic echo erasing parameter
estimation 1801.

FIG. 23 1s a diagram for describing the determination of a
weight coetficient (influence ot R - ,))inaconfiguration for
simultaneous execution of dereverberation and echo cancel-
ler.

FIG. 24 1s a diagram 1illustrating a detailed configuration
(corresponding to a flow chart) of on-line acoustic echo can-
cellation/dereverberation 2301.

FIG. 25 1s a diagram 1llustrating a block configuration of
dereverberation by dispersed configuration.
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DESCRIPTION OF EMBODIMENTS

The present invention, contemplating utilization in a
remote conferencing system used 1 a large room, for
example, provides a technology for removing reverberation
noise (non-fluctuating and fluctuating reverberation compo-
nents) from an input signal to a plurality of microphones, thus
providing sound as 11 collected directly by the microphone at
the mouth (direct sound collection). A first embodiment 1ndi-
cates dereverberation parameter estimation and a real-time
dereverberation process using the estimation. A second
embodiment indicates a process, 1n a dereverberation process,
where a plurality of sets of past dereverberation parameters
determined by a dereverberation parameter estimation pro-
cess are provided, and the optimum filter 1s selected over time
and used. A third embodiment indicates estimation of a
parameter for removing reverberation and echo (resonance)
and a real-time reverberation and echo removal process using
the parameter. A fourth embodiment indicates a dispersion
process 1n which the dereverberation parameter estimation
process 1s executed on the server side.

In the following, the embodiments of the present invention
will be described with reference to the attached drawings. In
the attached drawings, functionally similar elements may be
designated with similar numerals. While the attached draw-
ings indicate concrete embodiments and implementation
examples 1 accordance with the principle of the present
invention, these are for the sake of facilitating an understand-
ing of the present invention and are not to be taken for inter-
preting the present mnvention in a limited sense.

While the embodiments are described in such suificient
detail as to enable one skilled 1n the art to implement the
present invention, 1t should be understood that other 1mple-
mentations or modes are also possible, and various modifica-
tions of the configurations or structures, or substitution of
various elements may be made without departing from the
technical scope and spirit of the present invention. Thus, the
tollowing description 1s not to be taken as limiting the present
invention.

The embodiments of the present invention may be imple-
mented by software running on a general-purpose computer,
or may be implemented by dedicated hardware or a combi-
nation of software and hardware.

(1) First Embodiment

<System Configuration at Each Hub>

FI1G. 4 1s a diagram 1llustrating a schematic hardware con-
figuration of a conferencing system installed at each hub for
a remote conference according to a first embodiment of the
present mnvention. In a conferencing system 100 at each hub,
a microphone array 103 collects a speech wavetform 1n each
conference room. It 15 contemplated that the microphone
array 105 comprises a single microphone or a plurality of
microphone elements.

The collected analog speech wavelorm 1s converted from
an analog signal into a digital signal by an A/D converter 104.
The converted digital speech wavetorm 1s subjected to a der-
everberation process 1n a central processing unit 102 (which
may be referred to as a processor), and then converted 1nto a
packet via HUB 108 and sent out to a network.

The central processing unit 102 reads a program stored in
a non-volatile memory 101 and parameters used by the pro-
gram, and executes the program. A working memory used
during execution of the program 1s ensured on a volatile
memory 103 where a storage region for various parameters
necessary for dereverberation i1s defined. The dereverberation
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6

parameters are estimated by the central processing unit 102,
and are stored 1n the volatile memory 103. The stored rever-
beration parameters are again read by the central processing
unmit 102 and used for a new estimation process.

The central processing unit 102 receives the speech wave-
forms of other hubs (distal) participating 1n the remote con-
terence from HUB 108 via the network. The received distal
speech wavelorms (digital speech wavetorms) are sent via the
central processing unit 102 to a D/A converter 106 where the
digital signal 1s converted into an analog signal. Thereafter,
the converted analog speech waveform 1s emitted from a
speaker array 107.

The speaker array 107 1s composed of a single speaker
clement or a plurality of speaker elements. Video information
at each hub 1s captured by a general camera 109 and trans-
mitted to the other hubs via HUB 108. Video information at
the other hubs are sent via the network to HUB 108 and
displayed on a display 110 installed at each hub via the central
processing unit 102. A configuration where a plurality of
cameras 109 or a plurality of displays 110 are installed may be
adopted.
<Overall Configuration of Remote Conierencing System>

FIG. 5 1s a diagram 1illustrating an overall configuration
example of the remote conferencing system of the present
invention. The remote conferencing system includes N hub
conferencing systems 100-1, 100-2, . . ., and 100-N (N 1s the
number of hubs); MCU 202 that controls the flow of sound or
video at each hub; and a conference information computation
server 201 that executes computation of, e.g., large amounts
of processing that the computer at each hub cannot process.
These elements are connected via a network. The system 1s
well known to one skilled 1n the art and therefore a detailed
description of the same will be omitted. The conference infor-
mation computation server 201 may be configured to execute
some of the processes necessary for dereverberation executed
in the conferencing system of each hub.
<Dereverberation Process>

FIG. 6 1s a block diagram of a process (program) executed
in the central processing unit 102 according to the first
embodiment of the present invention. The digital speech
wavelorm obtained from the microphone array 105 via the
A/D converter 104 1s processed in an echo canceller 301 to
remove an acoustic echo component. The acoustic echo com-
ponent herein refers to a component that enters the micro-
phone array 105 after the speech waveform output from the
speaker array 107 1s reflected by a wall or the roof and the like
at each hub. The echo canceller 301 may be implemented by
one skilled 1n the art using a well-known configuration for
removing the acoustic echo component, such as the NLMS
method via HUB 108, for example. As a signal output from
the speaker array 107, a distal speech wavetorm 1s used.

The speech wavetform after echo cancellation 1s sent to
dereverberation 302 where the reverberation component 1s
removed, and the speech wavelorm from which the reverbera-
tion component has been removed 1s output. Because the
speech wavelorm 1s a time series signal, the dereverberation
program 1s executed each time a certain amount of the speech
wavelorms after A/D conversion 1s accumulated.
<Effect of Dereverberation>

FIG. 7 1s a diagram for describing (an example of) the
clfect of the dereverberation 302. A microphone input signal
(see F1G. 7(i)) indicates a spectrogram of the input wavelorm
of one of the microphones constituting the microphone array
105 that has been time-frequency domain transtformed. The
lateral axis 1s the time axis, and the vertical axis shows the
frequency. In FIG. 7, brighter time-irequency components
indicate greater sound volume.
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A signal without reverberation (1deal) (see FI1G. 7(ii)) ind1-
cates the wavetform of the direct sound alone without the
presence of room reverberation. It 1s seen from a comparison
of the microphone input signal with the signal without rever-
beration (1deal ) that in the former, components are diffused in
the time direction like ink bleeding. These components are
the reverberation components captured by the present inven-
tion.

A signal after dereverberation (see FIG. 7(iii)) has the
wavelorm after the processing in the dereverberation 302 of
the present invention. It 1s seen that the reverberation compo-
nent 1s removed and the waveform 1s closer to the signal
without reverberation (1deal).
<Dereverberation Process™>

FIG. 8 1s a detailed block diagram of the dereverberation
(process) 302 (see FIG. 6) according to the first embodiment.
(1) Framing Process

As shown 1n FIG. 8, the digital speech wavetorm after echo
cancellation 1s sent to a framing (process) 401. Herein, the
digital speech wavetorm will be denoted by q (m, t) where m
1s an index of the microphones constituting the microphone
array 105, and t 1s a sample index of the A/D conversion
process.

The framing 401 outputs a speech waveform on a frame
unit basis each time a certain amount of the digital speech
wavelforms for each microphone element 1s accumulated.
Until the certain amount 1s accumulated, the framing 401
produces no output. The certain amount will be referred to as
a frame shift, denoted by S (point). The frame shift 1s per-
formed so as to accurately capture the transition of the speech
because the speech 1s transmitted while 1ts frequency compo-
nent 1s gradually varied. The speech wavelorm of each micro-
phone element that 1s output from the framing 401 1s that of P
points greater than the frame shiit.

The unit of frame 1s referred to as a frame 1ndex and
denoted by T. The output signal with the frame index T of the
M-th microphone element has the speech wavetform from
points =St to t=St+P-1, as defined by expression (1).

[Expression 1]

k(mx)=[x(m,St) . ..x(mSt+P-1)] (1)

FIG. 9 1s a diagram for describing frame formation and
frame shift processes. When the frame index 1s 1, “frame 17 1s
composed ol the speech wavetorms for P points of data imme-
diately after the start of data acqusition. The next frame
“frame 2” 1s composed of the speech wavetorms for P points
of data from a point shifted from frame 1 by S points.

The framing 401 outputs the frame unit speech waveform
k (m, t) for each microphone element.

(1) Frequency Resolution Process

A 1frequency resolution (process) 402 transforms the
speech wavetform of each microphone element into a time
frequency domain signal by means of a frequency transiorm
process generally employed by those skilled 1n the art, such as
by Fourier transform process. The m-th frame unit signal
transformed 1nto a time frequency domain signal 1s defined as
Xm (1, T), where 1 1s a frequency index 1n the time frequency
domain. A vector consolidating the time domain signals of
cach microphone on a time frequency basis 1s denoted as X (1,
©)=[ X1, ©), X2(1, T), ..., Xm{, 1), ..., XM (1, T)], where M
1s the number of microphones. A frequency-domain signal of
cach microphone 1s sent to a bullering (process) 403 and an
on-line dereverberation (process) 405.

(111) Buflering Process

The buffering (process) 403 accumulates the time domain

signal and outputs an accumulated signal only when the accu-
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mulated amount has reached a certain amount; otherwise, the
process produces no output. The amount accumulated 1n each
microphone 1s T frames (such as 300 frames). Because a
parameter estimation cannot be properly (stably) performed
unless a certain statistical amount 1s used, a reverberation
parameter estimation process 1s executed after the T frames of
sound data 1s accumulated. If the speakers are switched dur-
ing the conference, for example, the dereverberation param-
cter that has been being used 1n the on-line dereverberation
403 would not be appropriate any more. Thus, 1n this case the
parameter estimation 1s executed again so as to update the
parameter. However, since it 1s difficult to detect the switch-
ing of speakers from the speech wavetform alone, the derever-
beration parameter 1s updated at T frame intervals according
to the present embodiment. In other words, in the present
embodiment, once the parameter 1s estimated, the derever-
beration process 1s executed using the current parameter until
the end of the next parameter estimation process. Namely, in
the dereverberation process according to the present embodi-
ment, the latest estimation parameter 1s used at all times. As
long as the switching of the speakers can be detected, the
dereverberation parameter may be updated at the speaker
switch timing.

(1v) Dereverberation Parameter Estimation Process

A dereverberation parameter estimation (process) 404,
based on the T frames of data output from the butiering 403,
estimates the parameter for dereverberation and outputs the
estimated parameter. The further details of the dereverbera-
tion parameter estimation (process) 404 will be described
later with reference to FIG. 11.

(v) On-Line Dereverberation Process

The on-line dereverberation (process) 405 exploits the esti-
mated dereverberation parameter in real-time. While the der-
everberation parameter estimation 404 implements a process
each time the T frames of data are accumulated, the on-line
dereverberation 403 needs to perform dereverberation 1n real-
time. Thus, the on-line dereverberation 405 implements a
process for every one frame of data. The on-line dereverbera-
tion 405 outputs a signal obtained after removing the rever-
beration component from one frame of data containing rever-
beration.

FIG. 10 1s a timing chart for describing the execution
timing of the dereverberation parameter estimation 404 and
the on-line dereverberation 405. In the dereverberation
parameter estimation 404, as described above, the parameter
estimation process 1s executed each time the T frames of data
1s obtained. Each process delay frame length (U frame) before
the estimated parameter begins to be used in the on-line
dereverberation 405 depends on the processing amount in the
dereverberation parameter estimation 404 and may vary.

The on-line dereverberation 405 implements dereverbera-
tion of the time domain signal of each frame using the latest
dereverberation parameter obtained at the point in time of
processing.

By adopting such configuration, dereverberation can be
executed 1n real-time even when the estimation of the der-
everberation parameter 1s delayed.

(v1) Time Domain Transform Process

Referring back to FIG. 8, a time domain transform (pro-
cess) 406 executes a frequency-domain to time-domain trans-
form process, such as inverse Fourier transform, on one frame
ol frequency-domain signal for each microphone, thus return-
ing the signal back to a time domain signal, and outputs the
time domain signal as a speech wavetorm aiter dereverbera-
tion. By executing the time domain transform process, the
speech power 1n an overlapping region of (P-S) points 1n each
frame can be adjusted.
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<PDetails of Dereverberation Estimation Parameter Process>

FI1G. 11 1s a detailed block diagram of the dereverberation
parameter estimation (process) 404. The dereverberation
parameter estimation 404 1s configured to successively
increase the dereverberation performance by repetitive com-
putation. Namely, in the present embodiment, when two types
of parameters X andY (herein X 1s a non-fluctuating derever-
beration parameter and Y 1s a fluctuating dereverberation
parameter) are to be determined, Y 1s varied to determine a
proper Y value while X 1s imitially fixed. Then, X 1s varied to
determine a proper X value. FIG. 11 1llustrates such process
of alternately determining X and Y and having them con-
verge. In the dereverberation parameter estimation 404, the
process 1s performed independently for each frequency index.
Thus, a configuration 1s also possible where the present der-
everberation parameter estimation process 1s executed by a
different central processing unit (processor) for each Ire-
quency.

(1) Inverse Filter Computation Process

The T frames of data for each microphone obtained for
cach frequency 1s {irst sent to an inverse filter computation
(process) 701 where a linear filter for dereverberation 1s com-
puted.

FI1G. 12 1s a diagram 1llustrating a detailed configuration of
the 1iverse filter computation (process) 701.

A filter computation (process) 1403 computes a linear filter
according to expression (2). Because the reverberation com-
ponent 1s a component dertving from past signals, expression
(2) 1s an arithmetic expression for computing the degree of
correlation between a current signal and past signals and
between the past signals. IT only the correlation of the current
signal and the past signals 1s determined, too much of the past
signal may be removed from the current signal. Thus, 1n order
to avoid excessive signal removal, the correlation between the
past signals 1s also taken into consideration in the computa-
tion. The operation for computing the correlation 1s executed
for T frames of speech signal.

[Expression 2]

A~ivec(P1 Q) (2)

When t (1) 1s the frame index for the i1-th data 1n the T
frames of data, P,1n expression (2) 1s a weighted covariance
matrix, which 1s defined by expression (3) in a weighted
covariance matrix computation 1402. Expression (3) 1s an
arithmetic expression for computing the correlation between
the past signals, where H 1s an operator expressing the con-
jugate transposition of a matrix or a vector.

|Expression 3]

”‘ (3)

T
H 4 —1
Pr = Z(Uf,rme,rm) ® R .06
i=1

A

Further, Q. 1n expression (2) 1s computed according to
expression (4) i a weighted correlation matrix computation
1401. Expression (4) 1s an arithmetic expression for comput-
ing the correlation between the current signal and the past
signals.
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|Expression 4]

] (4)
1 H
Qf‘ = Ve Z Rx}f?'{'(f)'xfﬂrﬁ) Ufrr(”
=1

cefds *

In expression (3), “"” indicates an operator expressing the
transposition of a matrix or a vector. In expression (3),

(0

1s an operator expressing the Kronecker delta product.
Further, 1 expression (3), U, ., 1s defined by expression

(5).

. T(E

[Expression 5]

_ H HH
Utet) =X pyD ™ -+ - Xpniyry ]

(3)

Let D and L1 be mitially determined parameters. Desir-
ably, D 1s set to a frame length corresponding to early rever-
beration in the reverberation component. L1 1s a parameter
corresponding to a continuous frame length of late reverbera-
tion, and 1s desirably set to a large value 1n an environment
where late reverberation s large. R -,y 1s a matrix output by
a linear reverberation component weight computation 707. If
the linear reverberation component weight computation (pro-
cess) 707 1s not performed, or 1f the inverse filter computation
701 1s executed for the first time for every T frames of data,
R+ . 18 set to a unit matrix. In expression (2), “vec” 1s an
operator for transforming a matrix into a vector. An example
of transform of matrix A into a vector by the vec operator 1s
expressed by expression (6).

[Expression 6]

1 (6)

In expression (6), a__ means a component of row m and
column n of matrix A. “1vec” 1s an mverse operator of the vec
operator and transforms a vector into a matrix. When trans-
forming to a matrix, while there 1s arbitrariness 1n the number
of tows, 1t 1s assumed that 1n expression (2), a matrix such that
the number of rows of the matrix that 1s output corresponds to
the number of microphones 1s output. A, determined by
expression (2) 1s segmented on a block by block basis accord-

ing to expression (7).

VﬂG(A):[HllﬂIEl A ﬂlzﬂzz . HIHHEH -

[Expression 7]

A=Wip- - W] (7)

The inverse filter computation 701 outputs A -and ends the
Process.
(11) Linear Reverberation Component Erasure Process

A linear reverberation component erasure (process) 702
acquires, according to expression (8), a signal g. _,, from
which the non-fluctuating reverberation component has been
removed utilizing the At output from the nverse filter com-
putation 701.

|Expression §]

L] (8)

Ef.ri) = -"‘Jf,rm—z Wi iXsoi) =1
{(=D

The linear reverberation component erasure (process) 702
may be considered, qualitatively, a system for obtaining a
dereverberation signal on a channel by channel basis by oper-
ating a separate FIR filter on a microphone channel basis.



US 9,288,576 B2

11

FIG. 13 1llustrates a conceptual configuration for the derever-
beration on a microphone channel basis. Thus, the linear
dereverberation process according to the present embodiment
1s executed for all of the T frames of time frequency signals.
The signal after the linear dereverberation 1s sent to a residual
reverberation/direct sound separation 703.

(111) Residual Reverberation/Direct Sound Separation Pro-
CESS

The residual reverberation/direct sound separation (pro-
cess) 703 separates the signal after linear dereverberation into
direct sound and reverberation sound (estimated values).

FI1G. 14 1s a detailed block diagram of the residual rever-
beration/direct sound separation 703. The residual reverbera-
tion/direct sound separation process 1s also executed for all of
the T frames of time frequency signals.

The estimated value of the dereverberation signal for each
frame 1s computed according to expression (9) by superim-
posing the filter coetticient W, . ., estimated by a direct
sound filter coefficient estimation 1102 on the time frequency
signal of each frame.

[Expression 9]

9)

where n 1s a fluctuating indicating an index of the sound
source, and 1s an integer of 1 to N. N 1s the number of sound
sources. Even when there 1s a plurality of sound sources, the
dereverberation and the direct sound separation can be per-
formed for a plurality of sound sources simultaneously by
setting N to 2 or more.

Referring to FIG. 14, the direct sound filter estimation
(process) 1102 computes, using expression (10) and for each
sound source, a filter (mirror filter) W, ., for extracting the
direct sound. Expression (10) 1s substantially equivalent to
determining the ratio of direct sound power to overall power
(direct sound power/(direct sound power+residual reverbera-
tion power)).

Yn g™V nfre(SfG)

[Expression 10]

_ -1
Wnﬁr(i) _Rs(n )ﬁT(i}RIﬁT(i) (1 0)

where R, ) - 18 a covariance matrix for each sound source
and for each frame, and 1s computed using expression (11) 1in
a target sound variance estimation over time (process) 1104.

[Expression 11]

(11)

where v ., ., and C ., -are parameters related to the n-th
direct sound component, which parameters are successively
updated during repetitive computation. The 1mitial value of
Vs, £ w0 ig 1, and C,, r1s a random positive definite Her-
mitian matrix.

Thus, the residual reverberation component 1s computed
according to expression (12) by superimposing W
on the time frequency signal of each frame.

Ry ey ™ Vst)so) Csonr

rev, i, m, f. (i)

[Expression 12]

Yvevim fe( Wrev,f,mﬁt(i)g () (12)

where 1 1s an 1ndex corresponding to a tap index of the inverse
filter, and m 1s a microphone index. Namely, the residual
reverberation component 1s computed for each tap index of
the mverse filter and microphone index. In a residual rever-
beration filter coetticient estimation 1103, W, . 1S
computed according to expression (13). Expression (13) 1s
substantially equivalent to determiming the ratio of residual
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reverberation power to overall power (residual reverberation
power/(direct sound power+residual reverberation power)).

[Expression 13]

_ —1
Wrw?f 21 fo(i) =K rev,i . f,t(i )RJ-:J}E( i) ( 13 )

where R, ; ,.. 7+ 18 @ covariance matrix for each tap ndex
of the inverse filter and each frame, and 1s computed accord-

ing to expression (14) 1in a residual reverberation variance
estimation over time (process) 1105.

[Expression 14]

_ 2
Rrev?f,mzﬁ’c(f)_ |xﬁ~c(z‘)—l(m) | Crev?z',mf (14)

where X . _ ,,(m)1s a time frequency domain signal of the m-th
microphone with frequency index 1 and frame index t(1).
C,ev, 1. m, 18 @ cOvariance matrix ot the residual reverberation
component for each tap index and microphone index, and 1s a
parameter that 1s successively updated 1n repetitive computa-
tion. The 1initial value 1s a random positive definite Hermitian
matrix.

As described above, the estimated values of the separated
residual reverberation and direct sound are respectively sent
to the residual reverberation parameter estimation (process)
704 and the direct sound parameter estimation (process) 705.
(1v) Reverberation Parameter Estimation Process

The residual reverberation parameter estimation (process)
704 estimates a parameter such as a statistical amount of the
fluctuating reverberation component. FIG. 15 1s a diagram
1llustrating the details of the residual reverberation parameter
estimation (process) 704.

In FIG. 15, a residual reverberation secondary statistical
amount computation (process) 1301 applies expression (15)
to the estimated value of the residual reverberation sent from
the residual reverberation/direct sound separation 703, and
computes a secondary statistical amount (residual reverbera-
tion power) of the residual reverberation component for each
frame.

[Expression 15]

_ H
Vrev,z',m Jt(i) “Viev,Lm Jooli )yrev,f (1) + (I - Wrev,f ,mﬁr(z’))
Rrev.}.f.}.m JT(7)

(15)

, 18 sent to a main axis computation (process)
_71s updated by expression (16).

Vrev, L, m, f. (i
1302, and C

rev, I, m

|Expression 16]

(16)

T
|
Crev,.!,m,f — |Xf?r(j) (m)|2 Vrev,!,m,f,r(i}
i=1

(v) Direct Sound Parameter Estimation Process

The direct sound parameter estimation (process) 705 esti-
mates a parameter such as a statistical amount of the direct
sound. FIG. 16 1s a diagram illustrating the details of the
direct sound parameter estimation 705.

In FIG. 16, a direct sound secondary statistical amount
computation (process) 1201 applies expression (17) to the
estimated value of the residual reverberation sent from the
residual reverberation/direct sound separation 703, and com-
putes a covariance matrix of the direct sound of each frame of
cach sound source (the power of the direct sound input to each
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microphone and a time difference component before a signal
reaches each microphone).

[Expression 17]

_ H
Vs(n)aﬁr(f)_ynvﬁ’ﬁ(f)yn (@) +(I- W, .J‘;’E(f))Rs(n ). £1(7) (17)

A time-varying parameter computation 1202 updates
Vion. 7 @ according to expression (18). The time-varying

parameter herein refers to information mcluding a time dif-
terence before the direct sound reaches the N microphones.

|Expression 18]

» (18)
Vst.f.) = 77 trace(C g, Vi), £,r(i))

Further, a main axis computation 1203 updates C_,,, -
according to expression (19). The main axis computation
herein refers to the determination of the main axis (dispersion
of power of the direct sound 1input to each microphone) of an
N-dimensional manifold (ellipse) in N-dimensions (IN micro-
phones) 1n consideration of the time difference before the
direct sound reaches the N microphones.

[Expression 19]

(19)

For example, when a plurality of microphones 1s installed
in a conference room, 1f a speaker talks from a specific direc-
tion, the power of the speech signal input to each microphone
in each frame time 1s greater the closer the microphone 1s to
the speaker. The main axis computation 1203 is a process for
computing the dispersion in power of the speech signal reach-
ing each microphone, while the time-varying parameter coms-
putation 1202 1s a process of computing the time difference of
the speech signal (direct sound) before reaching each micro-
phone. More specifically, when two microphones m1 and m2
are mstalled, the main axis 1s expressed by the slope of a line
connecting the origin and a plot of the power of the speech
signal reaching m1 and m2 on a m1-m2 plane, with the length
of the main axis (distance between the origin and the plot)
representing the time-varying parameter (time diflerence).
(v1) Convergence Determination Process

The direct sound parameter and the residual reverberation
parameter that have been estimated are sent to a convergence
determination (process) 706.

The convergence determination 706 determines whether
the computation has converged based on the same criterion as
in the case of a general repetitive computation, such as
whether the repetitive computation has been executed a pre-
determined number of times, or whether the difference 1n the
estimated parameter value and the value before estimation 1s
a predetermined value or less. If converged, the dereverbera-
tion parameter 1s output, and the block of the dereverberation
parameter estimation 404 ends.

If not converged, the process transitions to the linear rever-
beration component weight computation 702.

(vi1) Linear Reverberation Component Weight Computation
Process

Because the power of the direct sound or residual rever-
beration (fluctuating reverberation component) varies over
time, the power 1s learned as a fluctuating by the process of
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FI1G. 11 as described above. Thus, 1t can be known 1n which
frame among the T frames the power of direct sound or

residual reverberation 1s large (see FIG. 3). The greater the
power (the sum of the power of direct sound or residual
reverberation), the greater the fluctuating component. Thus, 1t
1s advisable not to use the corresponding time band as 1nfor-
mation for determining the inverse filter parameter. Thus,
herein, a weight coelflicient which 1s proportional to the
inverse ol the magnitude of the power (the sum of direct
sound power or residual reverberation power) 1s used, for
example.

The linear reverberation component weight computation
(process) 707 updates R - ., according to expression (20),
where N 1s the number of sound sources.

|[Expression 20]

b h
R £ty = Z Vsta), £,7() Cstn), f + L Z‘ 1% £ 21 I Cren,tom
n=1 m=1 {=D

The weight over time 1s fed back to the inverse filter com-
putation 701. In the initial stage of operation, the power of
cach component 1n each time band cannot be estimated, so
that the operation 1s started with the weight coetlicient set to
1. By repeating the operation of FIG. 11, the weight coetli-
cient can be caused to converge to an appropriate value.
<Details of On-Line Dereverberation Process>

FIG. 17 1s a diagram 1llustrating a concrete configuration of
the on-line dereverberation (process) 405. The on-line der-
everberation (process) 405 1s configured to increase the
parameter estimation accuracy by successive computation.
(1) Buflfering Process

A buffering (process) 801 stores the time frequency
domain signal of each frame in the volatile memory 103.
According to the present embodiment, the stored time fre-
quency domain signal 1s L1 frames (such as 5 frames) in the
T frames of signals counted from the latest time domain
signal.

When the speech signal of a certain frame 1s obtained, the
signal of a past frame 1s required for removing the reverbera-
tion component of the frame. Thus, the butfering process 801
accumulates a predetermined frames of speech signals to
provide a processing object.

(11) Linear Reverberation Component Erasure Process

The linear reverberation component erasure (process) 702
receives the stored L1 frames of time domain signals, and
removes the reverberation component using an inverse filter.
The mverse filter applied here 1s the filter included 1n the
dereverberation parameter output by the dereverberation
parameter estimation (process) 404.

(111) Residual Reverberation/Direct Sound Separation Pro-
CESS

The residual reverberation direct sound separation (pro-
cess) 703 recerves the reverberation component removed sig-
nal from the linear reverberation component erasure (process)
702, separates the signal into direct sound and a residual
reverberation component, and outputs the direct sound. At
this time, the 1nitial value of vy, ~.1s 1, and C,,, -1s the
covariance matrix included in the dereverberation parameter
output by the dereverberation parameter estimation (process)
404.

(1v) Direct Sound Separation Estimation Process

Because the power of the speech signal varies over time, it
1s necessary to estimate the value of the speech power over
time. For example, the sound volume output over time 1s
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varied even 1f generated by the same speaker, and therefore its
power varies. Thus, the estimated value needs to be updated in
real-time. Accordingly, in a direct sound separation estima-
tion (process) 802, only some of the parameters (direct sound
parameter) 1in the non-linear parameters are estimated 1n real-
time. Then, for the portion that varies in real-time over time,
the estimation process 1s repeated to increase the accuracy of
the estimated value. With regard to the parameters for residual
reverberation (fluctuating reverberation component), the time
variation can be considered to be small. Thus, the parameters
learned in the past frame may be used as 1s.

In FIG. 17, the direct sound variance estimation (process)
802, 1n a tlow similar to that of the direct sound parameter
estimation 705 1n the residual removal parameter estimation
404, computes v, r ., I the frame of the processing object
according to expression (21) (the same expression as expres-

s1on (18)).

|Expression 21]

» (21)
V(). f.r = EHHCE(CS, Vst f.ri)

(v) Convergence Determination Process

The convergence determination (process) 706, using
parameters such as the estimated direct sound variance, per-
forms a convergence determination on the determined param-
cter. If 1t 1s determined that there 1s convergence, the conver-
gence determination (process) 706 outputs an estimated
direct sound and ends the process. Otherwise, the conver-
gence determination (process) 706 again executes the
residual reverberation/direct sound separation (process) 703
on the basis of the estimated direct sound variance.

The determination as to whether there 1s convergence 1s as
described with reference to FIG. 11.

(2) Second Embodiment

A second embodiment discloses a configuration 1n which,
in the dereverberation (process) 302, a plurality of sets of the
past dereverberation parameters determined 1n the derever-
beration parameter estimation (process) 404 are provided,
and the optimum filter 1s selected over time and used.

FIG. 18 1s a diagram 1llustrating the configuration of the
dereverberation (process) 302 according to the second
embodiment of the present invention. The present configura-
tion of the dereverberation 302 1s 1dentical to the configura-
tion that has been already described with reference to FIG. 8
in the configuration and process from the framing (process)
401 to the dereverberation parameter estimation (process)
404 and 1n the time domain transform (process) 406.

In FIG. 18, a parameter write control (process) 903 1s a
process ol switching whether the dereverberation parameter
output from the dereverberation parameter estimation 404
should be registered as a new dereverberation parameter. A
dereverberation parameter DB 901 stores a predetermined
number of dereverberation parameters 1 a DB.

The process executed by the parameter write control 903
may be configured to discard a dereverberation parameter
with the oldest stored time among the dereverberation param-
cters stored 1n the dereverberation parameter DB 901 and to
store a new dereverberation parameter instead, or may be
configured to discard a dereverberation parameter with the
mimmum value of likelithood (which i1s herein synonymous
with error) at the time of the dereverberation and to store a
new dereverberation parameter instead. The configuration for
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discarding the dereverberation parameter may be such that
the dereverberation parameters stored at the same timing are

discarded on a frequency by frequency basis.

When the number of the dereverberation parameters stored
in the dereverberation parameter DB 901 1s A, each of on-line
dereverberations (processes) 405-1 to 405- A execute a rever-
beration component removing process on each dereverbera-
tion parameter by an on-line process.

An optimum dereverberation sound selection (process)
902 selects one dereverberation sound from among the der-
everberation sounds removed by each dereverberation param-
cter. For example, there may be adopted a configuration such
that the component with the minimum sound volume among
the respective dereverberation sounds 1s selected, or a con-
figuration such that a dereverberation sound that maximizes
the likelihood value 1s selected. For the computation of the
sound volume component or the likelihood value, a value
averaged 1n the frequency direction may be used.

The selected dereverberation sound 1s sent to the time
domain transiorm (process) 406 and transformed 1nto a time
domain signal which 1s output. For example, dereverberation
can be performed using a first parameter for the speech signal
of a low frequency domain and a second parameter for the
speech signal of a high frequency domain. In this way, the
optimum filter can be determined on a frequency by Ire-
quency basis, so that an accurate dereverberation process can
be executed even 1n a situation where a plurality of persons
speak simultaneously. Further, in the second embodiment, the
dereverberation parameters that have been determined 1n the
past are accumulated so that the optimum parameter that has
been determined 1n the past can be used even when the speak-
ers are switched. Thus, the dereverberation process can be
rapidly executed.

(3) Third Embodiment

A third embodiment relates to a configuration such that
dereverberation and an echo canceller are executed within the
same framework, enabling an increase in both dereverbera-
tion and echo canceller performance. Dereverberation and the
echo canceller erasure can be operated separately, which may
provide a simple configuration (see FIG. 6). However,
because the shape of the filter for the echo canceller 1s varied
constantly, a speech that could not be erased by the echo
canceller may adversely affect the dereverberation. Thus,
instead of optimizing the dereverberation and the echo can-
celler separately, the two may be simultaneously optimized
(by considering their influence on each other) whereby the
overall performance ofthe system can be further increased. In
order to realize this, the configuration of the third embodi-
ment 1s provided.

FIG. 19 1s a schematic diagram of the internal configura-
tion ol a central processing unit for executing a process
according to the third embodiment.

In the program executed within the central processing unit
102, a dereverberation and echo canceller 2001 receives a
digital speech waveform (microphone input signal) and a
distal digital speech waveform (reference signal), executes a
dereverberation process and an echo cancel process simulta-
neously on the signals, and then outputs a speech wavetorm
after dereverberation and echo cancellation.
<Configuration of Dereverberation and Echo Canceller>

FIG. 20 1s a diagram 1illustrating the concrete configuration
of the dereverberation and echo canceller 2001. An off-line
parameter estimation (process) 1800 receives the digital
speech wavetorm (microphone input signal) and the distal
digital speech wavetorm (reference signal), and estimates a
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parameter for the dereverberation and acoustic echo cancel-
ler. The off-line parameter estimation 1800 executes the esti-
mation process each time a plurality of frames (T frames) of
the time domain signal are obtained. The detailed configura-
tion and process of the off-line parameter estimation (pro-

cess) 1800 will be described later with reference to FIG. 21.
An on-line acoustic echo cancellation/dereverberation

(process) 2301, using the parameter estimated by the off-line
parameter estimation 1800, performs dereverberation and
acoustic echo component removal on the time frequency
domain signal of each frame. The detailed configuration and
process of the on-line acoustic echo cancellation/derever-
beration (process) 2301 will be described later with reference
to FIG. 24.

The time domain transform 406 transforms the time fre-
quency domain signal from which the reverberation compo-
nent and the acoustic echo component have been removed
into a time domain signal and outputs the same.
<Details of Off-Line Parameter Estimation Process>

FIG. 21 1s a diagram 1llustrating the concrete block con-
figuration of the oiff-line parameter estimation (process)
1800.

The digital speech wavetorm of the digital signal converted
from the speech waveform obtained by the microphone array
1035, and the distal digital speech wavetorm (reference signal)
are subjected to the framing (process) 401 and the frequency
resolution (process) 402 and then transformed into time fre-
quency domain signals.

When the time domain signal of the reference signal of the
b-th element of the speaker elements constituting the speaker
array 107 1s denoted as X, - ,+ +y» X,p o @A X - 41 o are
cach accumulated 1n a buffer 1n the buifering 403 for a plu-
rality of frames (1 frames), where X, -, - =X, - 1605 - - -
X, 57 w]» and B 1s the number of the speaker elements.

Each time the T frames of data 1s accumulated by the
bullering (process) 403, a reverberation/acoustic echo eras-
ing parameter estimation (process) 1801 1s executed, and a
reverberation/acoustic echo erasing parameter 1s output. The
detailed configuration and process of the reverberation/
acoustic echo erasing parameter estimation (process) 1801
will be described with reference to FIG. 22.
<Details of Reverberation/ Acoustic Echo Erasing Parameter
Estimation Process>

FIG. 22 1s a diagram 1llustrating the concrete block con-
figuration of the reverberation/acoustic echo erasing param-
cter estimation (process) 1801. The linear reverberation com-
ponent erasure 702, the residual reverberation parameter
estimation 704, the direct sound parameter estimation 705,
and the convergence determination 706 involve the configu-
rations and processes as described above, and therefore their
detailed description will be omaitted.

(1) Inverse Filter Computation Process

An mverse filter computation (process) 1908 determines a
reverberation (non-fluctuating component) removing inverse
filter by the above-described method (first embodiment).
When computing the imnverse filter, instead of the microphone
input signal, a signal from which the linear acoustic echo has
been erased by using the result of a linear acoustic echo
erasing filter computation (process) 1901 may be used. In this
case, the inverse filter computation 1908 includes the function
of a linear acoustic echo erasure (process) 1902. Namely, the
inverse filter computation 1908, using the echo erasing filter
computed by the linear acoustic echo erasing filter computa-
tion 1901, erases the acoustic echo contained 1n the input
signal (the frequency-domain signals of a plurality of
frames), and then computes the inverse filter for dereverbera-
tion.
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(11) Linear Acoustic Echo Erasing Filter Computing Process

The linear acoustic echo erasing filter computation (pro-
cess) 1901 determines the filter for acoustic echo erasure
according to expression (22).

[Expression 22]

J=ivec(J, 71T ) (22)

At this time, the linear acoustic echo erasing filter compu-
tation (process) 1901 may determine the acoustic echo eras-
ing {ilter using the signal from which the reverberation com-
ponent has been removed using the inverse filter determined
by the above-described mverse filter computation 1908,
instead of the microphone mput signal. In this case, the linear
acoustic echo erasing filter computation (process) 1901
includes the function of the linear reverberation component
erasure (process) 702. Namely, the linear acoustic echo eras-
ing filter computation (process) 1901 computes the linear
acoustic echo erasing {filter after removing reverberation
using the dereverberation inverse filter computed by the
iverse filter computation 1908.

In expression (22), I, s, -4 and I .are respectively
defined by expressions (23), (24), and (25).

|Expression 23]

T ”‘ (23)
H ’ -1
Ip.f = Z (s s © B

i=1 /
|[Expression 24]

_ [+ H H 24
J-’i:f:’f(f) — [xrff,f,r(i) erf,f,r(i)—[,z] ( )
|[Expression 23]

T ”‘ (25)

-1 H
Jq.r = vec Z R r oy o i f oy

i=1 J

The acoustic echo erasing filter 1s divided 1nto filters for
cach tap according to expression (26).

[Expression 26]

TAW i+ Woeror,] (26)

(111) Linear Acoustic Echo Erasure Process

The linear acoustic echo erasure (process) 1902 acquires a
signal g, ., from which the acoustic echo component 1s
erased using the acoustic echo erasing filter computed by the
linear acoustic echo erasing filter computation 1901, accord-
ing to expression (27).

|Expression 27]

Ly (27)

82,f,t(i) = &F, 7)) — Z Weer, £ iXref, f,r(i)-1
(=0

(1v) Residual Reverberation/Residual Acoustic Echo/Direct
Sound Separation Process

A residual reverberation/residual acoustic echo/direct
sound separation (process) 1904, for the residual reverbera-
tion and the direct sound, uses the same determination
method as that of the residual reverberation/direct sound
separation 703 (first embodiment). With regard to the residual
acoustic echo, a residual acoustic echo estimated wvalue
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Yyer 1. 6. 7w 18 computed according to expression (29) by
superimposing the residual acoustic echo extraction filter
W, or 1 b, 7 < determined by expression (28) on g, - ..

[Expression 28]

_ —1
Wreﬁf,,b,ﬁﬂ:(i) _Rreﬁf,bzﬁ’c(f)szﬁ’c(f) (2 8)

[Expression 29]

(29)

Veef L b () ™ YW refLb fu(DE2 fr(i)

where RFEﬁ I b, f
sion (30).

, may be determined according to expres-

T(Z

[Expression 30]

_ 2
Rreﬁf,,bvf;’c(i)_ |xref;;~c(f)- (D)1 Creﬁf,bj (30)

In expression (30), C,. ; ,. 18 a parameter updated by a
repetitive computation, with the 1nmitial value being set to a
random positive definite Hermitian matrix.

(v) Residual Acoustic Echo Parameter Estimation Process

A residual acoustic echo parameter estimation (process)
1906 updates C, . ;, , by the same process as that of the
residual reverberation parameter estimation (process) 704
(FIG. 11: first embodiment). The details are as described
above and therefore the description of the details will be
omitted.

(v1) Linear Reverberation/Echo Component Weight Compu-
tation Process

A linear reverberation/echo component weight computa-
tion (process) 1907 computes R ., according to expression

(31).

T(i

|Expression 31]

N (31)
Refety = ) VstmnftyCotmnp +

n=1

>

m=1 =D

Ly

B L
1% £ 2yt (M Crevtom.f + Z Z Xrer o1t DN Crevin. £
b—1 =0

Then, as shown 1n FIG. 23, when not only the fluctuating
reverberation component that influences R, - ., but also the
fluctuating acoustic echo component 1s large, a linear {filter
can be determined with high accuracy so that the weights for
the components are decreased.
<On-Line Acoustic Echo Cancellation/Dereverberation Pro-
cess™>

FI1G. 24 1s a diagram 1llustrating the concrete configuration
of an on-line (real-time) acoustic echo cancellation/derever-
beration (process) 2301.

The digital speech wavetorm (microphone input speech
signal) and the distal digital speech wavetorm (reference
signal) are subjected to the framing (process) 401 and the
frequency resolution (process) 402, and are further butlered
by the bullering (process) 403.

The buffered speech waveforms are sent to the linear
acoustic echo cancellation/dereverberation (process) 1902.

The linear acoustic echo cancellation/dereverberation
(process) 1902 removes the non-fluctuating reverberation and
the acoustic echo component from the data of each frame of
the recerved speech wavetorm.

Thereafter, the residual reverberation/residual acoustic
echo/direct sound separation (process) 1904 extracts only the

direct sound.
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The direct sound variance estimation (process) 802
receives the extracted direct sound from the residual rever-
beration/residual acoustic echo/direct sound separation (pro-
cess) 1904, and computes v, .. The details of the process
are as described with reference to the first embodiment and
their description will be omitted.

Thereatter, the convergence determination (process) 706
determines whether the variance estimation has converged
and, 1f converged, outputs the estimated direct sound compo-
nent. Otherwise, the convergence determination 706 returns
the estimated direct sound variance value to the residual
reverberation/residual acoustic echo/direct sound separation
1904, and the direct sound estimation process 1s executed

again. The details of the process are also as described with
reference to the first embodiment.

(4) Fourth Embodiment

A fourth embodiment relates to a dispersed configuration
in which, during dereverberation, a dereverberation param-
cter of which the amount of computation 1s particularly large
1s executed by the conference information computation server
201, and other real-time dereverberation processes are
executed by the hub-based conferencing system 100.

FIG. 25 1s a diagram 1illustrating the overall schematic
system configuration according to the fourth embodiment. In
FIG. 25, the framing (process) 401, the frequency resolution
(process) 402, and the bullering (process) 403 are executed
by the hub-based conferencing system 100. After T frames of
time Irequency domain signals are accumulated, the hub-
based conferencing system 100 transmits the time frequency
domain signals to the conference mformation computation
server 201.

The conference information computation server 201
receives the T frames of time frequency domain signals from
the hub-based conferencing system 100, and executes the
dereverberation parameter estimation 404 on the signals.
Then, the conference information computation server 201
transmits the estimated dereverberation parameter from the
server to the hub-based conferencing system 100.

The hub-based conferencing system 100, each time it
obtains the time-frequency domain signal of each frame,
executes the on-line dereverberation 405 and the time domain
transiform 406, and acquires the dereverberation sound (der-
everberated direct sound).

The conference mformation computation server 201 may
include the configuration of the reverberation/acoustic echo
erasing parameter estimation (process) 1801 indicated
according to the third embodiment, instead of the configura-
tion of the dereverberation parameter estimation (process)
404. In this case, the hub-based coniferencing system 100
includes the configuration of the on-line acoustic echo can-
cellation/dereverberation (process) 2301 1ndicated according
to the third embodiment, instead of the configuration of the
on-line dereverberation (process) 405.

(5) Conclusion

(1) In the dereverberation parameter estimation device
according to the first embodiment of the present invention, a
dereverberation parameter 1s stored in a memory such as a
volatile memory and 1s successively updated in accordance
with a process. The memory stores at least a parameter of a
linear filter for removing a non-fluctuating reverberation
component contained 1n a speech input signal, and a param-
cter of a non-linear filter for removing a fluctuating reverbera-
tion component contained 1n the speech mput signal. A pro-
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cessor such as a central processing unit estimates and updates
the dereverberation parameters for removing the reverbera-
tion components contained in the speech mput signal and
acquiring a direct sound, and stores the dereverberation
parameters 1n the memory as the linear filter parameter and
the non-linear filter parameter. More specifically, the proces-
sor (inverse filter computation 701 and linear reverberation
component erasure 702) reads the linear filter parameter from
the memory, and generates an estimated value of a linear
dereverberation signal by removing the non-fluctuating rever-
beration component contained in the speech mmput signal
using the linear filter. Then, the processor (residual reverbera-
tion/direct sound separation 703) reads the non-linear filter
parameter Irom the memory, and generates estimated values
of the fluctuating reverberation component and the direct
sound component contained 1n the estimated value of the
linear dereverberation signal using the non-linear filter.
Thereatter, the processor (residual reverberation parameter
estimation 704 and direct sound parameter estimation 705)
executes a main axis operation (see FIGS. 15 and 16) based on
the estimated values of the fluctuating reverberation compo-
nent and the direct sound, and updates parameters of the
variation reverberation component and the direct sound com-
ponent constituting the non-linear filter parameter. The pro-
cessor (linear reverberation component weight computation
707 and inverse filter computation 701) then successively
updates the linear filter parameter based on the updated
parameters of the fluctuating reverberation component and
the direct sound component. Namely, the parameter of the
linear filter for removing the non-tfluctuating reverberation
component 1s {ixed to a certain value, the parameter of the
non-linear filter for removing the fluctuating reverberation
component 1s estimated, and the linear filter parameter is
again updated in view of the obtained estimated value, the
parameter estimation process being repeated until the estima-
tion parameter converges. In this way, the parameters of the
linear and non-linear filters for accurate dereverberation (der-
everberation parameters) can be estimated. By executing the
dereverberation process using the parameters, the reverbera-
tion component can be accurately removed without distorting,
the direct sound component of the speech input signal from
the microphone.

The processor (linear reverberation component weight
computation 707) also determines, using the updated param-
cters of the fluctuating reverberation component and the
direct sound component, a weight coetlicient for the linear
filter (see FIG. 3) by reflecting a time band 1n which the sum
ol the variation reverberation component and the direct sound
component 1s large in the speech input signal, and updates the
linear filter parameter. Thus, by decreasing the weight of the
filter coelficient in the time band having the possibility of
transier function fluctuation in the linear filter, a signal can be
extracted by increasing the ratio of the time band having a
large presence of the non-fluctuating reverberation compo-
nent, whereby the influence causing a decrease 1n estimation
accuracy of the transfer function can be reduced.

According to an embodiment of the present invention,
speech signals from a plurality of microphones are contem-
plated as the speech mput signal. In this case, the processor
(residual reverberation/direct sound separation 703) gener-
ates an estimated value of the direct sound component and an
estimated value of the fluctuating reverberation component
contained 1n the speech signal from each of the plurality of
microphones. Then, the processor (residual reverberation
parameter estimation 704 and direct sound parameter estima-
tion 705) extracts a secondary statistical amount of the esti-
mated values of the direct sound component and the fluctu-
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ating reverberation component from each microphone, and
acquires from the secondary statistical amount imnformation
indicating the dispersion of the power of each of the direct
sound component and the fluctuating reverberation compo-
nent of the speech signal of the plurality of microphones, as
the fluctuating reverberation component and direct sound
component parameters. In this way, when the distance
between the sound source (speaker, or a sound reflecting
surface of a reflecting body such as a wall or a person (where
the sound emitted from the sound source 1s reflected)) and
cach microphone 1s different, 1t becomes possible to estimate
parameters capable of accurately removing reverberation in
consideration of the dispersion of the power of speech input to
cach microphone.

The first embodiment further proposes a dereverberation
device having the above-described dereverberation param-
cter estimation device. In the device (see FIGS. 8 and 17), the
processor (central processing unit) acquires the dereverbera-
tion parameters from the dereverberation parameter estima-
tion device, removes from the speech mput signal the non-
fluctuating reverberation component and the fluctuating
reverberation component, and outputs the direct sound com-
ponent. More specifically, the processor (linear reverberation
component erasure 702) removes the non-tfluctuating rever-
beration component from the speech input signal using the
linear filter and estimates the linear dereverberation signal.
Then, the processor (residual reverberation/direct sound
separation 703) separates the fluctuating reverberation com-
ponent and the direct sound component from the linear der-
everberation signal using the non-linear filter. Then, the pro-
cessor (direct sound variance estimation 802 and convergence
determination 706) learns a power change 1n the direct sound
component over time, and outputs a direct sound component
in which the power change has converged. In this way, the
reverberation can be accurately removed in real-time. Fur-
ther, the execution of the direct sound variance estimation
(process of updating the direct sound 1n accordance with the
speech power that varies over time) enables the extraction of
the direct sound that tracks the sound power change over time
and having no distortion.

(11) The second embodiment proposes another dereverbera-
tion device. The device (FIG. 18) includes a dereverberation
parameter database storing the dereverberation parameters
obtained by the dereverberation parameter estimation device.
The database stores all or some of the dereverberation param-
cters obtained by past estimations. In the device, the proces-
sor (on-line dereverberations 4350-1 to 405-A corresponding,
to the 1nstalled microphones) acquires a plurality of corre-
sponding dereverberation parameters from the dereverbera-
tion parameter database, removes the non-fluctuating rever-
beration component and the fluctuating reverberation
component from the speech input signal using each of the
plurality of dereverberation parameters, generates a plurality
of direct sound components, and outputs the optimum direct
sound component among the plurality of direct sound com-
ponents. Thus, the dereverberation process can be executed
using the parameters that have been estimated, whereby the
dereverberation process can be rapidly performed and the
real-time process can be facilitated.

(111) According to the third embodiment, the memory stores
a parameter of a linear reverberation filter for removing the
non-tluctuating reverberation component contained in the
speech mput signal, a parameter of a linear echo erasing filter
for removing the non-tfluctuating echo component contained
in the speech mput signal, and a parameter of a non-linear
filter for removing the fluctuating reverberation component
and the fluctuating echo component contained in the speech
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input signal. The processor (central processing unit) also
estimates a reverberation/echo removal parameter for acquir-
ing a direct sound by removing the reverberation component
and the echo component contained 1n the speech input signal,
and stores the reverberation/echo removal parameter 1n the
memory as a linear reverberation filter parameter, a linear
echo erasing filter parameter, and a non-linear filter param-
cter. More specifically, the processor (inverse filter computa-
tion 1908 and linear acoustic echo erasing filter computation
1901) reads from the memory the linear reverberation filter
parameter and the linear echo erasing filter parameter, and
generates an estimated value of the linear reverberation/echo
removal signal by removing the non-fluctuating reverberation
component and the non-fluctuating echo component con-
tained 1n the speech input signal using the linear reverberation
filter and the linear echo erasing filter. In this case, the inverse
filter computation 1908 and the linear acoustic echo erasing
filter computation 1901 compute the filters by utilizing each
other’s process result. Namely, the linear acoustic echo eras-
ing filter computation 1901 computes the linear acoustic echo
erasing filter using the signal from which the non-fluctuating
reverberation component has been removed from the speech
input signal. On the other hand, the inverse filter computation
1908 computes the mverse filter using the signal from which
the non-tfluctuating acoustic echo component has been
removed from the speech mput signal. Then, the processor
(residual reverberation/residual acoustic echo/direct sound
separation 1904), using the non-linear filter, generates esti-
mated values of the fluctuating reverberation component, the
fluctuating echo component, and the direct sound component
contained 1n the estimated value of the linear reverberation/
echo removal signal. The processor (residual reverberation
parameter estimation 704, direct sound parameter estimation
705, and residual acoustic echo parameter estimation 1906)
turther, based on the estimated values of the fluctuating rever-
beration component, the fluctuating echo component, and the
direct sound, updates the parameters of the variation rever-
beration component, the fluctuating echo component, and the
direct sound component constituting the non-linear filter
parameter. Then, the processor (linear reverberation/echo
component weight computation 1907, linear acoustic echo
erasing filter computation 1901, and 1nverse filter computa-
tion 1908), based on the updated parameters of the fluctuating
reverberation component, the fluctuating echo component,
and the direct sound component, successively updates the
parameters of the linear reverberation filter and the linear
echo erasing filter. In this way, dereverberation and echo
cancellation are executed within the same framework,
whereby parameters capable of increasing the process accu-
racy of both can be estimated.

(1v) The fourth embodiment proposes a configuration (FIG.
235) 1n which the reverberation parameter estimation process
that puts a processing load 1s executed in a conferencing
system computer server. In this way, the processing load on
the conferencing system at each hub can be decreased,
whereby the real-time nature of the conferencing system can
be ensured, and the cost of constructing the conferencing
system can be drastically decreased.

(v) The present mnvention may be implemented 1n a pro-
gram code of software for realizing the functions of the
embodiments. In this case, a storage medium recorded with
the program code 1s provided to the system or the device, and
the system or device computer (such as CPU or MPU) reads
the program code stored 1n the storage medium. In this case,
t
t

ne program code itself read from the storage medium realizes
ne Tunctions of the embodiments, with the program code per
se and the storage medium storing the code constituting the

10

15

20

25

30

35

40

45

50

55

60

65

24

present invention. Examples of the storage medium that may
be used for supplying the program code include a tlexible

disc, a CD-ROM, a DVD-ROM, a hard disk, an optical disk,
a magneto-optical disk, a CD-R, a magnetic tape, a non-
volatile memory card, and a ROM.

Based on the 1nstructions of the program code, the operat-
ing system (OS) and the like running on the computer may
perform some or all of the actual processes, and the above-
described functions of the embodiments may be realized by
the processes. Further, after the program code read from the
storage medium 1s written to a memory on the computer, the
CPU and the like of the computer may perform some or all of
the actual processes based on the instructions of the program
code so as to realize the functions of the embodiments by the
Processes.

Further, the program code of the software for realizing the
embodiment functions may be delivered via a network and
stored 1n a storage means of the system or device, such as a
hard disk or a memory, or 1n a storage medium such as
CD-RW or CD-R. Then, the program code stored in the
storage means or the storage medium may be read and
executed by the computer of the system or device (such as
CPU or MPU) when 1n use.

Finally, 1t should be understood that the processes and
technologies discussed herein are not essentially related to
any specific device and may be implemented by any appro-
priate combination ol components. Further, various types of
general-purpose devices may be used for the teaching
described herein. It may be realized that constructing a dedi-
cated device for executing the method steps disclosed herein
1s beneficial. Various inventions may be formed by appropri-
ate combinations of the plurality of configuration elements
disclosed 1n the embodiments. For example, some of the
configuration elements may be deleted from the configuration
clements 1ndicated 1n the embodiments. Configuration ele-
ments from different embodiments may be combined as
needed. While the present invention has been described with
reference to specific examples, the description 1s 1llustrative
of the mvention and 1s not to be construed as limiting the
invention in any aspect. It will be apparent to those skilled 1n
the art that there are a number of combinations of hardware,
software, and firmware appropriate for implementing the
present invention. For example, the above-described software
may be implemented 1n a wide range of programs, such as
assembler, C/C++, perl, Shell, PHP, and Java (registered
trademarks), or by script language.

In the foregoing embodiments, the control lines or infor-
mation lines indicated are those considered necessary for
description, and may not necessarily represent all of the con-
trol lines or information lines of a product. All of the configu-
rations may be mutually connected.

In addition, to those having ordinary knowledge of the
particular technology field, other implementations of the
present invention will be apparent upon review of the speci-
fication and the embodiments disclosed therein. Various
aspects and/or components of the embodiments that have
been described may be used either individually or 1n combi-
nation 1n a computerized storage system having a data man-
aging function. The specification and the specific examples
are merely typical, and the scope and spirit of the present
invention are indicated by the following claims.

REFERENCE SIGNS LIST

100 . . . hub-based conferencing system
101 . . . non-volatile memory
102 . . . central processing unit
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103 . . . volatile memory
104 . . . A/D converter
105 . . . microphone array
106 . . . D/A converter
107 . . . speaker array
108 ... HUB
109 . .. camera
110 ... display
201 . . . conference information computation server
202 ... MCU
301 ... echo canceller
302 ... dereverberation
401 . . . framing
402 . . . frequency resolution
403 . . . bullering
404 . . . dereverberation parameter estimation
405 . . . on-line dereverberation
406 . . . time domain transform
701 . . . inverse filter computation
702 . . . linear reverberation component erasure
703 . . . residual reverberation/direct sound separation
704 . . . residual reverberation parameter estimation
705 . . . direct sound parameter estimation
706 . . . convergence determination
707 . . . linear reverberation component weight computation
801 . . . bullering
802 ... direct sound variance estimation
901 . . . dereverberation parameter DB
902 . . . optimum dereverberation sound selection
903 . . . parameter write control
1102 . . . direct sound filter coetlicient estimation
1103 . . . residual reverberation filter coetlicient estimation

1104 . . . target sound variance estimation over time

1105 . .. residual reverberation variance estimation over time

1201 . . . direct sound secondary statistical amount computa-
tion

1202 . . . time-varying parameter computation

1203 . . . main axis computation

1301 . . . residual reverberation secondary statistical amount
computation

1302 . . . main axis computation

1401 . . . weighted correlation matrix computation

1402 . . . weighted covariance matrix computation

1403 . . . filter computation

1800 . . . off-line parameter estimation

1801 . . . reverberation/acoustic echo erasing parameter esti-
mation

1901 . . . linear acoustic echo erasing filter computation
1902 . . . linear acoustic echo erasure
1904 . . . residual reverberation/residual acoustic echo/direct
sound separation
1906 . . . residual acoustic echo parameter estimation
1907 . . . linear reverberation/echo component weight com-
putation
1908 . . . inverse filter computation
2001 . . . dereverberation and echo canceller
2301 . . . on-line acoustic echo cancellation/dereverberation
The mvention claimed 1s:
1. A dereverberation parameter estimation device compris-
ng:
amemory storing a parameter of a linear filter for removing,
a non-fluctuating reverberation component contained 1n
a speech 1nput signal, and a parameter of a non-linear
filter for removing a fluctuating reverberation compo-
nent contained 1n the speech 1mput signal; and
a processor that estimates a dereverberation parameter for
acquiring a direct sound by removing the reverberation
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components contained in the speech input signal, and
that stores the dereverberation parameter 1n the memory
as the parameter of the linear filter and the parameter of
the non-linear filter,

wherein the processor 1s configured to:

read the parameter of the linear filter from the memory, and

generates an estimated value of a linear dereverberation
signal by removing the non-tfluctuating reverberation
component contained 1n the speech mmput signal using
the linear filter:;

read from the memory the parameter of the non-linear

filter, and generates estimated values of the fluctuating
reverberation component and the direct sound compo-
nent contained in the estimated value of the linear der-
everberation signal using the non-linear filter;

based on the estimated values of the fluctuating reverbera-

tion component and the direct sound, update the param-
cters ol the varniation reverberation component and the
direct sound component constituting the parameter of
the non-linear filter; and

successively update the parameter of the linear filter based

on the parameters of the updated fluctuating reverbera-
tion component and direct sound component.

2. The dereverberation parameter estimation device
according to claim 1, wherein the processor, using the
updated parameters of the fluctuating reverberation compo-
nent and the direct sound component, determines a weight
coellicient for the linear filter by reflecting a time band having
a large sum of the variation reverberation component and the
direct sound component in the speech iput signal, and
updates the parameter of the linear filter.

3. The dereverberation parameter estimation device
according to claim 1,

wherein the speech mput signal includes speech signals

from a plurality of microphones,

wherein the processor 1s configured to:

generate the estimated value of the direct sound component

and the estimated value of the fluctuating reverberation
component contained in the speech signal from each of
the plurality of microphones,

extract a secondary statistical amount of the estimated

values of the direct sound component and the fluctuating
reverberation component from each microphone; and
use, as the parameters of the tluctuating reverberation com-
ponent and the direct sound component, iformation
from the secondary statistical amount indicating a dis-
persion of power of each of the direct sound component
and the fluctuating reverberation component of the
speech signals from the plurality of microphones.

4. The dereverberation parameter estimation device
according to claim 1, wherein the processor 1s configured to
execute a convergence determination on the updated param-
cters of the fluctuating reverberation component and the
direct sound component,

wherein the processor 1s configured to output the param-

cters of the linear filter and the non-linear filter as the
dereverberation parameter if 1t 1s determined that the
parameters have converged, or continues the successive
updating process of the parameter of the linear filter 11 1t
1s determined that the parameters have not converged.

5. A dereverberation device for removing a reverberation
component contained in a speech mnput signal, comprising:

the dereverberation parameter estimation device according

to claim 1; and

a processor that acquires from the dereverberation param-

cter estimation device the dereverberation parameter,
and that outputs the direct sound component by remov-




US 9,288,576 B2

27

ing from the speech mput signal the non-fluctuating
reverberation component and the fluctuating reverbera-
tion component,

wherein the processor 1s configured to:

a plurality of hub-based conferencing systems disposed at

28

9. A reverberation/echo removal parameter estimation

device comprising;

a memory storing a parameter of a linear reverberation
filter for removing a non-fluctuating reverberation com-

estimate a linear dereverberation signal by removing the > ponent contained i.na speech input signal,, a parameter of
non-fluctuating reverberation component from the d linear echo erasing filter _fOI' removing a noq—ﬂuctugt-
speech input signal using the linear filter, ing echo component contame(} in the speech mput sig-
separate the fluctuating reverberation component and the Ealﬂ and.a pdr ame];[er ofa non-linear filter ({01‘ rfelmowqg d
direct sound component from the linear dereverberation uctuating reverberation component and a fuctuating
. : : 10 echo component contained in the speech mput signal;
signal using the non-linear filter, and nd
learn a change 1n power of the direct sound component over . .
. . . . a processor that estimates a reverberation/echo removal
time and outputs the direct sound component in which . . It dh o th
he chanee in the nower has converead parameter. Or acquiring a direct sound by removing the
t edc gb _ pd o f sed. herat reverberation component and the echo component con-
6. A derever ct atlm_l cViCe 101 TEOVIE 4 Tever f?r?tlon 15 tamned 1n the speech input signal, and that stores the
component contained in a speech input signal, comprising: reverberation/echo removal parameter in the memory as
the dereverberation parameter estimation device according the parameter of the linear reverberation filter, the
to claim 1 parameter of the linear echo erasing filter, and the
a dereverberation parameter database storing the derever- parameter of the non-linear filter,
beration parameter obtamed by the dereverberation 20  wherein the processor is configured to:
parameter estimation device in the past; and read from the memory the parameter of the linear rever-
a processor that 1s configured to: acquire from the derever- beration filter and the parameter of the linear echo eras-
beration parameter database a plurality of dereverbera- ing filter, and generates an estimated value of a linear
t1on parameters, remove the non-ﬂuctuating reverbera- reverberation/echo removal signal by I’E:IIlOViIlg the non-
tion component and the fluctuating reverberation 23 fluctuating reverberation component and the non-fluc-
component from the speech input signal using each of tuating echo component contained 1n the speech input
the plurality of dereverberation parameters, generate a signal using the linear reverberation filter and the linear
plurality of direct sound components, and output an echo erasing filter, |
optimum direct sound component among the plurality of f eagll from :ihe Moy the pag amfiter Off ﬂﬁe élOIl-llIlf&ElI‘
direct sound components. 30 ter, an generates estimated values O the Muctuating
. : : : reverberation component, the fluctuating echo compo-
7. The dereverberation device according to claim 6, . . .
. . . nent, and the direct sound component contained in the
wherein the processor, using each of the plurality of derever- . . .
. . estimated value of the linear reverberation/echo removal
beration parameters, 1s configured to: nal usine th [ p
1 I dereverberation signal by removing, usin $1g0d., USIng the non-near twier, -
estlmatja d Hihear sldl by g & 33 update the parameters of the variation reverberation com-
the linear filter, the non—iﬂuctu:ﬁ}tmg reverberation coms- ponent, the fluctuating echo component, and the direct
ponent from the SP%Ch input SISDE‘L sound component constituting the parameter of the non-
separate the fluctuating reverberation component and the linear filter based on the estimated values of the fluctu-
djrect sognd componept from the linear dereverberation ating reverberation component, the fluctuating echo
signal using the non-linear filter; and 40 component, and the direct sound, and
learn a change in power of the direct sound component over successively update the parameters of the linear reverbera-
time, and outputs the direct sound component 1n which tion filter and the linear echo erasing filter based on the
the change 1n power has converged i accordance with updated parameters of the fluctuating reverberation
the plurality of dereverberation parameters. component, the fluctuating echo component, and the
8. An on-line conferencing system comprising: 45 direct sound component.

10. The reverberation/echo removal parameter estimation

respective hubs; and

a computation server that manages the plurality of hub-
based conferencing systems,

wherein the computation server includes the dereverbera- 50
tion parameter estimation device according to claim 1,
processes the speech mput signal recerved from each
hub-based conferencing system using the dereverbera-
tion parameter estimation device, computes a derever-
beration parameter corresponding to each hub-based 55

device according to claim 9, wherein the processor 1s config-
ured to update the parameter of the linear echo erasing filter
applied to the speech signal after the fluctuating reverberation
component 1s removed, and update the parameter of the linear
dereverberation filter applied to the speech signal after the
fluctuating echo component 1s removed.

11. A reverberation/echo removal device for removing a
reverberation component contained 1n a speech 1nput signal,
comprising:

conferencing system, and transmits the computed rever-
beration parameter to a corresponding hub-based con-
ferencing system,

wherein each of the plurality of hub-based conferencing

the reverberation/echo removal parameter estimation
device according to claim 9; and

a processor that acquires from the reverberation/echo
removal parameter estimation device the reverberation/

systems transmits the speech input signal to the compu- 60 echo removal parameter, that removes the non-fluctuat-
tation server, recerves from the computation server the ing and fluctuating reverberation components and non-
dereverberation parameter corresponding to the trans- fluctuating and fluctuating echo components from the
mitted speech input signal, separates the non-tfluctuating speech input signal, and that outputs the direct sound
reverberation component and the fluctuating reverbera- component,

tion component from the speech mput signal using the 65  wherein the processor 1s configured to:

received reverberation parameter, and outputs the direct
sound component in real-time.

estimate a linear reverberation/echo removal signal by
removing the non-fluctuating reverberation component
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and the non-fluctuating echo component from the
speech input signal using the linear reverberation filter
and the linear echo erasing filter,

separate the fluctuating reverberation and echo compo-

nents and the direct sound component from the linear
reverberation/echo removal signal using the non-linear
filter, and

learn a change 1n power of the direct sound component over

time, and outputs the direct sound component 1n which
the change in power has converged.

12. A dereverberation parameter estimation method
including, using a processor, estimating a dereverberation
parameter for acquiring a direct sound by removing a rever-
beration component contained in a speech mput signal, and
outputting the dereverberation parameter as a parameter of a
linear filter for removing a non-fluctuating reverberation
component contained 1n the speech mput signal, and as a
parameter of a non-linear filter for removing a fluctuating,
reverberation component contained 1n the speech mput sig-
nal,

10

15

30

the method comprising the steps of:

the processor reading from the memory the parameter of
the linear filter, and generating an estimated value of a
linear dereverberation signal by removing the non-fluc-
tuating reverberation component contaimned in the
speech mput signal using the linear filter;

the processor reading from the memory the parameter of
the non-linear filter, and generating estimated values of
the fluctuating reverberation component and the direct
sound component contained in the estimated value of the
linear dereverberation signal using the non-linear filter;

the processor, based on the estimated values of the fluctu-
ating reverberation component and the direct sound,
updating the parameters of the variation reverberation
component and the direct sound component constituting,
the parameter of the non-linear filter; and

the processor, based on the updated parameters of the fluc-
tuating reverberation component and the direct sound
component, successively updating the parameter of the

linear filter.
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