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(57) ABSTRACT

A method for controlling error resilience in network commu-
nication 1s described. The method includes: determining, by a
receiver-side controller, a packet gap representing a packet
loss of a packet being communicated over a network;; project-
ing, by the receiver-side controller, a retransmission time-out
for at least one missing packet of the packet loss; 1ssuing, by
the recerver-side controller, a retransmission request for the at
least one missing packet; if the packet gap 1s not filled within
a {irst time period of the retransmission time-out, then 1ssu-
ing, by the recerver-side controller, at least one synchroniza-
tion frame request; and selecting, by a sender-side controller,
to respond to at least one of either of the retransmission
request or the at least one synchronization frame request and
neither of the retransmission request nor the at least one
synchronization frame request.
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JOINT RETRANSMISSION AND FRAME
SYNCHRONIZATION FOR ERROR
RESILIENCE CONTROL

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation application of and claims

the benefit of co-pending U.S. patent application Ser. No.
13/736,822 filed on Jan. 8, 2013 entitled “JOINT RETR ANS-

MISSION AND FRAME SYNCHRONIZATION FOR
ERROR RESILIENCE CONTROL” by Wang et al., and
assigned to the assignee of the present application.

BACKGROUND

Generally, it 1s an objective during communication over a
network via video to deliver video frames without any error
corruption. Thus, error resilience 1s a much needed mecha-
nism 1n video call applications that experience unavoidable
CITOors.

DESCRIPTION OF EMBODIMENTS

FIG. 1 illustrates an example of controlling joint retrans-
mission and frame synchromization for error resilience, in
accordance with an embodiment.

FIGS. 2A and 2B illustrate a device for controlling error
resilience 1n network communication, 1n accordance with an
embodiment.

FIGS. 3A, 3B, and 3C are a flow diagram of a method for
controlling error resilience 1n network communication, 1n
accordance with an embodiment.

FIG. 4 1llustrates example devices upon which embodi-
ments for controlling error resilience 1n network communi-
cation operate, 1 accordance with an embodiment.

FIG. 5 illustrates example devices upon which embodi-
ments for controlling error resilience 1n network communi-
cation operate, 1 accordance with an embodiment.

FIG. 6 1llustrates a block diagram of an example device
(e.g., mobile device) upon which embodiments for control-
ling error resilience 1n network communication operate, 1n
accordance with an embodiment.

The drawings referred to in this description should be
understood as not being drawn to scale except 11 specifically
noted.

DESCRIPTION OF EMBODIMENTS

Reference will now be made 1n detail to various embodi-
ments, examples of which are illustrated 1n the accompanying,
drawings. While the subject matter will be described 1n con-
junction with these embodiments, 1t will be understood that
they are not intended to limit the subject matter to these
embodiments. On the contrary, the subject matter described
herein 1s intended to cover alternatives, modifications and
equivalents, which may be included within the spirit and
scope. Furthermore, 1n the following description, numerous
specific details are set forth 1n order to provide a thorough
understanding of the subject matter. However, some embodi-
ments may be practiced without these specific details. In other
instances, well-known structures and components have not
been described 1n detail as not to unnecessarily obscure
aspects of the subject matter.

Some portions of the description of embodiments which
follow are presented 1n terms of procedures, logic blocks,
processing and other symbolic representations of operations
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on data bits within a computer memory. These descriptions
and representations are the means used by those skilled 1in the
data processing arts to most effectively convey the substance
of their work to others skilled 1n the art. In the present appli-
cation, a procedure, logic block, process, or the like, 1s con-
ceived to be a self-consistent sequence of steps or instructions
leading to a desired result. The steps are those requiring
physical mampulations of physical quantities. Usually,
although not necessarily, these quantities take the form of an
clectrical or magnetic signal capable of being stored, trans-
terred, combined, compared, and otherwise manipulated 1n a
computer system.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quanfities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise as
apparent from the following discussions, 1t 1s appreciated that
throughout the present discussions terms such as “determin-
ing”’, “projecting”’, “issuing”’, “selecting”’, “projecting’’, “con-
tinuing”’, “monitoring”, “filtering”, or the like, refer to the
action and processes ol a computer system, or similar elec-
tronic computing device, that manipulates and transiorms
data represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such information
storage, transmission or display devices.

As will be described below, embodiments provide a
method for controlling error resilience 1n network communi-
cation by utilizing the combination of joint retransmission
and enforced synchromized frame request strategies, while
establishing time-out values.

The following discussion will begin with a description of
the current state of the art, and then move on to describe
embodiments of the present technology in operation with
reference to FIG. 1, and then discuss the structure and com-
ponents of the system, as shown 1n FIGS. 2A and 2B. The
discussion will continue with a description, 1n conjunction
with the flow diagram of FIGS. 3A-3C, of the system in
operation. The discussion will then turn to a description of
various embodiments 1ncorporated into example devices, as
shown with reference to FIGS. 4, 5, and 6.

An objective of a video call 1s to achieve a fully success-
tully-recerved video frame of that video call without any error
corruption, despite the unavoidable errors that occur. In so
doing, one video frame may be packetized to one or more
packets, depending on the encoded frame size. Outside of
adopting an error protection scheme through forward error
correction coding, traditionally, a packet may be retransmiut-
ted or a synchronization frame may be requested to stop error
propagation and resume the video tlow of the video call.

The synchronized frame may be either an IDR frame ora P
frame that uses a reference that has already been recerved to
its completeness at the receiver-side (1.e., a device receiving
the synchronized frame), such as using a successiully
received long term reference. In brief, in an MPEG video
stream, and I Frame 1s a full frame. This I frame does not need
any information from the frame before 1t or after it to be
played back properly. An IDR frame 1s a special kind of 1
frame used 1n MPEG-4 AVC encoding. Frames following an
IDR frame may not refer back to frames preceding the IDR
frame. IDR frames can be used to create AVC streams which
are more easily edited. In an MPEG video stream, a P-frame
1s not a full frame. Instead, it 1s a predictive video frame. This
means that the P-frame follows an I-Frame and only stores the
data that has changed from the preceding I Frame. IDR

frames usually generate much larger frame sizes compared to
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the P frame. Hence, the use of a synchronized frame may
incur large instant data tlow injected into the network.

If only a small amount of video packets out of a large video
frame get lost, the method of packet retransmission may be
considered. However, packet retransmission will incur extra
end-to-end delays. Thus, a challenge ensues 1n error resil-
ience control 1n how to combine a packet retransmission and
the enforced synchromized frame request. This 1s particularly
evident when designing a strategy that must adapt to varying
network conditions.

Embodiments provide for the joint control of two error
resilience schemes, utilizing the novel design of setting up
time-out values for the retransmission and the frame synchro-
nization. Additionally, this joint control applies to both the
receiver-side and the sender-side. Thus, embodiments pro-
vide a strategy that sets up timeout values while combining,
packet retransmission and enforced synchronized frame
requests, applied to real-time media communication applica-
tions. Embodiments optimize the end-to-end delay and maxi-
mize the network bandwidth capability jointly and instantly.
As noted, embodiments address both the receiver-side and the
sender-side of the video call.

In brief, embodiments provide for determining a gap per
video packet lost. (Of note, while the discussion addresses
video 1n explaining embodiments, i1t should be appreciated
that embodiments also may be applied to audio.) A timeout 1s
then projected per missing video packet. A synchronization
video frame 1s 1ssued if the gap cannot be filled within a
specified time by a retransmission of a video frame. In one
embodiment, the sender combines the video frame retrans-
mission request and the synchronization video frame request,
and decides which one (or neither) to which to respond.

More specifically, the real-time round trip time 1s moni-
tored and feedback 1s given to both the receiver-side and
sender-side control components. Every packet gap at the
receiver-side 1s identified by analyzing the packet consecutive
sequence 1dentification numbers.

Upon analysis, whenever the missing packet(s) gap length
1s smaller than a predefined threshold, all of the lost packets 1n
the gap are required for a packet retransmission. Meanwhile,
every retransmission packet 1s marked with a retransmission
time-out constraint.

If a packet gap cannot be filled betfore the retransmission
time-out (having been earlier specified), and there does not
follow a synchronized frame received in fullness, a synchro-
nized frame request will be 1ssued. Every synchronized frame
request 1s marked with an enforced synchronized frame time-
out constraint. Further, every synchronized frame request 1s
associated with the information regarding the most recently
received frame timestamp.

If the synchronized frame (hereinafter and for the purpose
of utilizing a video as an example, “synchronized video
frame”, unless otherwise noted) cannot be successiully
received belore the synchronized video frame time-out,
another synchronized video frame request will be 1ssued.
These serial requests for another synchronized video frame
will continue to be 1ssued, upon the synchronized video frame
time-outs being reached, until a successtully synchronized
video frame 1s received or all of the video packet gaps are
filled. Of note, whether a threshold has been reached regard-
ing the synchronized video frame time-out 1s determined by
the specified time-out value. The specified time-out value
may be a value such that in one embodiment it must be
reached to cause a continued synchronized video frame to be
sent, while 1n another embodiment it must be exceeded to
cause a continued synchronized video frame to be sent.
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4

All the timeout values are determined by adapting to the
instant network real-time round trip time values as well as by
considering the corresponding packet gap lengths.

Of note, the sender-side control will monitor the packet
retransmission request and the synchronized frame request
and filter out unnecessary or duplicate requests.

FIG. 1 1llustrates an example of performing a method for
controlling error resilience 1n network communication using
a joint retransmission and frame synchronization error resil-
ience control, 1n accordance with an embodiment. The video
sender 103 sends video packets 120 to the video receiver 115
over a network 110. The video packets 120 sent, in one
embodiment, include, but are not limited to including, video
packet consecutive sequence identification numbers. The
video recerwver 115 analyzes the video packets 120 that 1t
receives and looks to see 1f the video packet consecutive
sequence 1dentification numbers that 1t expects to see are
actually there. If the video recerver 115 discovers that the
video packets 120 are not labeled 1n a consecutive manner,
then the video recerver 115 identifies which video packet(s)
are not there by determining the video packet 1dentification
number(s) that 1s missing. Thus, in this manner, the video
receiver 113 has determined that an error in the transmission
of the video packets 120 has occurred and has identified
which video packets were not delivered. It should be appre-
ciated that any pattern or identification means coupled with
the video packets may be utilized, as long as this pattern or
identification means has been communicated to the video
receiver 115 in order that the video recerver 115 1s able to
analyze the video packets 120 recerved.

As part of the quality of service (QoS) error resilience
control procedure 125 of embodiments, after the video
receiver 115 determines the 1dentity of the undelivered video
packet(s) of the video packets 120, the video recerver 1135
then requests of the video sender 105 a retransmission of the
missing video packets (1.e., a packet retransmission request
135 1s sent to the video sender 103 by the video receiver 115).
Additionally, every retransmission packet 1s marked with a
retransmission time-out constraint. In other words, a time-out
value 1s assigned to (or projected to) each video packet
requested to be retransmitted by the video sender 105 to the
video recewver 115. The retransmission time-out value 1s a
value representing a time period within which a retransmis-
s10n must occur, the expiration of which time period triggers
a request for at least one synchronization frame (e.g., the first
frame synchronization request 130) to be 1ssued to the video
sender 105 by the video recerver 115. The retransmission
time-out value (as well as the synchronization frame time-out
value described below) may be any value that still accommo-
dates a video chatting application. For example, the time-out
values may be 12 second or even 100 milliseconds. However,
in some instances, a video time-out of 1 second or longer
would be too long, because such a time-out would seriously
impede the video chat experience.

If the video packet gap (which needs to be filled with the
missing video packet[s]) 1s not filled within the time period
defined by the retransmission time-out value, the video
receiver 115 1ssues at least one synchronization frame request
130 to the video sender 105, according to the QoS FError
Resilience Control procedure 125 of embodiments. The first
synchronization frame request 130 i1s also assigned a first
synchronization frame time-out value. A synchronization
frame time-out value 1s a value representing a synchroniza-
tion frame time period within which a synchronization frame
must be delivered, the expiration of which synchromization
frame time period occurring without delivery of the synchro-
nization frame triggers a subsequent request for the synchro-
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nization frame (having a second synchronization frame time-
out value) to be 1ssued to the video sender 105 by the video
receiver 115. Thus, 1t the first synchronization frame time
period within which the synchronization frame must be deliv-
ered expired without the video receiver 115 having recerved
the synchronization frame, then a second synchromization
frame request 1s 1ssued to the video sender 105 by the video
receiver 115, The second synchronization frame request 1s
assigned a second synchronization frame time-out value, the
expiration of which second synchronization frame time-out
value occurring without delivery of the synchromization
frame triggers a third request for the synchronization frame to
be 1ssued to the video sender 105 by the video receiver 115.
This pattern of 1ssuing subsequent synchronization frame
requests to the video sender 105 by the video receiver 115
continues until a preprogrammed stoppage time and/or until a
delivery of the full synchronization frame to the video
receiver 1135 occurs.

According to embodiments, the video sender 105 1s
cnabled to make the following selections in response to
receiving a packet retransmission request 135 and a synchro-
nization frame request 130: select to retransmit a video
packet(s), that was 1dentified to be lost, to the video receiver
115; send a synchronization frame to the video recerver 115;
and do nothing. These choices are obviated by the situation in
which the video sender 105 may receive the packet retrans-
mission request 135 later than the synchronization frame
request 130, or may not recerve the packet retransmission
request 135 or the synchronization frame request 130 at all
(e.g., due to a lossy network).

FIGS. 2A and 2B illustrate box diagrams of a system
enabling joint retransmission and frame synchronization for
error resilience control. FIGS. 2A and 2B depict embodi-
ments of system 200. The system 200 includes at least a first
device 205 and a second device 2435. It should be appreciated
that the system 200 may include more than just two devices
(not shown). The first device 2035 and second device 245 are
configured for controlling error resilience 1n network com-
munication. FIGS. 2A and 2B depicts first device 205 and
second device 245 participating in a video conference. In
general, video conferencing allows two or more locations to
interact via multi-way video and audio transmissions simul-
taneously.

The discussion below will first describe the components of
first device 205 and second device 245. The discussion will
then describe the functionality of the components of first
device 205 and second device 245 during a video conference
between first device 205 and second device 245. First device
205 and second device 245 are any communication devices
(e.g., laptop, desktop, smartphones, tablets, TV, etc.) capable
of participating 1n a video conference. In various embodi-
ments, first device 205 and second device 245 are a hand-held
mobile device, such as smart phone, personal digital assistant
(PDA), and the like. It should be appreciated that first device
205 and second device 245 may not be the same type of
communication device. For example, first device 205 may be
a hand-held mobile phone while second device 245 may be a
tablet.

Moreover, for clarity and brevity, the discussion will focus
on the components and functionality of first device 205 and
second device 245 that are shown 1n FIGS. 2A and 2B. How-
ever, the device 245 operates 1n a similar fashion as the device
205. In one embodiment, the device 245 and the device 205
are the same and include the same components as each other,
including both the receiver-side controller 210 and the
sender-side controller 250, as will be described below.
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In one embodiment, the first device 205 includes: a
receiver-side controller 210. The recerver-side controller 210
includes: a packet gap determiner 215; a time-out projector
220; a retransmission request issuer 225; and synchronization
frame requester 230. In various embodiments, the recerver-
side controller 210 and/or the first device 205 optionally
includes any of the following components: a synchronization
frame time-out projector 2635; a real-time round trip time
monitor 270; and a recerver-side controller store 296.

In one embodiment, the second device 245 includes a
sender-side controller 250. The sender-side controller 250
includes a request receiver 255; and a selector 260. In various
embodiments, the sender-side controller 250 and/or the sec-
ond device 245 optionally includes: a request monitor 275; a
synchronization frame sender 276; a packet retransmission
sender 277; a request filter 280; and a sender-side controller
store 298.

In an embodiment, the packet gap determiner 215 deter-
mines a packet gap. The packet gap represents a packet loss of
a packet being communicated over a network. In an embodi-
ment, the time-out projector 220 projects a time-out for at
least one missing packet of the packet loss. The retransmis-
sionrequestissuer 225 issues a retransmission request 233 for
the at least one missing packet. If the packet gap 1s not filled
within a time period, the synchronization frame requester
1ssues at least one synchronization frame request 240. The
synchronization frame time-out projector 265 projects the
time-outs for the at least one synchronization frame request
240. The real-time round trip time monitor 270 monitors the
retransmission request 235 and the at least one synchroniza-
tion frame request 240.

The request recerver 255 recerves the request (e.g., the
retransmission request 235 and the at least one synchroniza-
tion frame request 240) from the receiver-side controller 250.
The selector 260 selectively responds to requests as follows:
responds to the retransmaission request 233; responds to the at
least one synchronization frame request 240; and responds to
neither the retransmaission request 235 nor the synchroniza-
tion frame request 240. The request monitor 273 monitors the
retransmission request 235 and the at least one synchroniza-
tion frame request 240. The synchronization frame sender
276 sends the at least one synchronization frame to the
receiver-side controller 210. The packet retransmission
sender 277 retransmits the at least one missing packet to the
receiver-side controller 210.

The request filter 280 filters out duplicate requests.

Of note, both the first device 205 and/or the second device
245 optionally includes any of the following (as will be
described herein): a display; a transmitter; a video camera; a
microphone; a speaker; an instruction store; and a global
positioning system.

Referring now to FIGS. 2A and 2B, first device 205 and
second device 245 are in communication with one another, in
accordance with an embodiment. For example, in various
embodiments, more than two devices (including first device
205 and second device 245) participate 1n a video conference
with each other.

FIGS. 3A-3C depict a tlow diagram 300 of a method for
controlling error resilience 1n network communication, 1n
accordance with an embodiment. In various embodiments,
method 300 1s carried out by processors and electrical com-
ponents under the control of computer readable and computer
executable instructions. The computer readable and computer
executable structions reside, for example, 1n a data storage
medium such as computer usable volatile and non-volatile
memory. However, the computer readable and computer
executable 1nstructions may reside 1n any type of computer
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readable storage medium. In some embodiments, method 300
1s performed by system 200 and/or first device 205 and sec-
ond device 245, and more particularly, by system recerver-
side controller 210 and sender-side controller 250, as
described in FIGS. 2A and 2B. It should be appreciated that
the operations outlined 1n flow diagrams 3A-3C may be per-
formed 1n any order, unless specifically stated otherwise.

With reference now to FIGS. 3A-3C, at operation 303 of
method 300, 1n one embodiment and as described herein, a
packet gap representing a packet loss of a packet being com-
municated over a network 1s determined by a receiver-side
controller. At operation 310, 1n one embodiment and as dis-
cussed herein, a retransmission time-out for at least one miss-
ing packet of the packet loss 1s projected by the recerver-side
controller. At operation 315, a retransmission request for the
at least one missing packet 1s 1ssued by the receiver-side
controller. At operation 320, 1f the packet gap 1s not filled
within a first time period of the retransmission time-out, then
at least one synchronization frame request 1s 1ssued by the
receiver-side controller. At operation 3235, 1n one embodiment
and as described herein, a response to at least one of either of
the retransmission request or the at least one synchromization
frame request and neither of the retransmission request nor
the at least one synchronization frame request 1s selected by a
sender-side controller. In other words, at operation 325,
embodiments provide for a selection of any of the following
responses to be performed: a response to the retransmission
request; a response to the at least one synchronization frame
request; or no response to either the retransmission request
and the at least one synchronization frame request.

At operation 330, 1n one embodiment and as described
herein, a first synchronization frame time-out having a second
time period for a first synchronization frame request of the at
least one synchronization frame request 1s projected by the
receiver-side controller. At operation 335, 11 the second time-
period of the first synchronization frame time-out elapses
betfore the synchronization frame 1s delivered, then a second
synchronization request of the at least one synchronization
request 1s 1ssued by the recerver-side controller. In one
embodiment and as described herein, embodiments continue
to 1ssue, by the receiver-side controller, new synchronization
frame requests and project new synchronization frame time-
outs corresponding with the new synchronization frame
requests when time periods of previously projected synchro-
nization frame time-outs elapse. This continued 1ssuance of
new synchronization frame requests and projections ol new
synchronization frame time-outs continue until the synchro-
nization frame 1s recerved.

At operation 340, 1n one embodiment and as described
herein, embodiments continue to issue new synchromization
frame requests and project, by the receiver-side controller,
new synchronization frame time-outs corresponding with the
new synchronization frame requests when time periods of
previously projected synchronization frame time-outs elapse
until the packet gap 1s filled.

At operation 345, in one embodiment and as described
herein, the retransmission request and the at least one syn-
chronization frame request are monitored by the sender-side
controller. Then, duplicate requests (e.g., retransmission
requests and synchronization frame requests) are filtered out
by the sender-side controller.

At operation 350, 1n one embodiment and as described
herein, time-outs are projected by the receiver-side controller,
based on at least adapting the time-outs to a real-time round
trip time of requests (e.g., retransmission requests and syn-
chronization frame requests) and corresponding responses to
the requests.
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At operation 355, 1n one embodiment and as described
herein, time-outs are projected, by the recetver-side control-
ler, based on a length of the packet gap. At operation 360, 1n
one embodiment and as described herein, the retransmission
request 1s 1ssued by the recerver-side controller, wherein the
retransmission request includes all missing packets of the at
least one missing packet.

Thus, embodiments incorporate both the recerver-side and
the sender-side of communication over a network, while opti-
mizing the end-to-end delay during communication and
maximizing the network bandwidth capability jointly and
instantly.

In various embodiments, method 300 1s carried out by
processors and electrical components under the control of
computer readable and computer executable instructions. The
computer readable and computer executable instructions
reside, for example, 1n a data storage medium such as com-
puter usable volatile and non-volatile memory. However, the
computer readable and computer executable instructions may
reside 1n any type of computer readable storage medium. In
some embodiments, method 300 1s performed by devices 205
and/or device 245, as described in FIGS. 2A and 2B.

FIGS. 4 and 5 depict devices 400 and 500 participating 1n
a video conference. In general, video conferencing allows
two or more locations to interact via multi-way video and
audio transmissions simultaneously.

Of note, 1n one embodiment, the first device 205 and/or the
second device 245 include the components that are described
as belonging to device 400 1n FI1G. 4. The functionality of the
device 400 during a video conierence between devices 400
and 500 1s described below with reference to FIGS. 4 and 5.

Devices 400 and 500 are any communication devices (€.g.,
laptop, desktop, smartphones, tablets, TV, etc.) capable of
participating in a video conierence. In various embodiments,
device 400 1s a hand-held mobile device, such as smart phone,
personal digital assistant (PDA), and the like.

For clarity and brevity, the discussion will focus on the
components and functionality of device 400. However, device
500 operates 1 a similar fashion as device 400. In one
embodiment, device 500 1s the same as device 400 and
includes the same components as device 400.

With reference now to FIGS. 4-6, 1n various embodiments,
device 400 1s variously coupled with any of the following, as
described herein: receiver-side controller 210; and sender-
side controller 250. Device 400 1s coupled with, in various
embodiments, any of the following components: a display
410; a transmitter 640; a video camera 450; a microphone
652; a speaker 654; an instruction store 625; and a global
positioning system 660, as 1s illustrated 1n FIG. 6, which is a
block diagram of various possible, but not limited to, compo-
nents within the device 400, according to an embodiment.

Display 410 1s configured for displaying video captured at
device 400. In another embodiment, display 410 1s further
configured for displaying video captured at device 400.
Transmitter 640 1s for transmitting data (e.g., control code).
The video camera 4350 captures video at device 400. The
microphone 4352 captures audio at device 400. The speaker
454 generates an audible signal at device 400.

The global positioning system 460 determines a location of
a device 400. In one embodiment, the instruction store 625
stores mformation associated with the joint retransmission
and frame synchronization for error resilience control, such
as, but not limited to any predefined thresholds, packet infor-
mation (e.g., packet gap lengths, lost packets, packet identi-
fication numbers), assigned time-out values, real-time round
trip times, and requests (e.g., retransmission requests, syn-
chronized frame requests). In another embodiment, the
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receiver-side controller store 296 and/or the sender-side con-
troller store 298 (1n addition to or alternatively to the instruc-
tion store 625) stores information associated with the joint
retransmission and frame synchronization for error resilience
control, such as, but not limited to, any predefined thresholds,
packet information (e.g., packet gap lengths, lost packets,
packet identification numbers), assigned time-out values,
real-time round trip times, and requests (e.g., retransmission
requests, synchronized frame requests).

Referring now to FIGS. 4 and 5, devices 400 and 500 are
participating in a video conference with one another, 1n accor-
dance with an embodiment. In various embodiments, more
than two devices participate 1n a video conference with each
another.

During the video conference, video camera 550 captures
video at device 500. For example, video camera 550 captures
video of user 503 of device 500.

Video camera 4350 captures video at device 400. For
example, video camera 450 captures video of user 405. It
should be appreciated that video cameras 450 and 5350 can
capture any objects that are within the respective viewing
ranges ol cameras 450 and 550. (See discussion below with
reference to FI1G. 5.)

A microphone (not shown) captures audio signals corre-
sponding to the captured video signal at device 400. Simi-
larly, a microphone (not shown) of device 500 captures audio
signals corresponding to the captured video signal at device
500.

In one embodiment, the video captured at device 500 1s
transmitted to and displayed on display 410 of device 400. For
example, a video of user 505 1s displayed on a first view 412
of display 410. Moreover, the video of user 505 1s displayed
on a second view 514 of display 510.

The video captured at device 400 1s transmitted to and
displayed on display 510 of device 500. For example, a video
of user 405 1s displayed on first view 512 of display 510.
Moreover, the video of user 405 1s displayed on a second view
414 of display 410.

In one embodiment, the audio signals captured at devices
400 and 500 are incorporated into the captured video. In
another embodiment, the audio signals are transmitted sepa-
rate from the transmitted video.

As depicted, first view 412 1s the primary view displayed
on display 410 and second view 414 1s the smaller secondary
view displayed on display 410. In various embodiments, the
s1ze of both the first view 412 and the second view 414 are
adjustable. For example, the second view 414 can be enlarged
to be the primary view and the first view 412 can be dimin-
ished 1n size to be the secondary view (second view 414).
Moreover, either one of views, first view 412 and second view
414 can be closed or fully diminished such that 1t 1s not
viewable.

With reference now to FIG. 5, the user 505 of device 500 1s
capturing the image of a bridge 560 (instead of capturing an
image ol himself/herself 505), which 1s within the viewing
range of video camera 550. The image of the bridge 560 1s
depicted at second view 414 of device 400, and at a first view
512 of device 500.

All statements herein reciting principles, aspects, and
embodiments of the technology as well as specific examples
thereol, are mtended to encompass both structural and func-
tional equivalents thereof. Additionally, it 1s intended that
such equivalents include both currently known equivalents
and equivalents developed 1n the future, 1.e., any elements
developed that perform the same function, regardless of struc-
ture. The scope of the present technology, therefore, 1s not
intended to be limited to the embodiments shown and
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described herein. Rather, the scope and spirit of present tech-
nology 1s embodied by the appended claims.

The mnvention claimed 1s:

1. A non-transitory computer readable storage medium
having stored thereon, computer-executable instructions that,
when executed by a computer, cause said computer to per-
form a method for controlling error resilience in network
communication, wherein said method comprises:

determining, by a receiver-side controller, a packet gap

representing a packet loss of a packet being communi-
cated over a network;

projecting, by said receiver-side controller, a retransmis-

sion time-out for at least one missing packet of said
packet loss;

1ssuing, by said receiver-side controller, a retransmission

request for said at least one missing packet; and

11 said packet gap 1s not filled within a first time period of

said retransmission time-out, then 1ssuing, by said
receiver-side controller, at least one synchromization
frame request.

2. The non-transitory computer readable storage medium
of claim 1, further comprising:

projecting, by said receiver-side controller, a first synchro-

nization frame time-out having a second time-period for
a first synchronization frame request of said at least one
synchronization frame request.

3. The non-transitory computer readable storage medium
of claim 2, turther comprising:

if said second time-period of said first synchronization
frame time-out elapses before said synchronization
frame 1s recetved, then 1ssuing, by said recerver-side

controller, a second synchronization frame request of
said at least one synchromization request; and

projecting, by said receiver-side controller, a second syn-
chronization frame time-out having a third time period
for said second synchromization frame request of said at
least one synchromization frame request.

4. The non-transitory computer readable storage medium
of claim 3, turther comprising:

continuing, by said receiver-side controller, to 1ssue new

synchronization frame requests and projecting new syn-
chronization frame time-outs corresponding with said
new synchronization frame requests when time periods
of previously projected synchronization frame time-outs
clapse until said packet gap 1s filled.

5. The non-transitory computer readable storage medium
of claim 1, further comprising:

monitoring, by said sender-side controller, said retransmis-

sion request and said at least one synchronization frame
request; and

filtering out, by said sender-side controller, duplicate

requests.

6. The non-transitory computer readable storage medium
of claim 1, turther comprising:

projecting, by said receiver-side controller, time-outs

based on at least adapting said time-outs to a real-time
round trip time of requests and corresponding responses
to said requests.

7. The non-transitory computer readable storage medium
of claim 1, further comprising:

projecting, by said receiver-side controller, time-outs

based on a length of said packet gap.

8. The non-transitory computer readable storage medium
of claim 1, wherein said 1ssuing, by the recerver-side control-
ler, a retransmission request for said at least one missing
packet comprises:
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1ssuing, by the receiver-side controller, said retransmission
request, wherein said retransmission request includes all
missing packets of said at least one missing packet.

9. A system for controlling error resilience 1in network

communication, wherein said system comprises:

a lirst device comprising a receiver-side controller, said
receiver-side controller comprising: a packet gap deter-
miner configured for determining a packet gap repre-

senting a packet loss of a packet being communicated
over a network;

a time-out projector configured for projecting a retransmis-
sion time-out for at least one missing packet of said
packet loss;

a retransmission request 1ssuer configured for 1ssuing a
retransmission request for said at least one missing
packet;

a synchronization frame requester configured for, if said
packet gap 1s not filled within a first time period of a
retransmission time-out, then issuing at least one syn-
chronization frame request;

a synchronization frame time-out projector configured for
projecting time-outs for said at least one synchroniza-
tion frame request; and

a second device comprising a sender-side controller
coupled with said receiver-side controller, said sender-
side controller comprising:

a request recerver configured for receiving requests from
said recerver-side controller.
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10. The system of claim 9, wherein said sender-side con-

troller further comprises:

a request momtor configured for monitoring said retrans-
mission request and said at least one synchronization
frame request.

11. The system of claim 10, wherein said sender-side con-

troller further comprises:

a request filter configured for filtering out duplicate
requests.

12. The system of claim 9, wherein said receiver-side con-

troller further comprises:

a real-time round trip time monitor configured for moni-
toring a real-time round trip time of said requests and
corresponding responses to said requests.

13. The system of claim 9, wherein said sender-side con-

troller further comprises:

a synchronization frame sender configured for sending at
least one synchronization frame to said recerver-side
controller.

14. The system of claim 9, wherein said sender-side con-

troller further comprises:

a packet retransmission sender configured for retransmit-
ting said at least one missing packet to said recerver-side
controller.

15. The device of claim 9, wherein said retransmission

request comprises:

all missing packets of said at least one missing packet.
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