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SYSTEM AND METHOD FOR RELAYING
DATA BASED ON A MODIFIED RELIABLE
TRANSPORT PROTOCOL

FIELD OF INVENTION

The present ivention relates generally to network pro-
cesses, and more particularly to network processes for relay

of data.

BACKGROUND

Network communications are based on protocols. Proto-
cols allow different network components such as devices and
servers to communicate 1n a harmonious manner. A suite of
protocols can be used to define different functionality needed
to communicate data from one network component to
another. Some protocols can be tailored to achieve desired
characteristics for data communications. For example, reli-
able protocols can implement reliability mechanisms that
increase the reliability of the data communications. Other
protocols may be best-effort and thus unreliable. When com-

municating through firewalls, not all protocols may be avail-
able.

SUMMARY

According to an aspect, a method for performing on a relay
1s provided. The method can comprise:
receiving data communicated 1n accordance with a reliable
transport protocol; and
processing the data 1n accordance with a modified reliable
transport protocol.

The modified reliable transport protocol can be based on
and can be compatible with the reliable protocol. The reliable
protocol can include reliability mechanisms and modified
reliable transport protocol can include modified reliability
mechanisms. The modified reliability mechanisms can be
based on the reliability mechanisms.

The receiving of data can comprise recerving a first packet
and subsequently a second packet generated based on a
sequence. The processing can comprise processing the sec-
ond packet 1n accordance with the modified reliability mecha-
nisms. The sequence can include intervening packets
between the first packet and the second packet.

The processing of the second packet can include relaying
the second packet prior to receiving the intervening packets.
Processing the second packet can also include sending an
acknowledgement of the second packet and the intervening
packets. Processing the second packet can include passing up
the second packet to the Application Layer prior to recerving,
the intervening packets.

The processing of the data can include acknowledging a
number of packets periodically by sending one or more
acknowledgement messages. The number of packets
acknowledged can include unreceived packets. The number
of packets acknowledged can be determined based on a his-
torical rate of package reception. The number of packets
acknowledged can be determined based on a characteristic of
the data.

The method can further comprise relaying the second
packet using an unreliable transport protocol. The unreliable
transport protocol can be one of User Datagram Protocol
(UDP) or Real-time Transport Protocol (RTP) over UDP. The
relaying can be based on the Traversal Using Relays around
NAT (TURN) protocol. The reliable transport protocol can be
Transport Control Protocol (TCP).
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Recetving data can further comprise recerving the inter-
vening packets and the processing can further comprise relay-
ing the intervening packets after relaying the second packet.

According to another aspect, a server 1s provided. The
Server can Comprise:

a Processor;

a network interface operably connected to the processor;

the processor configured for:

recerving data, through the network interface, the data

communicated 1n accordance with a reliable transport
protocol;

processing the data 1n accordance with a modified reliable

transport protocol, the modified reliable transport pro-
tocol being based on and being compatible with the
reliable protocol.

BRIEF DESCRIPTION OF DRAW

FIG. 1 shows a block diagram of an aspect of a system for
relaying data based on a modified reliable transport protocol;

FIG. 2 shows a block diagram of an aspect of a relay for
relaying data based on a modified reliable transport protocol;

FIG. 3 shows a flow chart indicating a method of relaying,
data based on a modified reliable transport protocol; and

FIG. 4 shows a block diagram of another aspect of a system
for relaying data based on a modified reliable transport pro-
tocol.

DETAILED DESCRIPTION

FIG. 1 depicts a communications system 100. System 100
includes a client 104, which 1n the present example 1s a
network component based on the computing environment and
functionality of a hand-held wireless client. Client 104 1s not
limited to a hand-held wireless client, however. Other devices
are also contemplated, such as cellular telephones, smart
telephones, Personal Digital Assistants (“PDAs”), media
(e.g. MP3) players, laptop computers, tablet computers and
the like. In other examples, client 104 can be a computing
device such as a desktop computer, an embedded computer, a
server or other computing device.

Client 104 1s connected to network 112 through a firewall
108. Network 112 1s a publicly available network such as the
internet or other wide area network (WAN). Other types of
public networks will now occur to a person of skill. The
connection to network 112 allows client 104 to perform
multi-media streaming and other data and voice communica-
tions with other network components including other devices
such as peers 124 via network 112. A peer 124 can be a
handheld client 124-1 or a laptop 124-2, but 1s not limited to
such devices. Other devices are also contemplated, such as
cellular telephones, smart telephones, Personal Digital Assis-
tants (“PDAs”), media (e.g. MP3) players, laptop computers,
tablet computers and the like. In other examples, a peer 124
can be a computing device such as a desktop computer, an
embedded computer, a server or other computing device.

Firewall 108 1s a security component that controls traffic
that 1s reachable to client 104 through various methods, there-
fore assisting in the prevention of unsecure and untrusted
communications from reaching client 104. Firewall 108’s
objective 1s to control the imncoming and outgoing network
traffic by determinming whether data should be allowed
through or not. Accordingly, firewall 108 attempts to reduce
unsecure and untrusted communications and/or peers 124
that can reach client 104. Thus, client 104 1s typically referred
to as being behind firewall 108. Firewall 108 can be imple-
mented in hardware or software.
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Firewalls often have network address translation (NAT)
functionality, and the network components protected behind a
firewall commonly have network addresses that are not vis-
ible to peers 124 trying to access client 104 through network
112. Accordingly, firewalls often have functionality to hide
the true network address of protected network components.
Hiding the addresses of protected network components has
become an increasingly important defense against unsecure
and untrusted access to a network component behind a fire-
wall. Accordingly, when client 104 1s behind the firewall 108,
only firewall 108 and other network elements also behind
firewall 108 can access client 104 directly through its network
address. A device or a network element that 1s outside the
firewall 108’s protection, such as those connected to network
112 would need to send data to firewall 108. Firewall 108,
upon recerving the data intended for client 104, can map the
address the communications i1s received at, to the network
address of the client 104 and send the communications to the
client 104. Various methods can be used to effect the address
mapping such as overloading, overlapping and others that
will now occur to a person of skill in the art.

Another functionality of firewall 108 1s to filter the types of
communications protocols that can be used to access devices
and network elements behind the firewall. A communications
protocol 1s a system of message formats and rules for
exchanging communications between network components
connected to a network such as network 112. For example,
communications protocols define the syntax, semantics, and
synchronization of communications that 1s to take place on
network 112, as well as proper addressing for components
connected to the network. Accordingly, communications pro-
tocols work 1n harmony to enable transport of data between
network components including peers 124 and other comput-
ing devices. In order to communicate through network 112, a
network component uses the communications protocols that
are utilized by other components of the network 112, which in
this example are based on the Internet protocol suite. Other
communications protocols that can be utilized by network
112 will now occur to those of skill in the art. In the present
non-limiting example, 1t will be assumed that firewall 108
only allows communications based on the Transport Control
Protocol (TOP) to enhance the protection of network compo-
nents behind the firewall.

A client 104 behind firewall 108 can exchange data packets
with peers 124, some of which may also be behind firewalls,
as 1s the case with peer 124-1 which is located behind the
firewall 120. To do this, the client 104 can use methods such
as “hole punching” techniques 1n an attempt to discover a
direct communication path with a peer 124. To find a direct
communications path, a path 1s typically identified that goes
from client 104 to a peer 124 through intervening firewalls
and routers, but does not traverse any relays. Direct commu-
nications path discovery techniques can fail for numerous
reasons. For example, 11 both hosts are behind NAT's that are
not well behaved, a direct communications path may not be
found. Alternatively, communications using certain commus-
nications protocols can also be prevented by a firewall.
Accordingly, a peer 124 trying to reach client 104 using one
of the blocked communications protocols will also be unsuc-
cessiul 1n establishing a direct communications path with the
client 104.

When a direct communications path cannot be found, ser-
vices ol an intermediate host that acts as a relay for the
communications, such as relay 116 can be used. A relay
typically sits in a public network such as network 112 and
relays packets between the client 104 and peers 124. A relay
protocol such as Traversal Using Relays around NAT
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(TURN) can be used which can allow a relay 116 to act as a
relay for communications to and from client 104. Accord-
ingly, client 104 can arrange for relay 116 to relay packets to
and from certain peers 124 and can control aspects of how the
relaying 1s done. A relay 116 can be implemented as hardware
and/or software.

Referring to FIG. 2, an example relay 116, based on a
server 1s mdicated at 200. Relay 116 includes at least one
main processor 208 that controls the overall operation of the
relay 116. Main processor 208 1s interconnected with a com-
puter readable storage medium such as a memory 212.
Memory 212 can be any suitable combination of volatile (e.g.
Random Access Memory (“RAM”)) and non-volatile (e.g.
read only memory (“ROM”), Electrically Erasable Program-
mable Read Only Memory (“EEPROM™), flash memory,
magnetic computer storage device, or optical disc memory).
In the present example, memory 212 includes both volatile
memory and non-volatile memory. Other types of non-tran-
sitory computer readable storage medium are also contem-
plated, such as compact discs (CD-ROM, CD-RW), digital
video discs (DVD), secure digital (SD) cards, flash drives,
and variants thereof.

Relay 116 also includes a communications interface 232
interconnected with processor 208. Communications inter-
face 232 allows relay 116 to perform communications via
network 112. Accordingly, 1n this non-limiting example, the
communication interface 232 receives data from and sends
data to network 112. In this example implementation of relay
116, the communication interface 232 1s configured 1n accor-
dance with an Ethernet network, although 1n vanations inter-
face 232 can be configured to communicate with other wired
and wireless networks.

In use, a recerved signal or data such as data messages
corresponding to a text message, an e-mail message, an audio
or video chat or web page download will be processed by the
communication mterface 232 and input to the processor 208.
The main processor 208 will then process the received signal
and relay 1t to other network components as appropriate,
through communications interface 232.

Relay 116 can also include one or more additional ele-
ments (not shown) such as iput devices, output devices and
other devices interconnected with main processor 208.

Relay 116 maintains, in memory 212, a plurality of com-
puter readable instructions executable by processor 208. Such
istructions can include, for example, an operating system
and a variety of other applications or modules. For example,
as 1llustrated 1n FI1G. 2, relay 116 maintains a network module
256, and a relay module 252 (such as a server application
based on the TURN protocol).

When processor 208 executes the instructions of network
module 252, or a relay module 256, processor 208 1s config-
ured to perform various functions implemented by the com-
puter readable instructions of the respective applications or
modules. It 1s contemplated that memory 112 can store a
variety of additional applications or modules, such as a server
management application and others (not shown).

In general, processor 208 1s configured, via the execution
of network module 252, to enable relay 116 to perform com-
munications through network 112 using the communications
protocols utilized by network 112, such as TCP/IP.

Communications protocols are typically architected 1n a
layered fashion. For example, the Internet protocol suite 1s a
set of commumnications protocols used for the Internet and
similar networks, and generally a popular protocol stack for
wide area networks. It 1s commonly known as TCP/IP (Trans-
mission Control Protocol/Internet protocol), because of the
prominence of the protocols TCP and IP which 1t includes.




US 9,282,172 B2

S

Internet protocol suite typically comprises the four layers
indicated in Table 1. At this point 1t will occur to a person of
skill that other protocol suites exist with different layering
architectures, and these other protocols can be implemented
by network module 256 1n place of or in addition to the four

layer Internet protocol suite based on the requirements of
communications with network 112.

TABL

(L]

1

Layers of the communications protocol TCP/IP

Application Layer
Transport Layer
Internet Layer
Link Layer

Referring to Table 1, the Link Layer defines protocols that
describe the network topology and interfaces needed for a
network component to access a physical network such as an
Ethernet network. Accordingly, when data arrives intended
for a specific network component such as relay 116, 1t is
received from the Ethernet by the Link Layer and passed up to
the Internet Layer. Conversely, data to be sent by relay 116 to
other network components 1s recerved by the Link Layer from
the Internet Layer and transmitted through the Ethernet using,
the communications interface 232.

The Internet Layer 1s responsible for enabling the sending,
and receiving of data from a network component. A com-
monly used protocol for the internet layer 1s the Internet
Protocol (IP). In order to facilitate a network component
sending or receiving data using a network 112, IP implements
an addressing function. IP addressing entails the assignment
of IP addresses and associated parameters to network com-
ponents’ network interfaces such as interface 232. Accord-
ingly, data to be transmitted by the network component is
received from the Transport Layer, appropriately addressed
by adding the IP address of the intended destination compo-
nent and passed down to the Link Layer to be placed on the
physical network. Conversely, data recetved by a network
component through the Link Layer 1s processed to remove the
IP addressing related parameters and passed up to the Trans-
port Layer.

The Transport Layer establishes component-to-component
connectivity, meaning it handles the details of data transmis-
sions that are independent of the application data and the
logistics of exchanging information for any particular spe-
cific purpose. Its responsibility includes end-to-end data
transier independent of the underlying network, along with
error control, segmentation, tlow control, congestion control,
application addressing through port numbers and others that
will now occur to a person of skill in the art.

The Transport Layer establishes a basic data communica-
tion channel that an application uses 1n 1ts task-specific data
exchange. End-to-end message transmission carried out by
the Transport Layer can be categorized as either reliable, for
example as implemented by Transmission Control Protocol
(TCP), or best-eflort, and thus unreliable for example as
implemented by User Datagram Protocol (UDP) or Real-time
Transport Protocol (RTP) which 1s typically built on UDP
transport (RTP over UDP). It will now occur to a person of
skill 1n the art that other transport protocols exist that are
either reliable or unreliable, and such protocols are contem-
plated.

The Transport Layer establishes the concept of a port, a
numbered construct allocated specifically to each of the com-
munication channels an application needs. For many types of
services, these port numbers have been standardized so that a
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network component, such as a client 104, can address specific
services ol another network component, such as a web server.
The combination of the IP address and the port allows precise
targeting of data to a specific application executing on a
specific network component. This combination 1s referred to
as a transport address.

TCP 1s a reliable connection-oriented transport protocol
that addresses numerous reliability 1ssues and aims to provide
reliable data communications between network components.
For example, TCP typically includes reliability mechanisms:

sequence mechanisms for i-order and in-sequence pro-

cessing of data packets;

acknowledgement and retransmission mechanisms to

reduce lost/discarded packets;

flow control mechanisms to control data transmaission rates

at ranges that can be processed by the receving network
component; and

traific congestion control mechanisms for achieving com-

munications without congestion collapse where net-
work performance can slow down by several orders of
magnitude.

It will now occur to a person of skill that other reliability
mechanisms can be included in a protocol and that such
mechanisms are contemplated.

Sequence mechanism 1s provided to allow a recerving net-
work component, namely the receiver, to reliably process
received data. Accordingly, at a network component sending
data, namely the sender, TCP accepts the data to be sent from
the Application Layer, segments 1t into packets, and adds a
TCP header creating a TCP segment. The data packets thus
created are then passed down to the Internet Layer to be
processed by IP by being encapsulated with addressing and
related information. Each data packet 1s numbered based on a
sequence mechanism such that the data packets generated are
numbered based on the ordered sequence with sequence num-
bers such as 1, 2, 3, 4, 5 1n a non-limiting simplified example.
The packets are meant to be recerved and combined 1n accor-
dance with this order and 1n this sequence based on the
sequence mechanism. Accordingly, at the receiver, the data
packets are received and combined in the same order and
sequence.

As a data packet arrives at a recetver, 1t 1s passed up from
the Internet Layer to the Transport Layer and processed by the
TCP. TCP then combines the packets, as appropriate, and
passes the combined packets as data to the application layer.
However, only those data packets that are in compliance with
the sequence mechanism are passed up. For example, 11 pack-
cts with sequence numbers 1, 2 and 5 are received, packets
with sequence numbers 1 and 2 are combined and passed up
since they are in order and sequence, but the packet with the
sequence number 5 1s held back since that packet is not 1n
sequence relative to the previous highest ordered packet
received, namely the packet with the sequence number 2.

Accordingly, the packet with the sequence number 5 will
be sent up to the Application Layer after packets with
sequence numbers 3 and 4 are recerved and processed.

Since packet transfer through a network 1s not reliable,
packets can get lost and not arrive at a receiver. Positive
acknowledgment and retransmission mechanisms are used to
address reliability of packet transiers. Accordingly, the net-
work component sending the data, the sender, keeps a record
of each packet it sends. The network component recerving the
data, the recerver, responds with an acknowledgment mes-
sage as 1t receives each packet. The sender also keeps a timer
for a packet, and starts the timer at the time the packet 1s sent.
The sender retransmits a packet 1if, based on the timer, a
predetermined time lapses belore the reception of the
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acknowledgement message for that packet. The timer 1is
needed 1n case a packet gets lost or corrupted and thus never
reaches the recerver. Continuing with the simplified example,
when packets with the sequence numbers 1, 2 and 5 are
received at the recerver, an acknowledgement 1s sent for them.
If an acknowledgement i1s not received for packets with
sequence numbers 3 and 4 based on a predetermined time,
packets with sequence numbers 3 and 4 will be resent based
on the assumption that they are lost (1.e. were never recerved
by the receiver since they were not acknowledged).

Flow control mechanisms are used to address the reliability
1ssue that 1f the rate of transmission from a sender 1s too high,
the recerver may not be able to process 1t. According to this
mechanism, the recerver continually provides to the sender
information on how much data can be received, as controlled,
for example, by a sliding window. As an example, when the
receiver’s data reception buifer fills, the next acknowledg-
ment sent by the recetver can contain an indication of window
or packet size such as the value 0, to indicate that data transfer
should be stopped to allow the data in the receiver’s butter to
be processed. Once sullicient space opens up 1n the butier, the
acknowledgment sent for the last processed packet can
include a value larger than O for the window or packet size to
start the transier.

Congestion control mechanisms involve methods such as
slow start to control the rate of data entering the network.
Acknowledgements for data sent, or lack of acknowledge-
ments, are used by the sender to infer network congestion
conditions between 1t and the receiver, and methods like slow
start are used to adjust the commumnications rate to match the
congestion level. For example, according to the slow-start
mechanism, 1nitial transmission from the sender starts with a
small window or packet size. The window or packet size 1s
increased as the sent packets are acknowledged by the
receiver. The growth 1s stopped when packets get lost as
indicated by lack of acknowledgement.

Transport Layer protocols that include reliability mecha-
nisms, namely reliable transport protocols, are useful for
transporting data where reliability 1s important and data loss
1s highly undesirable. For example, for text based messaging
applications such as SMS, IM, email and others, reliability 1s
paramount since receving the message 1n 1ts entirety 1s cru-
cial. Same considerations apply for applications involving
document or file transier. On the other hand, reliable transport
protocols are less usetul for applications where data loss 1s not
as important, such as audio or video streaming or messaging,
online gaming and other multi-media applications. In fact, the
use of such protocols for these types of applications can be
disadvantageous by introducing additional latency and other
transmission issues that are disadvantageous for these types
of applications. For these applications, best-effort protocols
can be more appropriate.

As an example, User Datagram Protocol 1s a connection-
less datagram protocol. Like IP, 1t 1s a best-effort, “unreliable™
protocol. UDP 1s typically used for applications such as
streaming media (audio, video, voice over IP and others that
will now occur to a person of skill) where on-time arrival 1s
more important than reliability, or for simple query/response
applications like DNS lookups, where the overhead of setting
up a reliable connection 1s disproportionately large. Reliabil-
ity can be partially addressed through error detection mecha-
nisms such as a checksum method, but such a mechanism
does not provide the level of reliability that the reliability
mechanisms of a reliable transport protocol provides. RTP
over UDP 1s also a transport protocol that 1s designed for
real-time data such as streaming audio and video.
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The Application Layer contains the higher-level protocols
used by most applications executing on a network component
for network communication. Examples of Application Layer
protocols include the File Transter Protocol (FTP), Real Time
Messaging protocol (RTMP), and the Simple Mail Transfer
Protocol (SMTP). Data coded according to Application Layer
protocols are encapsulated into one or (occasionally) more
transport layer protocols (such as TCP or UDP), which in turn
use lower layer protocols to effect actual data transfer. For
example, the Real Time Streaming Protocol (RTSP) 1s an
application-level streaming protocol that can use multiple
protocols 1n the Transport Layer to transmit 1ts packets,
including UDP and Transmission Control Protocol (TCP).
Sometimes application-level protocols are written specifi-
cally for a particular transport protocol, like RTP over UDP.

Application Layer protocols generally treat the Transport
Layer (and lower) protocols as black boxes which provide a
stable network connection across which to communicate,
although the applications are usually aware of certain aspects
of the lower layer protocols such as transport addresses.

Turming back to FIG. 2, memory 212 also includes relay
module 256. In general, processor 208 1s configured, via the
execution of relay module 256, to allow relay 116 to relay
data between client 104 and a peer 124. In a non-limiting
example, relay module 256 implements a relay based on the
TURN protocol, namely a TURN server. In this example,
relay module 256 calls upon network module 252 to perform
network communications such as sending and receiving data.

In order to use the relay services offered by relay 116, client
104 sends and receives communications between its transport
address and client transport address on the relay 116. The
client 104 can learn the client transport address through a
variety ol means (for example through a configuration of the
client 104), and this address 1s typically used by many clients
simultaneously.

Since client 104 1s behind firewall 108, relay 116 sees
packets from the client 104 as coming from a transport
address on the firewall 108. This address 1s known as the
client 104°s server-retlexive transport address; packets sent
by relay 116 to the client 104’°s server-reflexive transport
address 1s forwarded by the firewall 108 to the client 104°s
transport address.

Client 104 can establish one or more relayed transport
addresses at relay 116. The client 104 does this by obtaining
one or more IP addresses and ports on relay 116 which are
then reserved for client 104. Relayed transport addresses
established by client 104 are the transport addresses on the
relay 116 that peers 124 can use to have data relayed to the
client 104. When a peer 124 sends a packet to a relayed
transport address for client 104, relay 116 relays the packet to
client 104. When client 104 sends a data packet to relay 116,
relay 116 relays it to the appropriate peer 124 using one of
client 104°s relayed transport addresses as the source.

Establishment and manipulation of relayed transport
addresses can be accomplished by creating and maintaining
allocations or profiles for the client 104, such as a data struc-
ture, on relay 116. An allocation contains, amongst other
things, one or more relayed transport addresses reserved for
the client 104.

Once an allocation 1s created, the client 104 can send data
from an application running on the client 104, such as a
multimedia chat application, to the relay 116 along with an
indication of which peer 124 the data 1s to be sent to. Relay
116 subsequently relays this data to the indicated peer 124. In
this example implementation, the client 104, being behind
firewall 108 that only allows the reliable protocol TCP, sends
and receives application data to the relay 116 using TCP
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packets. It will now occur to a person of skill that 1n commu-
nicating with relay 116, other reliable protocols, such as
secure protocols such as TLS over TCP can be also used.
Given that the example application used 1s a multi-media
application, at the relay 116, the data 1s processed and sent to
a peer 124 based on an unreliable, best-effort UDP datagram.
It will now occur to a person of skill that 1n communicating
with relay 116, other unreliable or best effort protocols, such
as RTP over UDP, can be also used. In the reverse direction, a
peer 124 sends application data in UDP datagrams to the
relayed transport address for the client 104. Relay 116 then
processes the data and sends it to the client along with an
indication of which peer 124 sent the data using TCP packets.

Based on the example configuration of system 100 as indi-
cated 1n FIG. 1, client 104 communicates with relay 116 using
the TCP protocol. Relay 116 communicates with peers 124
using the UDP protocol (it 1s assumed that peer 124 can
receive UDP traflic through firewall 120). Accordingly, relay
116, 1n effect, performs protocol translation as well as relay
functions. In some implementations, relay 116 can utilize a
modified reliable transport protocol to improve communica-
tion characteristics with client 104 with regards to real-time
multimedia applications and other applications with similar
communications characteristics. The modified transport pro-
tocol can take the form of the modified TCP described below.
It will now occur to a person of skill in the art that 1n vanations
of other reliable protocols, unreliable protocols and modified
reliable protocols can be used.

As discussed above, a reliable protocol such as TCP 1s
disadvantageous for certain applications that may be execut-
ing on client 104, such as voice messaging or video messag-
ing applications. In these cases, the use of TCP can lead to
added latency and other issues that arise from reliability
mechanisms used to make TCP a reliable transport. However,
UDP or RTP over UDP cannot be used since firewall 108
blocks those transports. Accordingly a modified reliable
transport protocol such as a modified TCP can be employed
on server 116 for communications with client 104.

The modifications to a reliable protocol allow 1t to be
compatible with 1ts unmodified version, such as TCP, while
alleviating some of the disadvantages associated with the use
of real-time multi-media applications such as a streaming
video application or a video-chat application by modifying
some ol the reliability mechanisms. The compatibility
cnables relay 116 to communicate using the modified trans-
port protocol with the client 104 that 1s using an unmodified
transport protocol. Because the modified reliable protocol 1s
compatible with the reliable protocol from which 1t was
derived, relay 116 can communicate with any network com-
ponent behind the firewall 108 using the modifications since
no modifications are needed to be performed on network
components besides relay 116.

The modifications can be achieved by making alterations to
network module 252 such that the implementation of the
transport layer 1s altered to give effect to the modifications to
the reliability mechanisms for example. In one implementa-
tion, all data destined to client 104 would be relayed using the
modified protocol. In other implementations, both the modi-
fied and the unmodified versions of the reliable protocol can
be maintained on the relay 116, by for example maintaining
two versions of network module 252, or by modulanzing
network module 252 such that 1t can access different versions
of the transport protocol as needed. The relay can utilize the
modified protocol for certain types of data communications
such as commumnications involving multi-media chats or
streaming and others where latency atlects communications
quality. For other types of applications, such as email, the
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unmodified reliable protocol can be used. The type of proto-
col to be used can be determined by deep packet analysis,
through communications from client 104, port numbers used
for communication or other methods that will now occur to a
person of skill in the art. In other variations, the modified
reliable protocol can be used when the communications with
a peer 1s based on an unreliable protocol such as UDP or RTP
over UDP. Other methods of determining when to use a modi-
fied protocol will now occur to a person of skill in the art.

Modifications typically involve modifications to the reli-
ability mechanisms such as the sequencing mechanisms,
acknowledgement and retransmission mechanisms and oth-
ers. In one implementation, a received packet that 1s not 1n
sequence can be passed up to the Application Layer to be
processed and relayed by the relay application 256 1n contra-
diction with the sequencing mechanisms of TCP. Accord-
ingly, 1f a frame or a portion of a frame of a video being
streamed 1s delayed, the rest of the transmission 1s not delayed
in order to recerve the delayed frame or portion. In variations,
when the packets prior 1n sequence to the out of sequence
packet are received (after the out of sequence packet i1s
already passed up to the Application Layer) they are also
passed up to the Application Layer.

Retransmission and acknowledgement mechanisms can
also be modified. Accordingly, relay 116 can send an
acknowledgement message not just for an out of sequence
packet, but for all the unreceived intervening packets between
it and the previously recerved message that was acknowl-
edged, as determined based on the sequence. Accordingly,
based on the simplified example above, when relay 116
receives packets with sequence numbers 1, 2 and 5 in that
order, relay 116 would send an acknowledgement for not just
those packets but also for the interveming packets with
sequence numbers 3 and 4, even though packets with
sequence numbers 3 and 4 were never received, preventing,
their retransmission in contradiction with the retransmission
and acknowledgement reliability mechanisms. In variations,
if packets 3 and 4 are received after they are acknowledged.,
they are still processed and passed up to the Application
Layer.

Additionally, relay 116, using the modified protocol can
generate periodic acknowledgements to prevent retransmis-
sion of stale data, once again in contradiction with the
acknowledgement and retransmission reliability mecha-
nisms. For example, at each interval of a predetermined
period, relay 116 can send an acknowledgement message to
the client 104 despite having not received a packet at that
time. Which packet or packets to acknowledge at each time
period can be based on various methods. For example, relay
116 can track the average number of packets received at each
time period and acknowledge all of those packets that ought
to have been received based on the average number, acknowl-
edging even those packets that were not received. For
example, 1T relay 116 determines that 50 packets are recerved
every 10 milliseconds on average, then every 10 milliseconds,
relay 116 would count up 50 packets from the packet with the
highest sequence number that was last acknowledged based
on the periodic acknowledgement, and acknowledge all pack-
cts that fall in that sequence range that were not already
acknowledged, whether they were received or not. Accord-
ingly, if the highest numbered packet to have been acknowl-
edged during the last periodic acknowledgement at 2 seconds
had sequence number 1000, at 2.01 seconds, packets with
sequence numbers 1001 through 1050 would be acknowl-
edged. In one implementation, 1f some of those packets were
already recerved and acknowledged, only the ones that were
not recerved and acknowledged, are acknowledged. In other
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implementations, the determination of the packets to
acknowledge at periodic intervals can be based on the type of
data being relayed. For example, if the data being relayed 1s a
video stream, the periodic acknowledgements can be timed
with each frame of the video such that any data packets
belonging to a video frame 1s acknowledged at the end of the
time period when the video frame ought to have been
received, thus preventing retransmission of stale data such as
data for frames that have already been processed. The type of
data being relayed can be determined from deep packet
ispection, can be communicated by the client 104 or a peer
124, or through other mechanisms that will now occur to a
person of skill in the art.

In other implementations, packets being sent from client
104 to relay 116 can also be based on the modified transport
protocol. For example, in one implementation, modified
transport protocol can bypass the use of slow-start and trans-
mit at high data rates immediately. The transmission rate
chosen can be based on the requirements of the communica-
tions. For example, for a video chat application, the rate
chosen can be that which allows video and audio to be trans-
mitted at or near the bandwidths required for the application,
the audio quality chosen, video resolution and frame rate. The
initial rate can also be adjusted on the basis of network char-
acteristics such as bandwidth available, type of connection
for client 104 or relay 116 (wireless, wired, cellular), require-
ments of the firewall 108 and others that will now occur to a
person of skill in the art.

Referring now to FIG. 3, a method relaying data based on
a modified reliable transport protocol 1s indicated at 300. In
order to assist in the explanation of the method, 1t will be
assumed that method 300 1s operated using system 100 as
shown in FIG. 1. Additionally, the following discussion of
method 300 leads to further understanding of system 100.
However, 1t 15 to be understood that system 100, and method
300 can be varied, and need not work exactly as discussed
herein 1n conjunction with each other, and that such variations
are within scope.

At 305 a first packet 1s received at relay 116. The packet 1s
received from the physical network by the Link Layer, and
passed up, through IP layer to the modified TCP protocol. It
will be assumed for this example that the sequence number of
the packet 1s 1000 and that 1t was sent from client 104.

Continuing with method 300 at 310 an acknowledgement
message 1s sent 1n accordance with the TCP protocol and the
acknowledgement and retransmission mechanisms. The
acknowledgement message 1s sent to client 104 by relay 116
to acknowledge the reception of the packet with the sequence
number 1000. At this point, it 1s assumed that the packet 1s
also sent up to the Application Layer for relaying to a peer
using UDP, although in varniations, the packet can be held for
a period to be combined with other recerved packets that are
adjacent 1n the sequence before providing it to the Application
Layer.

At 315 a second packet 1s received at relay 116. The packet
1s rece1ved from the physical network by the Link Layer, and
passed up, through IP layer to the modified TCP protocol. It
will be assumed for this example that the sequence number of
the packet 1s 1050 and that 1t was sent from client 104.

Continuing with method 300 at 320 an acknowledgement
message 1s sent in accordance with the TCP protocol. The
acknowledgement message 1s sent to client 104 by relay 116
to acknowledge the reception of packet with the sequence
number 10350. Additionally, acknowledgement 1s sent for
packets with sequence numbers between 1001 through 1049.
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At this point, the packet with the sequence number 1050 1s
also sent up to the Application Layer for relaying to a peer
using UDP.

At 325 a periodic acknowledgement 1s sent. It 1s assumed
that a specified period 1s expired, which for this example will
be assumed to be 100 milliseconds. Accordingly, relay 116
sends a periodic acknowledgement every 100 milliseconds
based on a historical rate of packets recerved, which i this
case will be assumed to be 100 packets for every 100 mulli-
seconds. It 1s assumed that the last packet to have been
acknowledged at the last periodic acknowledgement point
100 malliseconds prior to the current periodic acknowledge-
ment point was the packet with the sequence number 975.
Accordingly, packets with sequence numbers 976 through
1075 are acknowledged at this periodic acknowledgement
point. However, since 1n this example, packets with sequence
numbers up to 1050 have already been acknowledged, only
packets with the sequence numbers 1051 through 1075 are
acknowledged.

In vaniations, the number of packets acknowledged can
vary at each periodic acknowledgement point based on vary-
ing historical rate. Alternatively, the number of packets
acknowledged can be a constant. In other variations, the num-
ber of packets acknowledged can be set based on overall
communications capacity or other network characteristic.

In a variation, as shown in FI1G. 4, a peer 124 that 1s behind
a firewall can itself be communicating through arelay as well.
FIG. 4 depicts a communications system 100'. Components
of system 100" are similar to the similarly numbered compo-
nents of system 100. System 100" includes a client 104', which
in the present example, similar to client 104 of system 100, 1s
a network component based on the computing environment
and functionality of a hand-held wireless client. Client 104' 1s
not limited to a hand-held wireless client, however. Other
devices are also contemplated, such as cellular telephones,
smart telephones, Personal Digital Assistants (“PDAs”),
media (e.g. MP3) players, laptop computers, tablet computers
and the like. In other examples, client 104' can be a computing
device such as a desktop computer, an embedded computer, a
server or other computing device.

Client 104" 1s connected to network 112' through a firewall
108'. Network 112' 1s a publicly available network such as the
internet or other wide area network (WAN). Other network
types will now occur to a person of skill. Accordingly, the
connection allows client 104" to perform multi-media and
other data and voice communications with other network
components including other devices such as a peer 124-1' via
network 112'. Peer 124-1', similar to peer 124-1 of system
100, 1s a handheld client, but 1s not limited to such devices.
Other devices are also contemplated, such as cellular tele-
phones, smart telephones, Personal Digital Assistants
(“PDAs”), media (e.g. MP3) players, laptop computers, tablet
computers and the like. In other examples, a peer can be a
computing device such as a desktop computer, an embedded
computer, a server or other computing device. Peer 124-1'" 1s
located behind firewall 120", similarly to system 100.

Firewall 108' and 120", similar to firewall 108 and 120 of
system 100, are security components that control traffic that1s
reachable to client 104 through various mechanisms, there-
fore assisting in the prevention of unsecure and untrusted
communications from reaching client 104' and peer 124-1'
respectively. Firewall 108' and 120" also have (NAT) func-
tionality. Another functionality of a firewall 108" and 120" 1s to
filter the types of communications protocols that can be used
to access devices and network elements behind the firewall. In
the present non-limiting example, 1t will be assumed that
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firewall 108' and 120' only allow communications based on
the Transport Control Protocol (TCP).

When a direct communication path cannot be found
between client 104" and peer 124-1', services of an interme-
diate host that acts as a relay for the communications, such as
relay 116' and 130 can be used. A relay typically sits in a
public network such as network 112' and relays packets
between a client and a peer. A relay protocol such as TURN
can be used which can allow a relay 116' to act as a relay for
communications to and from client 104'. Accordingly, client
104' can arrange for relay 116' to relay packets to and from
peer 124-1' and can control aspects of how the relaying 1s
done. A relay 116' can be implemented as hardware and/or
software. A relay protocol such as TURN can also be used to
allow relay 130 to act as a relay for communications to and

from peer 124-1'. Accordingly, peer 124-1' can arrange for
relay 130 to relay packets to and from client 104" and can
control aspects oThow therelaying 1s done. A relay 130 can be
implemented as hardware and/or software.

Based on the configuration of system 100", in one imple-
mentation, client 104' communicates with relay 116' using the
TCP protocol. Relay 116' communicates with Relay 130
using the UDP protocol. Peer 124-1' communicates with
relay 130 using, once again, the TCP protocol. Accordingly,
the relays 130 and 116' perform protocol translation as well as
relay functions. In some implementations, relay 116' and
relay 130 can utilize a modified transport protocol to improve
communication characteristics with client 104' and peer 124-
1' respectively. The modified transport protocol can take the
form of the modified TCP described above. Accordingly,
method 300 can be operated using system 100" as shown in
FIG. 4. However, 1t 1s to be understood that system 100, and
method 300 can be varied, and need not work exactly as
discussed herein 1n conjunction with each other, and that such
variations are within scope. In particular method 300 can
illustrate the functionality of both relay 116' or 130, but in the
case of relay 130, the communications using the modified
protocol referred to in method 300 are with peer 124-1' rather
than client 104'. It will now occur to a person of skill in the art
that modified transport protocols can apply to communica-
tions between a relay and a network component where the
communications use a reliable transport protocol.

The above-described implementations are intended to be
examples and alterations and modifications may be efiected
thereto, by those of skill 1n the art, without departing from the
scope which 1s defined solely by the claims appended hereto.

We claim:
1. A method comprising:
at a relay comprising a processor operably interconnected
with a network interface, receiving, at the processor
using the network interface, data communicated in
accordance with a reliable transport protocol; and
processing, at the processor, said data 1n accordance with a
modified reliable transport protocol, said modified reli-
able transport protocol being based on and being com-
patible with said reliable protocol, said processing
occurring by:
tracking an average number of packets of the data
recerved at each of predetermined time periods,
wherein the average number comprises a number of
the packets received within each of the predetermined
time periods, on average; and,
for each of the predetermined time periods:
counting the number of packets recerved up to the
average number, the counting starting from a
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packet with a highest sequence number that was
last acknowledged 1n a previous predetermined
time period; and

sending, using the network interface, an acknowledg-
ment message for all packets that fall in that
sequence range that were not already acknowl-
edged, and that ought to have been within a prede-
termined time period based on the average such that
even those packets that were not recerved with the
predetermined time period are acknowledged.

2. The method of claim 1 wherein the reliable protocol
includes reliability mechanisms and modified reliable trans-
port protocol includes modified reliability mechanisms, said
modified reliability mechanisms being based on said reliabil-
ity mechanisms.

3. The method of claim 1 wherein said receiving data
comprises receiving a first packet and subsequently a second
packet, said first packet and second packet generated based on
a sequence, and wherein said processing comprises process-
ing said second packet in accordance with said modified
reliability mechanisms.

4. The method of claim 3 wherein said sequence includes
intervening packets between said first packet and said second
packet.

5. The method of claim 4 wherein said processing of said
second packet includes relaying said second packet prior to
receiving said intervening packets.

6. The method of claim 5 wherein said processing said
second packet includes sending an acknowledgement of said
second packet and said intervening packets prior to receiving
said intervening packets.

7. The method of claim 5 wherein processing said second
packet mcludes passing up said second packet to the Appli-
cation Layer prior to recerving said intervening packets.

8. The method of claim 1 wherein said number of packets
acknowledged 1s further based on a characteristic of said data.

9. The method of claim 3 wherein said method further
COmprises:

relaying said second packet using an unreliable transport

protocol.

10. The method of claim 9 wherein said reliable transport
protocol 1s Transport Control Protocol (TCP).

11. The method of claim 10 wherein said relaying 1s based
on the Traversal Using Relays around NAT (TURN) protocol.

12. The method of claim 11 wherein said unreliable trans-
port protocol 1s one of User Datagram Protocol (UDP) or
Real-time Transport Protocol (RTP) over UDP.

13. The method of claim 5 wherein said receiving data
turther comprises receiving said intervening packets and said
processing further comprises relaying said intervening pack-
cts after relaying said second packet.

14. A server comprising:

a Processor;

a network interface operably connected to said processor;

said processor configured for:

recerving data, through said network interface, said data

communicated in accordance with a reliable transport
protocol;

processing said data in accordance with a modified reliable

transport protocol, said modified reliable transport pro-

tocol being based on and being compatible with said

reliable protocol, said processing occurring by:

tracking an average number of packets of the data
received at each of predetermined time periods,
wherein the average number comprises a number of
the packets received within each of the predetermined
time periods, on average; and,
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for each of the predetermined time periods:

counting the number of packets recerved up to the
average number, the counting starting from a
packet with a highest sequence number that was
last acknowledged in a previous predetermined
time period; and

sending, using the network interface, an acknowledg-
ment message for all packets that fall m that
sequence range that were not already acknowl-
edged, and that ought to have been received within
a predetermined time period based on the average
number, such that even those packets that were not
received with the predetermined time period are
acknowledged.

15. The server of claim 14 wherein the reliable protocol
includes reliability mechanisms and modified reliable trans-
port protocol includes modified reliability mechanisms, said
modified reliability mechamisms being based on said reliabil-
ity mechanisms.

16. The server of claam 15 wherein said receiving data
comprises recerving, through said network interface, a first
packet and subsequently a second packet generated based on
a sequence, and wherein said processing cComprises process-
ing said second packet in accordance with said modified
reliability mechamisms.

17. The server of claim 16 wherein said sequence includes
intervening packets between said first packet and said second
packet, and wherein said processing of said second packet

includes relaying, through said network interface, said sec-
ond packet prior to recerving said intervening packets.
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18. A non-transitory computer-readable medium storing a
computer program, wherein execution of the computer pro-
gram 1s for:

at a relay comprising a processor operably interconnected

with a network interface, receiving, at the processor
using the network interface, data communicated 1n
accordance with a reliable transport protocol; and

processing, at the processor, said data in accordance with a

modified reliable transport protocol, said modified reli-
able transport protocol being based on and being com-
patible with said reliable protocol, said processing
occurring by:
tracking an average number of packets of the data
received at each of predetermined time periods,
wherein the average number comprises a number of
the packets received within each of the predetermined
time periods, on average; and,
for each of the predetermined time periods:
counting the number of packets recerved up to the
average number, the counting starting from a
packet with a highest sequence number that was
last acknowledged in a previous predetermined
time period; and
sending, using the network interface, an acknowledg-
ment message for all packets that fall in that
sequence range that were not already acknowl-
edged, and that ought to have been received within
a predetermined time period based on the average
number, such that even those packets that were not
received with the predetermined time period are
acknowledged.
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