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IDENTITY-BASED INTERACTIVE RESPONSE
MESSAGE

BACKGROUND

The Internet has spawned many communication mediums
that continue to become increasingly popular and wide
spread. The ever-growing popularity of mobile devices such
as internet-capable smartphones has contributed to this con-
tinued popularity. These communication mediums include
but are not limited to electronic mail (email), Voice-over-
Internet protocol (VolIP), mstant messaging (IM) and text
messaging over a network of two or more computers or net-
work connectable, processor-based devices.

VoIP, aka broadband telephony, refers to a protocol of
routing voice conversations via the Internet or any other IP-
based network. While VoIP 1s technologically advanced in
view ol conventional telephony systems, 1t retains some of
pitialls of the traditional systems. For example, spam or unso-
licited communications continue to plague these systems. As
well, although technologically advanced, VoIP systems, and
particularly VoIP automated answering machines, lack per-
sonalization and programmability.

Companies that provide VoIP service are commonly
referred to as providers, and protocols which are used to carry
voice signals over the IP network are commonly referred to as
“Voice over 1P’ or *VoIP’ protocols. Some cost savings of the
VoIP protocol can be attributed to a single network to carry
voice and data, especially where users have existing underuti-
lized network capacity that can carry VolIP at no additional
cost. Popularity of the use of VoIP communication mecha-
nisms 1s on the rise as VoIP phone calls are often free to both
parties, while VoIP to conventional public switched telephone
networks (PSTN), may have a cost which 1s often charged to
the VoIP user in these scenarios.

VoIP can facilitate tasks that may be more difficult to
achieve using traditional networks. For example, an ability to
transmit more than one telephone call via a single broadband-
connected telephone line i1s achievable with today’s VolP
protocol. One benefit of this feature 1s that it easily enables
addition of an extra telephone line to a home or office. More-
over, incoming phone calls can be automatically routed to a
VoIP phone, regardless of the location of the network con-
nection. Thus, a user can employ a VolP phone to make and
receive calls anywhere the Internet 1s available.

Consistent with traditional PSTN systems, VoIP features
most often include features such as 3-way calling, call for-
warding, auto-redial, caller ID as well as voice-mail. How-
ever, unlike traditional PSTN systems, these features are most
often included free of charge with the base connection. Addi-
tionally, VoIP phones can integrate with other services avail-
able over the Internet, such as video conferencing, message
and data file exchange 1n parallel with the conversation, audio
conferencing, PIM (personal iformation manager) data
management, €tc.

Although VoIP systems are technologically advanced as
related to conventional telephony systems, to date, features
have been generally limited to the features of traditional sys-
tems. For example, VoIP voice-mail, 1n 1ts simplest form
mimics the functions of a traditional answering machine.

More particularly, 1t effectively uses a computerized system
to generate a user (or system) programmed greeting in
response to amissed or unanswered call. While greetings may
be customized to convey information desired by a user,
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2

today’s VoIP systems do not leverage the power of the com-
puter in offering voice-mail features.

SUMMARY

The following presents a stmplified summary of the 1nno-
vation 1 order to provide a basic understanding of some
aspects of the innovation. This summary 1s not an extensive
overview ol the mmnovation. It 1s not intended to identily
key/critical elements of the mnovation or to delineate the
scope of the mmnovation. Its sole purpose 1s to present some
concepts of the innovation 1n a simplified form as a prelude to
the more detailed description that 1s presented later.

The mnovation disclosed and claimed herein, 1n one aspect
thereol, comprises a system that can tailor a response mes-
sage (e.g., voice-mail message) based upon factors associated
with an incoming communication. For example, a response
message can be based upon ‘i1dentity’ of the caller and/or
callee whereby different information can be conveyed based
upon disparate 1dentities. It 1s to be understood that a particu-
lar user (e.g., caller or callee) can have multiple ‘1dentities’
based upon criteria surrounding the user at a particular
moment 1n time.

For example, auser can have identities associated to ‘work”
or ‘home’ such as, but not limited to ‘co-worker,” ‘manager,’
‘customer,” ‘employee,” ‘parent,” ‘spouse,” ‘child,” ‘ifriend.,’
ctc. Based upon a combination of caller and callee 1dentities,
the system can tailor a response message so as to personalize
the information conveyed to a caller. Additionally, contextual
factors such as location, date, time of day, personal informa-
tion manager (PIM) data, engaged activity or the like can be
employed to further personalize and determine an appropriate
customized response to a caller.

In a particular example, Voice-over-Internet Protocol
(VoIP), the system can analyze an incoming communication
to automatically determine identity of the caller and the
callee. In one embodiment, this analysis can be effectuated by
evaluating the SIP (session initiation protocol) header to
thereafter determine an appropriate identity. Pre-defined

tables can be used to facilitate determination of the appropri-
ate 1dentities.

Still further, intention (or priority) of the communication
can be used to further assist in determining a customized
response message. For example, header information can be
used to determine 1 a commumnication 1s ‘urgent,” ‘normal,”
‘business-related,” ‘personal’ or the like. Additional policies
(or artificial intelligence) can be used to determine (or infer)
an appropriate tallored message to render.

A policy component (e.g., rules-based decision) can be
employed to enforce preferences with regard to message
selection. In yet another aspect thereof, an artificial intelli-
gence component (e.g., machine learning and reasoning) 1s
provided that employs a probabilistic and/or statistical-based
analysis to prognose or infer an action that a user desires to be
automatically performed.

To the accomplishment of the foregoing and related ends,
certain illustrative aspects of the innovation are described
herein 1n connection with the following description and the
annexed drawings. These aspects are indicative, however, of
but a few of the various ways in which the principles of the
innovation can be employed and the subject innovation 1s
intended to include all such aspects and their equivalents.
Other advantages and novel features of the imnovation will
become apparent from the following detailed description of
the innovation when considered in conjunction with the draw-
Ings.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example system that facilitates tailor-
Ing response messages 1 accordance with an aspect of the
innovation.

FI1G. 2 1llustrates an example tlow chart of procedures that
facilitate analyzing an incoming communication to select an
appropriate message as a function of message-specific crite-
ria in accordance with an aspect of the innovation.

FIG. 3 illustrates an example tlow chart of procedures that
facilitate factor-specific selection of a tailored message 1n
accordance with an aspect of the innovation.

FI1G. 4 1llustrates an example block diagram of an 1dentity
generation component 1 accordance with an aspect of the
innovation.

FI1G. 5 illustrates an alternative block diagram of the iden-
tity generation component that 1llustrates tables employed by
the analysis component in accordance with an aspect of the
innovation.

FIGS. 6A-6C illustrate an example Container List, Cat-
egory List and Callee List respectively 1n accordance with an
aspect of the innovation.

FIG. 7 1llustrates an example message selection component
in accordance with embodiments of the innovation.

FIG. 8 1llustrates an alternative block diagram of the mes-
sage selection component that 1llustrates tables employed by
the selection logic component 1n accordance with an aspect of
the 1nnovation.

FIGS. 9A-9B illustrate an example Message List and
Result Table respectively 1n accordance with embodiments of
the 1nnovation.

FIG. 10 illustrates a block diagram of a selection logic
component having a policy component, an intelligence com-
ponent and a context awareness component 1n accordance
with an aspect of the innovation.

FIG. 11 illustrates an example mobile device that employs
an 1dentity determination component, a message selection
component and an optional machine learning & reasoning
(MLR) component that automates one or more features 1n
accordance with an embodiment of the 1nnovation.

FI1G. 12 1llustrates a block diagram of a computer operable
to execute the disclosed architecture.

FI1G. 13 illustrates a schematic block diagram of an exem-

plary computing environment in accordance with the subject
innovation.

DETAILED DESCRIPTION

The 1mnovation 1s now described with reference to the
drawings, wherein like reference numerals are used to refer to
like elements throughout. In the following description, for
purposes of explanation, numerous specific details are set
forth 1n order to provide a thorough understanding of the
subject mnnovation. It may be evident, however, that the 1nno-
vation can be practiced without these specific details. In other
instances, well-known structures and devices are shown 1n
block diagram form 1n order to facilitate describing the 1nno-
vation.

As used 1n this application, the terms “component” and
“system” are 1tended to refer to a computer-related entity,
either hardware, a combination of hardware and software,
soltware, or software in execution. For example, a component
can be, but 1s not limited to being, a process running on a
Processor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of 1llustra-
tion, both an application running on a server and the server
can be a component. One or more components can reside
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4

within a process and/or thread of execution, and a component
can be localized on one computer and/or distributed between
twO or more computers.

As used herein, the term to “infer” or “inference” reler
generally to the process of reasoning about or inferring states
of the system, environment, and/or user from a set of obser-
vations as captured via events and/or data. Inference can be
employed to identily a specific context or action, or can
generate a probability distribution over states, for example.
The inference can be probabilistic-that 1s, the computation of
a probability distribution over states of interest based on a
consideration of data and events. Inference can also refer to
techniques employed for composing higher-level events from
a set of events and/or data. Such inference results in the
construction of new events or actions from a set of observed
events and/or stored event data, whether or not the events are
correlated 1 close temporal proximity, and whether the
events and data come from one or several event and data
sources.

Referring mitially to the drawings, FIG. 1 illustrates an
example system 100 that employs a message management
component 102 to render a personalized or tailored message
in accordance with aspects of the innovation. In operation, an
incoming communication, (€.g., voice-over-Internet protocol
(VoIP) communication) can be recerved and processed by the
message management component 102 within a mobile
device. Accordingly, if the callee 1s not available, as 1llus-
trated, a taillored message (e.g., voice-mail) can be generated
(and/or retrieved) and rendered to the caller. While many of
the aspects described herein are directed to VolP communi-
cation, it 1s to be understood that the features, functions and
benelits described herein can be applied to most any commu-
nication protocol, imncluding but not limited to email, 1nstant
messaging (IM), text messaging, etc., without departing from
the spirit and scope of this specification.

As shown 1n FIG. 1, the system 100 can include an identity
generation component 104 and a message selection (or gen-
eration) component 106. Together, these components are able
to establish identity of the caller and thereby personalize a
message to the caller as a function of the identity. Still further,
the system 100 can personalize the message based upon other
factors, including but not limited to, callee 1dentity, commu-
nication priority (e.g., urgent, normal), context, or the like. In
other words, the container-based concepts of the innovation
can also be extrapolated to the target or imtiator identity. In
one aspect, the containers can be used to group together
various caller identities into containers. Similarly, the same
can be accomplished for the target (callee) identities. For
example, a work phone number and work URI can be put into
the same container. Likewise, a home number and home
identity can be stored within another container. These aspects
will be better understood upon a review of the figures that
follow.

Continuing a discussion of FIG. 1, the 1dentity generation
component 104 can establish a current ‘1dentity” of a user. As
used herein, ‘1dentity’ can be a digital identity, physiological
identity, role-based 1dentity, contextually-based 1dentity or
the like. For example, a single user can have multiple 1denti-
ties, each of which 1s applicable based upon a specific set of
circumstances. In a simple example, suppose James and
Michelle are married, here, when James calls Michelle his
identity 1s a ‘husband’ or ‘spouse.” However, when James
calls someone at his place of employment, his identity can be
‘colleague,” ‘co-worker,” or the like.

Similarly, the callee can have multiple ‘identities’ based
upon a specific set of circumstances. As described above,
when James calls Michelle, her ‘1dentity’ can be described as
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‘wile’ or ‘spouse.’ This identity can change relative to caller’s
identity or even with respect to contextual factors. In another
example, 1f James 1s 1n his office, his ‘1dentity’ can be a
proiessional one whereas when at home, he can be a “home-
owner,” ‘neighbor,” or the like. As will be appreciated, the
alorementioned examples are very simplistic in nature and
are merely provided to add context to the innovation. As such,
the examples are not intended to limit the mnovation 1n any
way. Rather, 1t 1s to be understood and appreciated that most
any factors can be processed by the 1dentity generation com-
ponent 104 1n order to establish caller (and/or callee) identity.

The message selection component 106 can facilitate selec-
tion of an appropriate message based upon a specific set of
criteria which can include, but 1s not limited to include, caller
identity, callee identity, communication priority, context,
communication content, or the like. As will be described
inira, the message selection component 106 can process the
criteria and thereafter select an appropriate message from a
data store or other storage facility (not shown). In other
examples, the message selection component 106 can facili-
tate generation of a message based upon the criteria. Here, the
personalized or tailored message can be established or gen-
erated to include mformation specific to the 1dentity of the
caller (and/or callee) as well as to the specific context or
priority.

In operation, the message selection component 106
cnables response (e.g., voice-mail) messages to be tailored 1n
that the messages can reveal information which 1s helptul or
more directed to a particular person, or situation. For
instance, a message to a callee’s wite might reveal different
information as compared to a callee’s co-worker. By way of
turther example, the message to the callee’s wite might reveal
that he 1s going to be late from work and that she should go
ahead and have dinner without him. By contrast, an example
message to a co-worker might reveal that he 1s currently
working on a project in Conference Room A and can be
reached at extension #123 in the event that the call/issue
cannot wait.

FI1G. 2 1llustrates a methodology of managing personalized
response messages 1n accordance with an aspect of the 1nno-
vation. As stated above, it 1s to be understood that, 1n accor-
dance with the 1nnovation, the communication can be a cel-
lular call, a VoIP call, an electronic mail correspondence (aka
email), an IM, a text message, or the like. Essentially, the
features functions and benefits of the innovation can be
employed to personalized response messages based upon
most any communication protocol. Although many of the
examples 1included herein are directed to VoIP communica-
tions, 1t 1s to be understood that the innovation 1s intended to
include these alternative communication protocols within the
scope of this mnnovation and claims appended hereto.

While, for purposes of simplicity of explanation, the one or
more methodologies shown herein, e.g., in the form of a tlow
chart, are shown and described as a series of acts, 1t 1s to be
understood and appreciated that the subject innovation 1s not
limited by the order of acts, as some acts may, 1n accordance
with the 1nnovation, occur 1n a different order and/or concur-
rently with other acts from that shown and described herein.
For example, those skilled in the art will understand and
appreciate that a methodology could alternatively be repre-
sented as a series of interrelated states or events, such as 1n a
state diagram. Moreover, not all illustrated acts may be
required to implement a methodology in accordance with the
innovation.

Referring now to FIG. 2, a communication 1s recetved, for
example by a mobile device such as a VoIP-equipped phone.
The methodology of FIG. 2 illustrates just one example of
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talloring or personalizing a message in accordance with an
aspect of the innovation. Although this example employs a
specific number of factors 1n selecting a message, it 1s to be
understood and appreciated that additional factors can be
considered 1n order to select a personalized message. These
alternative aspects are to be included within the scope of this
disclosure and claims appended hereto.

At 204, target information 1s evaluated. Here, the callee
‘1dentity”’ can be evaluated. More particularly, 1n one aspect,
the SIP (session 1nitiation protocol) header of the VoIP com-
munication can be evaluated in order to determine a target (or
callee) 1dentity. It 1s to be understood that SIP 1s but one of the
leading signaling protocols employed in VoIP communica-
tions. More particularly, SIP 1s an application-layer control
(or signaling) protocol used 1n creating, modifying, and ter-
minating sessions with one or more VoIP participants. While
this example 1s directed to evaluating SIP header information
to establish callee 1dentity, other protocols can be employed
without departing from the scope of this specification. It 1s to
be understood that the herein described solution will work
with most any VoIP signaling protocol that supports exten-
sible metadata (for intent) and addresses based on a URI (to
and from). Though the description provides implementations
of SIP-based systems, other signaling channels could be but
one of the extrapolations without departing from the spirit and
scope of the innovation.

In one example, suppose the SIP header identifies the target
as james(@home.com. Here, this address 1dentifies at least
some characteristics of the ‘1dentity’ of James—e.g., at home,
not work, casual, etc. In contrast, 1f the SIP header identifies
an address as james@abccompany.com, this 1s an indication
that James 1s being contacted at his place of employment.
Thus, the ‘1dentity’ 1s more enterprise-related or professional
in nature.

In addition to identifying the target (or callee) information,
at 206, the imitiator (or caller) information can be established
and evaluated. More particularly, the ‘identity’ of the mitiator
can be established at 206. Again, a factor such as email
address domain can be used to establish a particular “1dentity’
of the caller. In both of the atorementioned examples, it 1s to
be understood that situational or external (e.g., contextual)
factors can be employed to establish ‘1dentity’ of a callee or
caller. Factors such as, but not limited to, time of day, day of
week, device type, device location, device owner (e.g., per-
sonal, enterprise owned) or the like can be employed to assist
in determining ‘1dentity.”

Continuing with the example methodology of FIG. 2,
intention or priority can be evaluated at 208. By way of
example, this message priority can be ranked on most any
scale capable of conveying intention of the user. In examples,
priority can be ‘low,” ‘medium,” ‘high,” ‘urgent,” ‘normal,’
among others. In operation, the gathered information from
acts 204, 206 and 208 can be employed personalize a
response message.

At 210, the gathered information can be employed to select
(or generate) a response message. For instance, pre-pro-
grammed rules (e.g., cross-reference tables) or machine
learning and/or reasoning (MLR) mechanisms can be
employed to select (or generate) an appropriate tallored mes-
sage. The response message can be rendered (e.g., audibly
played) to the caller at 212.

Referring now to FIG. 3, an example methodology of a
rule-based (or table-based) message lookup in accordance
with an aspect of the innovation 1s shown. At 302, a target
identity 1s received (or determined). For example, the target
identity can be established by analyzing the SIP header of a
VoIP communication data packet. Once, the target 1dentity 1s
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established, it can be cross referenced to determine a relevant
container at 304. In operation, and as will be described 1n
greater detail infra, this container identification 1s used to later
select an appropriate response greeting or message.

At 306, a category 1dentification 1s received. As described
above, the category 1dentification defines priority of a mes-
sage, for example, ‘high,” ‘medium,’” ‘low,” ‘normal,” ‘urgent,’
ctc. In aspects, this category identification can be defined,
pre-programmed or inferred as a function of criteria related to
the communication.

A result table or other suitable cross-reference can be
accessed at 308. Here, the caller container and the category
can be cross-referenced to determine an appropriate message
at 310. Although the methodology of FIG. 3 only employs
two characteristics to establish the message at 310, 1t 1s to be
understood that other characteristics, including but not lim-
ited to, callee identity, location, date, time of day, device type
or other contextual factors can be considered when determin-
ing the appropriate message at 3 10. At 312, the message can
be accessed, for example from a cloud-based store or other
suitable storage location. In yet other embodiments, an appro-
priate message can be dynamically generated (e.g., on-the-
fly) 1n response to characteristics as well as other contextual
factors.

FIGS. 4-10 illustrate components and subcomponents of
the message management component 102 of FIG. 1. While
some of these components are illustrated inclusive of others,
it 1s to be understood that these components can be collocated,
stand-alone, or otherwise incorporated into other components
in accordance with aspects of the innovation. As such, these
alternative aspects are to be included within the scope of this
disclosure and claims appended hereto.

As described above, the subject mnovation discloses a
targeted messaging system. When a call 1s recetved in a user’s
absence or when the user 1s busy, the system can customize
voice-mail greetings depending upon the remote user or
remote users (as well as other factors), for example, immedi-
ate team mate(s), colleague(s) company-wide, customer(s),
location, device type, date, time of day, engaged activity, or
other contextual factors.

It 1s to be understood that, 1n order to deliver a customized
voice-mail greeting the system can gather mmformation and
factors related to the caller and/or callee “1dentity” determin-
istically. Traditional telephony systems lack the ability to
provide this ‘1dentity’ information. The limitation arises from
the fact that traditional telephony does not have any mecha-
nism to identify the callee or the mitiator of the call. Addi-
tionally, conventional telephone networks do not authenticate
the user of the service but rather they only 1dentily the device
or the connection endpoint—telephone number.

In contrast, the subject innovation can authenticate a user’s
identity when they login or when they try to send any conver-
sation-1nitiating request. This 1s irrespective of what software
or hardware they use to communicate the communication
system. Continuing with the aforementioned VoIP examples,
SIP mandates that any conversation—initiating message (IN-
VITE) populates the user identity as FROM header of the
request. The recerver of this request can thus determine the
initiator of the request by analyzing the FROM header 1n the
request. The innovation can thus take advantage of this infor-
mation about the initiator 1n order to deliver a customized
voice-mail depending upon the remote user or initiator.

Referring now to FIG. 4, a block diagram of an i1dentity
generation component 104 1s shown. Specifically, the identity
information component 104 1s shown to include an analysis
component 402 and a data store 404. Together, these compo-
nents can evaluate an incoming call (or other communication)
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to determine ‘1dentity” information as well as other factors
associated with the incoming communication.

As shown, 1in one aspect, the analysis component 402 can
establish caller identity, callee 1dentity as well as other call
criteria (e.g., priority). A data store 404 can be employed to
assist 1n determination of a specific ‘1dentity.” As described
above, the mnovation enables multiple 1dentities to corre-
spond to any single physical user. As well, an ‘1dentity’ can be
associated to a group, for example, an employee of ABC
Company. Here, irrespective of the particular digital or physi-
ological 1dentity, the affiliation with the ABC Company can
be used to determine a particular tailored message.

In operation, 1n one embodiment as shown in FIG. 5, the
data store 404 can be employed to cross-reference factors in
order to establish a particular identity and/or category. By
way of example, the analysis component 402 can evaluate the
SIP header of an incoming VoIP communication in order to
establish 1identity information. Particularly, as illustrated in
FIGS. 6A-6C described inira, a container list, category list
and callee list respectively can be used to establish these
identities. These lists can be maintained within the data store
404.

In one aspect, the subject system can include a voice-mail
system that employs an interactive voice response mecha-
nism having a database backend which determines a voice
message to play based on a number of factors. For instance,
the system can determine the addressee of a call (or callee).
For instance, the system can determine 11 the call 1s addressed
to a user’s work phone number, SIP 1dentity, or personal
identity.

Similarly, the system, via analysis component 402, can
determine the mitiator’s or caller’s identity. As described
above, this 1dentity can be digital, physiological or even atfili-
ation-related. For instance, the identity can determine if the
caller can be classified in a set of people. Continuing with the
alorementioned example, the analysis component 402 can
determine 1f the caller can be classified as a family member, or
as aIriend, or as a co-worker (e.g., ABC Company employee).

Still another factor that can be considered 1n tailoring a
message 1s mntent of the call (e.g., priority). Here, a determi-
nation can be made to establish 11 the caller has stated intent
for the call. As described supra, this intent can be described or
conveyed 1n most any manner including, but not limited to,
urgent, confidential, or private.

The analysis component 402 can evaluate the above-noted
criteria by way of the SIP proxy from the following headers 1n
the SIP message. The ‘TO’ designation 1n the SIP header can
be evaluated 1n order to determine the enterprise 1dentity to
which this 1s targeted. The ‘FROM’ designator can be evalu-
ated 1in order to determine which container the caller belongs.
And finally, the ‘CATEGORY NAME’ can be evaluated from
an optional intention header in order to determine priority,
which 1n turn 1s employed to determine which message to
play. If this intention or priority does not exist, the system can
default to a ‘normal’ (or other predefined) category as desired
Or appropriate.

Based on these factors, the system can determine which
voice message to play. As will be shown 1n the figures that
tollow, the factors can be determined and ultimately crossed-
referenced in order to define a particular message to render.

As 1llustrated 1n FIGS. 4 and 5, the system employs a
database 404 capable of correlating factors in determining the
result message. Example database tables are illustrated in
FIGS. 6A, 6B and 6C.

Referring first to FIG. 6 A, a Container List table 1s shown
in accordance with an aspect of the innovation. As 1llustrated,
the container list table of FIG. 6 A can describe which con-
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tainer a user (or caller) falls into. In this example, there are
five types of container entries—‘User,” ‘Domain,” ‘Federated
Enterprise,” ‘Federated PIC,” and ‘Everyone.” These entries
are listed 1n order of specificity. In other words, the evaluation
starts at the most specific (‘*User’) and moves to the least
specific (‘Everyone’). In the example of FIG. 6 A, ifthe call 1s
from Adrian, the caller will fall into CT100 because
Adnan@ ABCCompany.com has a ‘User’ entry that shares
the same domain as the callee. If the call 1s for
Bill@ ABCCompany.com, the caller will fall into CT200 as
the domain entry 1s the most specific. A call from
Bob@ XY ZCompany will fall into the CT400 container.

FIG. 6B 1illustrates a Category List that defines example
category names associated to a Category ID. As described
above, this Category 1D specifies the category that a call falls
into based on the caller’s intention as stated 1n the caller-
intention header. As will be described inira, the Category 1D
can be used 1n the Result Table to select a message.

FIG. 6C illustrates an example Callee List that determines
which of the identities the call was intended to reach. In other
words, as can be determined by evaluation of the SIP header
in one example, the 1dentity of the callee can be determined 1n
order to further establish a descriptive factor related to the call
(or commumnication). As with the Container List and the Cat-
egory List, the Callee Identity can be used when evaluating a
Result Table to determine an appropriate message.

Referring now to FIG. 7, a block diagram of an example
message selection component 104 1s shown. Generally, the
message selection component 104 can receive mformation
from the analysis component (e.g., 402 of FIG. 4) such as
‘container,” ‘category,” and ‘callee’ information. As shown,
the message selection component 104 can include a selection
logic component 702 that uses a data store 704 to select an

appropriate or desired tailored message.

FI1G. 8 illustrates that data store 704 can include a Message
List and a Result Table that correlates factors in order to
determine an appropriate tailored message. While data store
704 1s 1llustrated inclusive of the message selection compo-
nent 104, 1t 1s to be understood that this data store can be
combined and collocated with data store 404 of FIG. 4 with-
out departing from the spirit and scope of the innovation. As
well, each of these data store components (404, 704) can be

remotely located (e.g., cloud-based) as desired. Examples of

a Message List and Result Table are shown 1n FIGS. 9A and
9B respectively.

Referring to FIG. 9A, as shown, the Message List can
include 1 to N messages, where N 1s an integer. The example
Message List table simply correlates a Message 1D with a
wave audio (\WAV) format file or other file to be played.
While the example of FIG. 9A employs . WAV files, 1t 1s to be
understood that the message file can be of other various (e.g.,
audio, video, text) formats—WMA, WAV, MP3, MPEG, real
time streaming from a third party site, etc.

FIG. 9B 1llustrates a result table that cross-references the
gathered factors (e.g., category, container, callee) 1n order to
determine an appropriate message. Here, the message selec-
tion logic component 702 can employ the result table to
determine an appropriate message. In doing so, the selection
logic component 702 can employ pre-programmed rules,
MLR as well as context awareness 1n making an appropriate
determination. Each of these components will be described 1n
greater detail with reference to FIG. 10 that follows.

The example Result List of FIG. 9B shows the final voice-
mail that 1s played for the combination of caller, callee, and
intent. In this example, 11 Adrian calls a user’s work number
with a normal category, then the system will play M1.wav to
Adnan. It 1s to be understood that the aforementioned
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examples are provided merely to add perspective to the 1nno-
vation and are not intended to limit the scope of the innovation
in any way. Rather, countless examples exist which are to be
included within the scope of this disclosure and claims
appended hereto.

Turming now to FIG. 10, an example selection logic com-
ponent 106 1s shown having a reasoning component 1002
thereimn. As illustrated, the reasoning component 1002
includes a policy component 1004, an intelligence compo-
nent 1006 and a context awareness component 1008. Each of
these components enable intelligent and sophisticated selec-
tion, pre-selection or generation of a tailored message as a
function of factors such as, caller identity, callee i1dentity,
context, priority, or the like.

The policy component 1004 can include programmed or
pre-programmed implementation schemes and/or prefer-
ences which can be used to determine which message to
render based upon a set of given factors. In accordance with
this policy component 1004, an implementation scheme (e.g.,
rule) can be applied to define and/or implement selection
criterion. It will be appreciated that rule-based implementa-
tions can automatically and/or dynamically select messages
based upon the set of current factors. In operation, the rule-
based implementation can analyze the criteria by employing
a predefined and/or programmed rule(s) based upon most any
desired scheme.

Still further, a rule can be established to select a particular
message based upon presence of a contact (e.g., caller) within
the user’s personal information manager (PIM) data. In other
examples, contact ratings (e.g., rankings, associations) can be
employed to select messages. Still further, contextual factors
can be considered in connection with message selection.
Aspects that employ these contextual awareness factors will
be described in greater detail inira.

Referring to the PIM data example, the system can, based
upon entries within the PIM data, determine other users
within close proximity of a callee. Thus, 1f the mncoming
communication 1s ‘urgent’ or otherwise deemed appropriate,
an automated message can be generated and delivered that
identifies alternative ways to reach the callee (e.g., by calling
those within close proximity). It 1s to be understood that, in
aspects, these messages can be dynamic and can automati-
cally change based upon a user’s context and/or availability,
among other factors.

The reasoning component 1002, 1n one example, can
employ MLR schemes to automate one or more features 1n
accordance with the subject innovation. The subject innova-
tion (e.g., 1n connection with identity determination or mes-
sage selection) can employ various MLR-based schemes for
carrying out various aspects thereof. For example, a process
for determiming which message to render can be facilitated
via an automatic classifier system and process.

A classifier 1s a function that maps an input attribute vector,
x=(x1, x2, x3, x4, Xn), to a confidence that the input belongs
to a class, that 1s, {(x)=confidence(class). Such classification
can employ a probabilistic and/or statistical-based analysis
(e.g., factoring into the analysis utilities and costs) to prog-
nose or infer an action that a user desires to be automatically
performed.

A support vector machine (SVM) 1s an example of a clas-
sifier that can be employed. The SVM operates by finding a
hypersurface 1n the space of possible inputs, which the hyper-
surface attempts to split the triggering criteria from the non-
triggering events. Intuitively, this makes the classification
correct for testing data that 1s near, but not identical to training
data. Other directed and undirected model classification
approaches include, e.g., naive Bayes, Bayesian networks,
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decision trees, neural networks, fuzzy logic models, and
probabilistic classification models providing different pat-
terns of independence can be employed. Classification as
used herein also 1s inclusive of statistical regression that 1s
utilized to develop models of priornty.

As will be readily appreciated from the subject specifica-
tion, the subject imnovation can employ classifiers that are
explicitly trained (e.g., via a generic training data) as well as
implicitly trained (e.g., via observing user behavior, receiving
extrinsic information). For example, SVM’s are configured
via a learning or training phase within a classifier constructor
and feature selection module. Thus, the classifier(s) can be
used to automatically learn and perform a number of func-
tions, including but not limited to determining according to a
predetermined criteria what message to render, what 1dentity
to apply based upon a set of contextual factors, efc.

The context awareness component 1008 can be employed
to assist 1n message selection as a function of context. For
example, the context awareness component 1008 can auto-
matically determine context associated with the caller, callee,
or etther devices associated therewith. By way of more spe-
cific example, global positioning system (GPS) technology
can be employed to determine the location of a user. This
location mnformation can be used to automatically select a
message based upon callee (or caller) location. Other contex-
tual examples can factor in motion of either party (e.g., via
accelerometer), time of day, date, engaged activity, users
within proximity, scheduled appointments (e.g., PIM data),
or the like. These, among other, factors can be employed by
the contextual awareness component 1008 to automatically
determine which message to render as a function of a particu-
lar situation, environment, condition, or the like.

Referring now to FIG. 11, there 1s 1llustrated a schematic
block diagram of a portable device 1100 according to one
aspect of the subject mnnovation, 1n which a processor 1102 1s
responsible for controlling the general operation of the device
1100. It 1s to be understood that the portable device 1100 can
be representative of most any portable device including, but
not limited to, a cell phone, smartphone, PDA, a personal
music player, image capture device (e.g., camera), personal
game station, etc. By way of example, portable device 1100
can be a device such as a VoIP phone that supports SIP as a
user agent. In other examples, the device can be a set top box
(e.g., Xbox Live-brand device as an example) which 1s a SIP
user agent, and does not necessarily have a RF or keypad.

The processor 1102 can be programmed to control and
operate the various components within the device 1100 1n
order to carry out the various functions described herein. The
processor 1102 can be any of a plurality of suitable proces-
sors. The manner in which the processor 1102 can be pro-
grammed to carry out the functions relating to the subject
innovation will be readily apparent to those having ordinary
skill 1n the art based on the description provided herein.

A memory and storage component 1104 connected to the
processor 1102 serves to store program code executed by the
processor 1102, and also serves as a storage means for storing,
information such as data, services, metadata, device states or
the like. As well, 1n other aspects, the memory and storage
component 1104 can be a stand-alone storage device or oth-
erwise synchronized with a cloud or disparate network-based
storage means (e.g., Exchange server), thereby establishing a
local on-board storage.

The memory 1104 can be a non-volatile memory suitably
adapted to store at least a complete set of the information that
1s acquired. Thus, the memory 1104 can include a RAM or
flash memory for high-speed access by the processor 1102
and/or a mass storage memory, €.g., a micro drive capable of
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storing gigabytes of data that comprises text, images, audio,
and video content. According to one aspect, the memory 1104
has suificient storage capacity to store multiple sets of infor-
mation relating to disparate services, and the processor 1102
could include a program for alternating or cycling between
various sets of information corresponding to disparate ser-
vICes.

A display 1106 can be coupled to the processor 1102 via a
display driver system 1108. The display 1106 can be a color
liquad crystal display (LCD), plasma display, touch screen
display or the like. In one example, the display 1106 1s a touch
screen display. The display 1106 functions to present data,
graphics, or other information content. Additionally, the dis-
play 1106 can display a variety of functions that control the
execution of the device 1100. For example, 1n a touch screen
example, the display 1106 can display touch selection buttons
which can facilitate a user to interface more easily with the
functionalities of the device 1100.

Power can be provided to the processor 1102 and other
components forming the device 1100 by an onboard power
system 1110 (e.g., a battery pack). In the event that the power
system 1110 fails or becomes disconnected from the device
1100, a supplemental power source 1112 can be employed to
provide power to the processor 1102 (and other components
(e.g., sensors, 1mage capture device)) and to charge the
onboard power system 1110. The processor 1102 of the
device 1100 can induce a sleep mode to reduce the current
draw upon detection of an anticipated power failure.

The device 1100 includes a communication subsystem
1114 having a data communication port 1116, which 1s
employed to interface the processor 1102 with a remote com-
puter, server, service, or the like. The port 1116 can include at
least one of Universal Serial Bus (USB) and IEEE 1394 serial
communications capabilities. Other technologies can also be
included, but are not limited to, for example, infrared com-
munication utilizing an infrared data port, Bluetooth™, etc.

The device 1100 can also 1nclude a radio frequency (RF)
transcerver section 1118 in operative communication with the
processor 1102. The RF section 1118 includes an RF receiver
1120, which receives RF signals from a remote device via an
antenna 1122 and can demodulate the signal to obtain digital
information modulated therein. The RF section 1118 also
includes an RF transmitter 1124 for transmitting information
(e.g., data, service) to a remote device, for example, 1n
response to manual user input via a user input 1126 (e.g., a
keypad) or automatically 1n response to a detection of enter-
ing and/or anticipation of leaving a communication range or
other predetermined and programmed criteria.

An 1dentity generation component 1128 can be employed
to establish i1dentity of a caller and/or callee. A message
selection component 1130 can be employed to evaluate fac-
tors related to ncoming communications in order to tailor a
response message (€.g., voice-mail message). Still further, an
optional MLR component 1132 can be employed to automate
one or more features of the innovation. As described in greater
detail supra, the MLR component 1132 (and/or a rules-based
logic component (not shown)) can be used to effect an auto-
matic action of processor 1102. It 1s to be appreciated that
these components can enable functionality of like compo-
nents (and sub-components) described supra.

While the aspect of FIG. 11 1llustrates a hardware-based
solution (e.g., a voicemail server in a box for example), 1t 1s to
be understood that the solution can be a software-only solu-
tion as well to be 1nstalled on a server (e.g., Windows-brand
Server and Office Communications-brand Server) installa-
tion. In addition to a computer operable to execute the dis-
closed architecture, there can be other systems as well. For
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example, a monitor may not even be necessary 11 a manage-
ment console 1s used to remotely administer the machine.

Referring now to FI1G. 12, there 1s illustrated a block dia-
gram of a computer operable to execute the disclosed archi-
tecture. In order to provide additional context for various
aspects of the subject innovation, FIG. 12 and the following
discussion are intended to provide a brief, general description
ol a suitable computing environment 1200 1n which the vari-
ous aspects of the innovation can be implemented. While the
innovation has been described above 1n the general context of
computer-executable instructions that may run on one or
more computers, those skilled 1n the art will recognize that the
innovation also can be implemented 1n combination with
other program modules and/or as a combination of hardware
and software.

Generally, program modules include routines, programs,
components, data structures, etc., that perform particular
tasks or implement particular abstract data types. Moreover,
those skilled 1n the art will appreciate that the inventive meth-
ods can be practiced with other computer system configura-
tions, including single-processor or multiprocessor computer
systems, minicomputers, mainframe computers, as well as
personal computers, hand-held computing devices, micro-
processor-based or programmable consumer electronics, and
the like, each of which can be operatively coupled to one or
more associated devices.

The illustrated aspects of the innovation may also be prac-
ticed in distributed computing environments where certain
tasks are performed by remote processing devices that are
linked through a communications network. In a distributed
computing environment, program modules can be located 1n
both local and remote memory storage devices.

A computer typically includes a variety of computer-read-
able media. Computer-readable media can be any available
media that can be accessed by the computer and includes both
volatile and nonvolatile media, removable and non-remov-
able media. By way of example, and not limitation, computer-
readable media can comprise computer storage media and
communication media. Computer storage media includes
both volatile and nonvolatile, removable and non-removable
media implemented 1n any method or technology for storage
ol mmformation such as computer-readable instructions, data
structures, program modules or other data. Computer storage
media includes, but 1s not limited to, RAM, ROM, FEPROM,
flash memory or other memory technology, CD-ROM, digital
versatile disk (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
the computer.

Communication media typically embodies computer-read-
able structions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or other
transport mechanism, and includes any information delivery
media. The term “modulated data signal” means a signal that
has one or more of i1ts characteristics set or changed in such a
manner as to encode information in the signal. By way of
example, and not limitation, communication media includes
wired media such as a wired network or direct-wired connec-
tion, and wireless media such as acoustic, RF, infrared and
other wireless media. Combinations of the any of the above
should also be included within the scope of computer-read-
able media.

With reference again to FIG. 12, the exemplary environ-
ment 1200 for implementing various aspects of the mnova-
tion includes a computer 1202, the computer 1202 including,
a processing unit 1204, a system memory 1206 and a system
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bus 1208. The system bus 1208 couples system components
including, but not limited to, the system memory 1206 to the
processing unit 1204. The processing unit 1204 can be any of
various commercially available processors. Dual micropro-
cessors and other multi-processor architectures may also be
employed as the processing unit 1204.

The system bus 1208 can be any of several types of bus
structure that may further interconnect to a memory bus (with
or without a memory controller), a peripheral bus, and a local
bus using any of a variety of commercially available bus
architectures. The system memory 1206 includes read-only
memory (ROM) 1210 and random access memory (RAM)
1212. A basic input/output system (BIOS) 1s stored in a non-
volatile memory 1210 such as ROM, EPROM, EEPROM,
which BIOS contains the basic routines that help to transier
information between elements within the computer 1202,
such as during start-up. The RAM 1212 can also include a
high-speed RAM such as static RAM for caching data.

The computer 1202 further includes an iternal hard disk
drive (HDD) 1214 (e.g., EIDE, SATA), which internal hard
disk drive 1214 may also be configured for external use 1n a
suitable chassis (not shown), a magnetic tloppy disk drive
(FDD) 1216, (c.g., to read from or write to a removable
diskette 1218) and an optical disk drive 1220, (e.g., reading a
CD-ROM disk 1222 or, to read from or write to other high
capacity optical media such as the DVD). The hard disk drive
1214, magnetic disk drive 1216 and optical disk drive 1220
can be connected to the system bus 1208 by a hard disk drive
interface 1224, a magnetic disk drive interface 1226 and an
optical drive interface 1228, respectively. The interface 1224
for external drive implementations includes at least one or
both of Universal Serial Bus (USB) and IEEE 1394 interface
technologies. Other external drive connection technologies
are within contemplation of the subject innovation.

The drives and their associated computer-readable media
provide nonvolatile storage of data, data structures, com-
puter-executable instructions, and so forth. For the computer
1202, the drives and media accommodate the storage of any
data 1n a suitable digital format. Although the description of
computer-readable media above refers to a HDD, a remov-
able magnetic diskette, and a removable optical media such as
a CD or DVD, 1t should be appreciated by those skilled in the
art that other types of media which are readable by a com-
puter, such as zip drives, magnetic cassettes, tlash memory
cards, cartridges, and the like, may also be used in the exem-
plary operating environment, and further, that any such media
may contain computer-executable instructions for perform-
ing the methods of the innovation.

A number of program modules can be stored 1n the drives
and RAM 1212, including an operating system 1230, one or
more application programs 1232, other program modules
1234 and program data 1236. All or portions of the operating
system, applications, modules, and/or data can also be cached
in the RAM 1212. It 1s appreciated that the innovation can be
implemented with various commercially available operating
systems or combinations of operating systems.

A user can enter commands and information into the com-
puter 1202 through one or more wired/wireless mnput devices,
¢.g., a keyboard 1238 and a pointing device, such as a mouse
1240. Other input devices (not shown) may include a micro-
phone, an IR remote control, a joystick, a game pad, a stylus
pen, touch screen, or the like. These and other input devices
are often connected to the processing unit 1204 through an
input device iterface 1242 that is coupled to the system bus
1208, but can be connected by other interfaces, such as a
parallel port, an IEEE 1394 serial port, a game port, a USB
port, an IR interface, etc.
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A monitor 1244 or other type of display device 1s also
connected to the system bus 1208 via an interface, such as a
video adapter 1246. In addition to the monitor 1244, a com-
puter typically includes other peripheral output devices (not
shown), such as speakers, printers, etc.

The computer 1202 may operate in a networked environ-
ment using logical connections via wired and/or wireless
communications to one or more remote computers, such as a
remote computer(s) 1248. The remote computer(s) 1248 can
be a workstation, a server computer, a router, a personal
computer, portable computer, microprocessor-based enter-
tainment appliance, a peer device or other common network
node, and typically includes many or all of the elements
described relative to the computer 1202, although, for pur-
poses of brevity, only a memory/storage device 1250 1s 1llus-
trated. The logical connections depicted include wired/wire-
less connectivity to a local area network (LAN) 1252 and/or
larger networks, ¢.g., a wide area network (WAN) 1254. Such
LAN and WAN networking environments are commonplace
in offices and companies, and facilitate enterprise-wide com-
puter networks, such as intranets, all of which may connect to
a global communications network, e.g., the Internet.

When used in a LAN networking environment, the com-

puter 1202 1s connected to the local network 1252 through a
wired and/or wireless communication network interface or
adapter 1256. The adapter 1256 may facilitate wired or wire-
less communication to the LAN 1252, which may also
include a wireless access point disposed thereon for commu-
nicating with the wireless adapter 1256.

When used 1n a WAN networking environment, the com-
puter 1202 can include a modem 1258, or 1s connected to a
communications server on the WAN 1254, or has other means
for establishing communications over the WAN 1254, such as
by way of the Internet. The modem 1238, which can be
internal or external and a wired or wireless device, 1s con-
nected to the system bus 1208 via the serial port interface
1242. In a networked environment, program modules
depicted relative to the computer 1202, or portions thereof,
can be stored in the remote memory/storage device 1250. It
will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers can be used.

The computer 1202 1s operable to communicate with any
wireless devices or entities operatively disposed 1n wireless
communication, €.g., a printer, scanner, desktop and/or por-
table computer, portable data assistant, communications sat-
cllite, any piece of equipment or location associated with a
wirelessly detectable tag (e.g., akiosk, news stand, restroom),
and telephone. This includes at least Wi-Fi1 and Bluetooth™
wireless technologies. Thus, the communication can be a
predefined structure as with a conventional network or simply
an ad hoc communication between at least two devices.

Wi-F1, or Wireless Fidelity, allows connection to the Inter-
net from a couch at home, a bed 1n a hotel room, or a confer-
ence room at work, without wires. Wi1-F1 1s a wireless tech-
nology similar to that used in a cell phone that enables such
devices, e.g., computers, to send and receive data indoors and
out; anywhere within the range of a base station. Wi-F1 net-
works use radio technologies called IEEE 802.11 (a, b, g, etc.)
to provide secure, reliable, fast wireless connectivity. A Wi-Fi
network can be used to connect computers to each other, to
the Internet, and to wired networks (which use IEEE 802.3 or
Ethernet). Wi-F1 networks operate in the unlicensed 2.4 and 5
GHz radio bands, at an 11 Mbps (802.11a) or 34 Mbps
(802.11b) datarate, for example, or with products that contain
both bands (dual band), so the networks can provide real-
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world performance similar to the basic 10BaseT wired Eth-
ernet networks used 1n many offices.

Referring now to FIG. 13, there 1s illustrated a schematic
block diagram of an exemplary computing environment 1300
in accordance with the subject innovation. The system 1300
includes one or more client(s) 1302. The client(s) 1302 can be
hardware and/or soitware (e.g., threads, processes, comput-
ing devices). The client(s) 1302 can house cookie(s) and/or
associated contextual information by employing the innova-
tion, for example.

The system 1300 also includes one or more server(s) 1304.
The server(s) 1304 can also be hardware and/or software
(c.g., threads, processes, computing devices). The servers
1304 can house threads to perform transformations by
employing the innovation, for example. One possible com-
munication between a client 1302 and a server 1304 can be in
the form of a data packet adapted to be transmitted between
two or more computer processes. The data packet may
include a cookie and/or associated contextual information,
for example. The system 1300 includes a communication
framework 1306 (e.g., a global communication network such
as the Internet) that can be employed to facilitate communi-
cations between the client(s) 1302 and the server(s) 1304.

Communications can be facilitated via a wired (including
optical fiber) and/or wireless technology. The client(s) 1302
are operatively connected to one or more client data store(s)
1308 that can be employed to store information local to the
client(s) 1302 (e.g., cookie(s) and/or associated contextual
information). Similarly, the server(s) 1304 are operatively
connected to one or more server data store(s) 1310 that can be
employed to store information local to the servers 1304.

What has been described above includes examples of the
inovation. It 1s, of course, not possible to describe every
conceilvable combination of components or methodologies
for purposes of describing the subject innovation, but one of
ordinary skill in the art may recognize that many further
combinations and permutations of the innovation are pos-
sible. Accordingly, the innovation is intended to embrace all
such alterations, modifications and variations that fall within
the spirit and scope of the appended claims. Furthermore, to
the extent that the term “includes” 1s used in either the
detailed description or the claims, such term 1s intended to be
inclusive 1n a manner similar to the term “comprising” as
“comprising’ 1s interpreted when employed as a transitional
word 1n a claim.

What 1s claimed 1s:

1. A system configured to facilitate identity-based response
message management, comprising:

a processor and a computer-readable storage medium stor-
ing processor-executable instructions of executable
components which, in execution, cause the system to
facilitate identity-based response message management,
the executable components comprising:
an 1dentity generation component, wherein the identity

generation component 1s configured to:

establish an identity of an initiator of a communica-
tion from multiple identities associated with the
initiator of the communication according to current
contextual factors surrounding the initiator; and

establish an 1dentity of a target of the communication
from multiple 1dentities associated with the target
of the communication according to current contex-
tual factors surrounding the target;

wherein the 1dentity of the initiator and the identity of
the target ditfers depending on at least one of the
time of day and respective locations of the mitiator
and the target; and
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a message selection component configured to tailor a
message to the mitiator as a function of the estab-
lished i1dentity of the mitiator and the established
1dentity of the target, dynamic contextual information
of the mitiator and the target, and 1n view of call
criteria comprising a priority associated with the com-
munication by the mitiator of the commumnication.

2. The system of claim 1, wherein the message selection
component 1s configured to employ the identity of the target
to tailor the message.

3. The system of claim 1, wherein the communication 1s a
voice call.

4. The system of claim 1, wherein priority associated with
the communication of the call criteria 1s one of “normal”,
“business” or “urgent”.

5. The system of claim 1, the executable components fur-
ther comprising an analysis component configured to evalu-
ate a header of the communication, wherein the header 1s
configured to 1dentify the call critena.

6. The system of claim S, wherein the analysis component
1s configured to employ at least one of a container list to
establish a container 1dentification as a function of the 1den-
tity of the target, a category list to establish a category 1den-
tification as a function of call criteria or a callee list to estab-
lish a callee identification as a function of the identity of the
initiator, the message selection component being configured
to employ at least one of the container identification, the
category 1dentification or the callee 1dentification to establish
a tallored message.

7. The system of claim 6, wherein the container list
includes a cross-reference of a plurality of masks, types and
containers configured to assist 1n 1dentification of the con-
tainer 1dentification.

8. The system of claim 6, wherein the category list includes
a cross-reference of a plurality of category designations and
category names configured to assist 1n 1dentification of the
category 1dentification.

9. The system of claim 6, wherein the callee list includes a
plurality of callee designations and masks configured to assist
in 1dentification of the callee identification.

10. The system of claim 1, the executable components
turther comprising a selection logic component configured to
employ at least one of a container identification, a category
identification or the callee 1dentification to establish a tailored
message.

11. The system of claim 10, wherein the selection logic 1s
configured to employ a message list and a result table to tailor
the message.

12. The system of claim 11, wherein the message list
includes a cross-reference of a plurality of messages, audio
files and text strings configured to assist in generation of the
tailored message.

13. The system of claim 11, wherein the result table
includes a cross-reference of a plurality of category designa-
tions, containers, callee identifications, and messages config-
ured to assist 1n selection of the tallored message.

14. The system of claim 10, the executable components
turther comprising a reasoning component that includes at
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least one of a policy component, an intelligence component or
a context awareness component configured to effect selection
of the tailored message.

15. A computer-implemented method of managing
response messages, the computer-implemented method com-
prising;:

executing computer-executable instructions that, when

executed, cause operations to be performed comprising:

receiving an incoming Voice Over Internet Protocol
(VoIP) communication from a caller to a callee;

determining an identity of the caller from multiple 1den-
tities associated with the caller based, at least, on
whether a device from which the VoIP communica-
tion originates 1s owned by the caller or owned by an
enterprise;

determining an 1dentity of the callee from multiple 1den-
tities associated with the callee;

evaluating a priority of the incoming VoIP communica-
tion, the priority of the imncoming VoIP communica-
tion being established by the caller; and

selecting a response message based upon the 1dentity of
the caller and the i1dentity of the callee, dynamic con-
textual information of the callee comprising at least
one of the time of day and location of the caller and the
callee, and the priority of the incoming VoIP commu-
nication.

16. The computer-implemented method of claim 15, fur-
ther comprising analyzing a header of the communication to
establish the prionty.

17. One or more computer storage media, not including
signals, and having instructions stored thereon that, when
executed by a processor, cause the processor to perform
operations comprising:

receving an mcoming communication;

establishing an 1dentity of the caller from multiple 1denti-

ties of the caller;

establishing an identity of the callee from multiple 1denti-

ties of the callee:

establishing dynamic contextual information of the callee

comprising at least one of the time of day and the respec-
tive locations of the caller and callee;

establishing a priority of the mmcoming communication as

associated with the mmcoming communication by the
caller; and

selecting a voicemail message from a plurality of voice-

mail messages, the selecting being based upon a rela-
tionship between the 1dentity of the caller, the identity of
the callee, the dynamic contextual information of the
callee, and the priority.

18. The one or more computer storage media of claim 17,
having further instructions stored thereon that, when
executed by the processor, cause the processor to perform
further operations comprising programming the relationship
in accordance with a preference of a user.

19. The one or more computer storage media of claim 17,
having further instructions stored thercon that, when
executed by the processor, cause the processor to perform
turther operations comprising inferring the relationship based
upon contextual awareness.
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