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(57) ABSTRACT

Methods, systems, and apparatus, including computer pro-
grams encoded on a computer storage medium, for creating
an 1mage similarity model. In one aspect, a method 1includes
obtaining feature vectors for images 1n a set of 1images, and
determining first similarity measures for unlabeled images
relative to a reference image. The first similarity measures are
independent of first similarity feedback between the unla-
beled images and the reference image. The unlabeled 1images
are ranked based on the first similarity measures, and a
weilghted feature vector 1s generated based, 1n part, on the
ranking. Second similarity measures are determined, inde-
pendent of second similarity feedback, for labeled images and
a second reference image. The labeled 1mages are ranked
based on the second similarity measures. The weighted fea-
ture vector 1s adjusted based, 1n part, on a comparison of the
ranking to a second ranking of the labeled images that 1s based
on the second similarity feedback.

20 Claims, 4 Drawing Sheets
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EVALUATING IMAGE SIMILARITY

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation application of, and

claims priority to, U.S. patent application Ser. No. 13/430,
803, titled “EVALUATING IMAGE SIMILARITY,” filed on

Mar. 27, 2012, which claims the benefit under 35 U.S.C.
§119(e) of U.S. Patent Application No. 61/562,083, entitled

“Learning Low-Level Features from Image Similarity Rank-
ing,” filed Nov. 21, 2011. The disclosures of the foregoing
applications are incorporated herein by reference in their
entirety for all purposes.

BACKGROUND

This specification relates to 1mage processing.

The Internet provides access to a variety of resources such
as web pages directed to particular topics, textual content,
video content, and 1mages. Many of the resources include
images and some search systems provide the ability to search
for images by either submitting a textual query or uploading
an 1mage that 1s similar to the images for which the user 1s
searching. For example, a user can upload a picture of amovie
star and submuit the picture as an image query. Using the image
query, the search system can 1dentify online images that are
considered similar to the image query and provide a search
results page that includes the 1dentified 1mages.

SUMMARY

In general, one mnovative aspect of the subject matter
described 1n this specification can be embodied 1n methods
that include the actions of obtaining an 1image feature vector
for each 1mage 1n a set of 1images, each image feature vector
specilying feature values for an 1mage, each of the feature
values being indicative of a visual feature of the image; deter-
mimng first measures of 1mage similarity, each first measure
of 1mage similarity being a measure ol 1image similarity
between each of a plurality of unlabeled 1images from the set
and a first reference 1image, the first measure of 1mage simi-
larity being based on the feature vectors for the unlabeled
images and the feature vector for the first reference 1image, the
first measure of 1mage similarity being determined 1indepen-
dent of first stmilarity feedback data indicative of user speci-
fied visual similarity between one or more of the unlabeled
images and the first reference 1image; ranking the unlabeled
images based on the first measures of 1image similarity; gen-
crating a weighted feature vector based on the feature vectors
tor the unlabeled images and the ranking; determining second
measures of image similarity, each second measure of image
similarity being a measure of 1mage similarity between a
labeled image from the set and a second reference 1image, the
second measure of 1mage similarity being determined based
on the weighted feature vector and the feature vectors for the
labeled 1mages, the second measures of 1mage similarity
being determined independent of second similarity feedback
data indicative of user specified visual similarity between one
or more of the labeled images and the second reference
image; ranking the labeled images based on the second mea-
sures of image similarity; determining that the ranking of the
labeled images does not match a second ranking of the labeled
images based on the second similarity feedback; and adjust-
ing the weighted feature vector 1 response to the determina-
tion that the ranking does not match the second ranking. Other
implementations of this aspect include corresponding sys-
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tems, apparatus, and computer programs, configured to per-
form the actions of the methods, encoded on computer stor-
age devices.

These and other implementations can each optionally
include one or more of the following features. Methods can
include the action of selecting a plurality of first image triplets
from the set of images, each first image triplet including a first
reference image and two unlabeled images. Determining first
measures of similarity can include determiming, for each of
the first image triplets, a distance between the feature vector
for each unlabeled 1image and the feature vector for the first
reference 1mage.

Ranking the unlabeled 1images can include classitying, for
cach of the first 1mage triplets, one of the two unlabeled
images as being more visually similar to the first reference
image, the classification being based on the first measures of
image similarities for the first image triplet, the classification
being performed independent of the first stmilarity feedback
data. Generating a weighted feature vector comprises deter-
mining, based on the feature vectors and the classifications,
welght values for a weighted feature vector, each weight
value being indicative of an importance of a feature value for
determining visual similarity between two 1mages, the deter-
mination being performed independent of the first stmilarity
teedback data.

Determining weight values can include the actions of 1ni1-
tializing one or more of the weight values i the weighted
feature vector to a baseline value; and adjusting, for one or
more of the imtialized weight values, the baseline value based
on the classification of the unlabeled 1images and the feature
vectors for the unlabeled 1mages, the adjustment being per-
formed independent of the first stmilarity feedback data.

Methods can further include the action of selecting a plu-
rality of second image triplets from the set of 1mages, each
second 1mage triplet including the second reference 1image
and two labeled 1images. Ranking the labeled 1images can
include classitying, for each of the second 1image triplets, one
of the two labeled images as being more visually similar to the
second reference 1mage, the classification being based on a
function of the weighted feature vector and the image feature
vectors for the two labeled images, the classification being
performed independent of the second similarity feedback
data.

Determining that the ranking of the labeled images does

not match the second ranking of the labeled 1images based on
the second similarity feedback can include the actions of
determining that the second similarity feedback indicates that
a {irst of the two labeled 1mages 1s more similar to the second
reference image than a second of the two labeled images; and
determining that the classification of the two labeled images
indicates that the second of the two labeled 1mages 1s more
similar to the second reference image than the first of the two
labeled 1mages.
Obtaining an 1image feature vector for each 1image imn a setof
images can include training an autoencoder based on a set of
the unlabeled 1images; 1dentitying hidden activations for the
autoencoder; and for each of the 1images, extracting feature
values corresponding to the hidden activations.

Particular implementations of the subject matter described
in this specification can be implemented so as to realize one or
more of the following advantages. An 1image similarity model
can be trained using images for which user indications of
visual similarity have not been recerved and using 1mages
with similarity ranking information.

The details of one or more implementations of the subject
matter described 1n this specification are set forth in the
accompanying drawings and the description below. Other
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features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 11s a block diagram 1llustrating an example technique
by which image similarity 1s evaluated.

FIG. 2 1s a block diagram of an example data tlow for
training an 1image similarity model.

FIG. 3 1s a flow chart of an example process for training an
image similarity model.

FIG. 4 1s block diagram of an example computer system

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

An image similarity model uses feature vectors of images,
also referred to as 1mage feature vectors or simply feature
vectors, to determine a measure of 1image similarity between
two 1mages. A feature vector for an 1image specifies one or
more feature values that are each indicative of a visual fea-
ture—e.g., color, texture, brightness, or edge location—of the
image. Generally, the image similarity models will receive
the feature vectors for a pair of images as inputs and output a
measure of 1image similarity for the pair of 1images. This
measure of 1mage similarity can be used, for example, to
identily 1mages that are responsive to query images or other
search queries.

In some 1mplementations, the 1image similarity model 1s
trained based, 1n part, on an analysis of feature vectors for
unlabeled 1mages—e.g., 1mages for which image similarity
information has not been received from users—and a ranking
of 1mage similarity between the unlabeled images. For
example, assume that a reference 1image R 1s selected for an
image triplet, and that a distance between the feature vectors
of each of the other images A and B and the feature vector for
the reference image R 1s determined. Using this distance
information, one of the images, e.g., image A, can be 1denti-
fied as being more similar than the other image, e.g., image B,
to the reference image R and images A and B are ranked based
on their similarnty to the reference image R. Additional image
triplets can also be analyzed 1n a similar fashion to that
described above, and the image similarity model 1s then
trained using machine learning techniques based on the fea-
ture vectors for the images and the ranking information.

The image similarity model 1s then used to determine mea-
sures ol similarity for triplets of labeled images—e.g., images
for which 1mage similarity information has been recerved.
The measures of similarity that are output from the model are
compared to the image similarity information that has been
provided by the users, and the image similarity model can be
selectively adjusted based on the comparison. For example,
assume that the output of the image similarity model may
indicate that image A 1s more similar than 1mage B to image
R. In this example, 1 the image similarity information from
the users, referred to as similarity feedback, indicates that
image B 1s more similar than image A to image R, the image
similarity model can be adjusted to increase the likelihood
that future outputs of the 1image similarity model will match
the similanty feedback for the triplet. This process 1s per-
formed on an 1terative basis using many different triplets of
labeled 1mages to fine tune the model.

FIG. 1 1s a block diagram 100 illustrating an example
technique by which image similarity 1s evaluated. As 1illus-
trated by FIG. 1, each 1teration of the example technique can
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be performed for a different image triplet. Each image triplet
1s a set of three 1mages, and one of the images 1s designated as
a reference 1mage 102. The reference image 102 1s an image
to which the other images 1n the 1mage triplet, e.g., image A
104 and image B 106, will be compared to determine mea-
sures ol similarity. However, any of the images in the triplet
can be selected as the reference image 102.

The measures of similarity will be evaluated, at least 1n
part, based on feature vectors 108, 110, and 112 for the
images 102, 104, and 106 in the triplet. For example, distance
QA 114 canrepresent a distance between feature vector A 108
for image A 104 and feature vector R 110 for the reference
image 102 can be used as a measure of similarity between
image A 104 and the reference image 102. Sumilarly, distance
(OB 116 can represent a distance between feature vector B 112
for image B 106 and feature vector R 110 for the reference
image 102. The distance can be a Euclidean distance, a Man-
hattan distance, a cosine distance, a per-feature value dis-
tance, or another measure of distance between the feature

vectors. Generally, the similarity between two 1mages
increases as the distance between the feature vectors
decreases.

A distance ranking 118 1s a ranked order of image A 104
and 1mage B 106, and the order in which the images are
ranked 1s determined based on the distance QA 114 and the
distance QB 116. For example, 1f the distance QA 114 1s
smaller than the distance QB 116, image A 104 will be ranked
higher than 1mage B 106, such that the ranking of the images
represents a relative measure of similarity for each of image A
104 and image B 106 relative to the reference image 102. This
measure of similarity can be used to train an image similarity
model, as described below.

FIG. 2 1s a block diagram of an example data tflow 200 for
training an image similarity model. The data flow 200 begins
with an 1mage similarity apparatus 202 recerving unlabeled
image data 204 from an unlabeled image data store 206, e.g.,
a data store that stores the unlabeled 1image data. The unla-
beled image data 204 are data representing unlabeled images.
The unlabeled 1image data for a particular image can include
all of the data that represent the image or a proper subset of the
data that represent the image. As used throughout this docu-
ment, the term unlabeled 1mage 1s used to refer to an 1image
with which an 1image similarity model 1s trained independent
of similarity feedback—i.e., data indicative of user specified
measures of visual similarity between two or more of the
labeled images—tor the image. For example, similarity feed-
back may not be stored for the unlabeled 1images, or 11 simi-
larity feedback has been stored for the unlabeled 1mages, 1t
may not be considered when 1nitially training the image simi-
larity model, but may be subsequently considered to adjust
the image similarity model, as described in more detail below.

The 1mage similarity apparatus 202 uses the unlabeled
image data 204 to group the unlabeled 1mages nto a set of
unlabeled image triplets 208. For example, the image simi-
larity apparatus 202 may group images 1A1, IB1, and IR1 into
unlabeled image triplet 210 and group 1mages IAn, IBn, and
IRn mto another unlabeled 1mage triplet 212. One of the
images 1n each of the unlabeled 1image triplets will be desig-
nated as the reference image 102, e.g., image IR1, to which
cach of the other images, e.g., images 1Al and IB1, 1n the
unlabeled 1mage triplet will be evaluated to determine mea-
sures of similarity between the reference image 102 and each
of the other 1mages.

The 1image similarity apparatus 202 obtains a set of 1mage
teature vectors 214 for the unlabeled image triplets. For
example, the image similarity apparatus 202 may obtain the
image feature vectors FVA1, FVBI1, and FVRI1 for the images
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in unlabeled 1mage triplet 210, and also obtain the image
teature vectors FVAn, FVBn, and FVRn for the images in the
unlabeled 1mage triplet 212. As described above, the feature
vector for each 1image specifies feature values for the image,
and the feature values are indicative of a visual feature of the
image. In some implementations, the image features can
include color, texture, edges and other characteristics of a
portion of the 1mage.

The image similarity apparatus can obtain the feature vec-
tors 208, for example, using an autoencoder that extracts the
feature vectors, as described 1n more detail with reference to
FIG. 3. Alternatively, or additionally, the content features can
be extracted using feature extraction techniques such as prin-
cipal component analysis, scale-invariant feature transform,
edge detection, corner detection and/or geometric blur. Image
features can be extracted, for example, at two or more 1mage
scales so that similarities between 1images at different visual
scales can be more accurately determined.

The image similarity apparatus 202 can also obtain some or
all of the feature vectors 208 from the unlabeled 1mage data
204 that 1s recerved from the unlabeled 1image data store 206
or from another source. For example, each of the feature
vectors 208 may have been previously extracted and stored in
the unlabeled 1image data store 206 with a reference to and/or
indexed according to the image from which the feature vector
was extracted.

The image similarity apparatus 202 uses the set of feature
vectors 214 to obtain a set of distance measures 216. In some
implementations, the image similarity apparatus 202 deter-
mines a distance measure for each of the unlabeled 1mage
triplets. For example, the image similarity apparatus 202 can
use the feature vectors FVA1 and FVR1 to compute a distance
dA1R1 that represents a distance between the feature vector
for image IA1 and the feature vector for reference 1mage IR1.
Similarly, the image similarity apparatus 202 can use the
feature vectors FVB1 and FVR1 to compute a distance
dB1R1 that represents a distance between the feature vector
for image IB1 and the feature vector for reference image IR1.
In some 1implementations, the image similarity apparatus 202
determines each distance according to relationship (1).

AR 1) = Y N O v 4k (1

where,

d(IR,Ix) 1s the distance between the reference 1image and
image Ix;

IR 1s the reference 1image for the unlabeled 1image triplet;

Ix 1s one of the non-reference 1mages in the unlabeled
image triplet;

i is the i” term of the feature vector, where i is an integer;

7, is a weight factor for i” term;

v, is a feature value for the i term; and

k 1s a constant that can be selected to prevent a root value of
ZEro.

Using the set of distance values 216, the image similarity
apparatus 202 determines a set of similarity rankings 218.
The set of similarity rankings 218 can include a similarity
ranking for each unlabeled 1mage triplet 1n the set of unla-
beled 1mage triplets 212. For example, the image similarity
apparatus 202 can determine similarity ranking SR1 using the
distance values dA1R1 and dB1R1 that were determined for
unlabeled image triplet 210. Similarly, the 1mage similarity
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apparatus 202 can determine similarity ranking SRn using the
distance values dAnRn and dBnRn that were determined for
unlabeled image triplet 212.

The similanty ranking for each unlabeled image triplet can
be determined, for example, based on which of the images in
the unlabeled 1mage triplet 1s more similar to the reference
image 1n the unlabeled 1mage triplet. The image having the
lower distance measure relative to the reference image 1s
selected as being more similar to the reference 1image, and 1s
therefore ranked as being more similar to the reference image.
In some 1mplementations, the ranking can be determined
based on the classification of one of the 1images 1n the unla-
beled 1mage triplet as being more similar to the reference
image than the other image. For example, assume that the
distance dA1R1 between image 1Al and the reference 1mage
IR1 was determined to be 0.50, and that the distance dB1R1
between 1image IB1 and the reference image IR1 was deter-
mined to be 0.72. In this example, image IA1 would have a
higher similarity ranking than the image IB1. Therelore,
image IA1 would be considered more similar than 1image 1B1
to the reference image IR1.

The image similarity apparatus 202 uses the set of similar-
ity rankings 218 to train an image similarity model 220. The
image similarity model 220 1s trained independent of simi-
larity feedback for the unlabeled 1images. For example, simi-
larity feedback may not be stored for the unlabeled images or
if similarity feedback has been stored for the images, 1t may
not be considered when training the 1mage similarity model
220, but may be subsequently considered to adjust the image
similarity model 220.

The mmage similarity 220 model can be trained, for
example, using machine learning techniques that receive the
set of feature vectors 214 and the set of similarity rankings
218 and output a weighted feature vector that represents the
image similarity model 220. The weighted feature vector
includes weight values that correspond to one or more feature
values. Each weight value 1s a value that 1s indicative of the
importance of the corresponding feature value for evaluating
image similarity. For example, when a weight value that
corresponds to a particular feature value 1s higher than the
weight value that corresponds to another feature value, 1t 1s an
indication that the particular feature value 1s more important
than the other feature value for evaluating image similarity.

The image similarity apparatus 202 can adjust the similar-
ity model 220 using a set of labeled images and similarity
teedback for the labeled 1mages. As used throughout this
document a labeled 1mage 1s an image having similarity feed-
back that 1s used to adjust an image similarity model—e.g., an
image similarity model that was nitially trained using unla-
beled images. As discussed above, similarity feedback 1s data
indicative of user specified measures of visual similarity
between two or more of the labeled 1mages. In some 1mple-
mentations, the similarity feedback can be explicit feedback
provided by users indicating which of a pair of images 1s more
similar to a reference 1mage. For example, a user can be
provided with an 1image triplet that includes a reference image
and two other images, and the user can be asked to specity
which of the other 1mages 1s more visually similar to the
reference 1mage. The user’s response, e.g., the similarity
teedback, can be received by the image similarity apparatus
202, and stored 1n a labeled image data store with a reference
to the image triplet that was provided to the user.

Similarity feedback for a particular image triplet can be
received from many different users and the results of that
similarity feedback can be aggregated to make a determina-
tion of which of the images 1n the image triplet 1s more similar
to the reference image. Similanity feedback data can be
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received for many different image triplets, such that the image
triplets and the similarity feedback can be used to test the
accuracy ol the mmage similarity model 220 and/or make
adjustments to the 1mage similarity model 220.

In some 1implementations, the image similarity apparatus
202 obtains labeled image data 222 from the labeled image
data store 224. The labeled image data 222 can include, for
example, the 1mages for one or more different image triplets
for which similarity feedback 1s available and the labeled
image data 222 can include the similarity feedback.

The image similarity apparatus 202 extracts a set of feature
vectors from the labeled images 1n a manner similar to that by
which the feature vectors for the unlabeled images were
extracted. For example, the image similarity apparatus 202
can extract feature vector FVAa for an image Aa, feature
vectors FVBa for image Ba, and FVRa for reference image
Ra. The image similarity apparatus 202 inputs the extracted
feature vectors and the similarnity feedback SFa for the image
triplet that includes 1mages Aa, Ba, and Ra into the image
similarity model 220. The image similarity apparatus 202 can
also mput additional feature vectors, e.g., FVAx, FVBXx,
FVRx, and similarity feedback, e.g., SFx, for other image
triplets into the 1mage similarity model 220. The feature vec-
tors and the similarity feedback that are input to the image
similarity model 220 are referred to collectively as labeled
data 226.

Using the feature vectors from the labeled data 226, the
image similarity model 220 determines a set of distances 228
that includes a distance between the reference 1mage for each
image triplet and the other images that are included 1n the
image triplet with the reference 1image. For example, a func-
tion ol the similarity model 220 and each of the feature
vectors can be used to output a value indicative of the relative
distances between the reference 1image and each of the other
images 1n the triplet. The image similarity apparatus 202 uses
the distances to rank the 1images 1n each of the image triplets
based on their respective similarity to, e.g., distance from, the
reference 1image, as described above. In turn, the image simi-
larity apparatus 202 determines 1f the ranking matches or
differs from information provided by the similarity feedback.

For example, assume that the similarity feedback and the
ranking both indicate that a same particular 1mage, e.g.,
image A, 1n a particular image triplet 1s more similar to the
reference image, e.g., relative to the similanty between image
B and the reference image. In this example the ranking
matches the information provided by the similarity feedback,
such that the image similarity model 1s considered to have
accurately ranked, or classified, the images 1n the 1mage trip-
let.

However, when the similarity feedback indicates that
image B 1s the image that 1s more similar to the reference
image, while the ranking indicates that image A 1s more
similar to the reference image, the ranking differs from the
information provided by the similarity feedback. Therelore,
the image similarity model 220 1s considered to have 1naccu-
rately ranked, or classified, the images 1n the image triplet. In
response to determining that the ranking differs from the
information provided by the similarity feedback, the image
similarity apparatus 202 can adjust one or more weighted
values to create an adjusted 1image similarity model 230. The
data flow 200 can iteratively repeat to continue to fine tune an
image similarity model and to create different image similar-
ity models.

FI1G. 3 1s a flow chart of an example process 300 for training,
an 1mage similarity model. The process 300 can be imple-
mented, for example, using the image similarity apparatus
202 of FIG. 2, or another data processing apparatus. The
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process 300 can also be implemented as instructions stored on
computer storage medium such that execution of the mstruc-
tions by data processing apparatus cause the data processing
apparatus to perform the operations of the process 300.

An 1mage feature vector 1s obtained for each image 1n a set
of images (302). In some implementations, each image fea-

ture vector specifies feature values for one of the images. As
described above, each of the feature values 1s indicative of a
visual feature of the image.

In some implementations, an autoencoder can be used to
obtain the 1mage feature vectors. An autoencoder 1s a neural
network that includes at least 3 layers. For example, an
autoencoder can include an 1input layer that maps pixels of the
image, one or more hidden layers that encodes the pixels of
the 1mage, and an output layer from which the image can be
reconstructed. Once the autoencoder has been trained, the
activations of the hidden layers can be used as feature values
for evaluating image similarity for an 1mage triplet. An
example autoencoder training process 1s provided below, but
other training processes can also be used.

In some implementations, an autoencoder can be trained
using any color images that are available irrespective of
whether similarity feedback has been recerved for the images.
Each of the images can be “resized” by representing each
image with a same fixed dimensional representation. For
example, an N xN,x3, e.g., 32x32x3, representation of each
image can be determined using a resizing algorithm, such as
the Lanczos resampling algorithm. In this example, each
pixel of the resized 1images can be converted from a [0 255]
representation to a [0 1] representation.

In some implementations, a portion of each of the images 1s
sampled for further analysis, and each of the sampled portions
1s referred to as a patch. For example, multiple N xN _x3, e.g.,
Sx3x3, patches can be sampled from different various loca-
tions of an 1image. ZCA Whitening can be performed on the
patches to reduce the correlations between pixels and to
reduce the difference between the variances for the dimen-
sions. The ZCA whitening can be performed, for example, by
computing the covariance matrix X for the patches, and com-
puting the eigenvector decomposition ol the covariance
matrix 2 to obtain a matrix ot eigenvectors U, and a diago-
nal matrix of eigenvalues A, where ZZUPCQAUPCQT .

A ZCA whitening transform matrix can then be con-
structed according the relationship (2).

pea{A + E)% Ul (2)

pca

UE_'{:G —

where,

U__ 1s the ZCA whitening transform matrix;

U, .. 1s the principal component analysis transform matrix;

A 1s the diagonal matrix of eigenvalues;

€ 1s a smoothing term that reduces noise variance; and

Ume 1s the transpose of the principal component analysis
transform matrix.

The ZCA whitening transform matrix can then be applied
to each patch, and the output can be used to train the autoen-
coder. For example, a minFunc process can be performed
using a 1-BFGS—Broyden-Fletcher-Goldfarb-Shanno func-
tion—and can be performed over many different patches to
determine the hidden layers for the autoencoder, which can
then be used to extract features of the images 1n the set.

In some implementations, the autoencoder 1s applied to
unlabeled 1mage triplets that are selected from the set of

images. Each unlabeled image triplet includes a reference
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image and two unlabeled images. Prior to extracting features
from the images i an unlabeled 1mage triplet using the
autoencoder, each 1image can be resized to an N, xIN,x3 rep-
resentation of the image, as discussed above. The hidden
layers of the autoencoder are then convolutionally applied to
cach of the resized images to obtain a response map that 1s
smaller than the unlabeled 1image triplet. Spatial pooling can
also be used to reduce the dimensionality of the feature vec-
tors for the images. For example, either mean pooling or max
pooling can be used to summarize each N, xIN, block of the
response map. The size of the pooled response map will be
N,.=(N,-No+1)/N,. The extracted feature vector for each of
the images will be a concatenation of each pooled response
map for the image, such that the length of each extracted
teature vector will be N,xN,xN,  where N, 1s a length of the
vector representing the hidden layer.

First measures of image similarity are determined for unla-
beled images (304). In some implementations, each first mea-
sure ol 1mage similarity 1s a measure of 1mage similarity
between each of a plurality of unlabeled 1images from the set
and a reference 1mage. For example, the first measure of
image similarity for a particular image triplet can specily
which image 1n the triplet 1s more similar to areference image
triplet, as described above with reference to FIG. 2.

The first measure of 1mage similarity can be based on the
teature vectors for the reference 1mage in an unlabeled 1mage
triplet and the feature vectors for the other two unlabeled
images 1n the unlabeled 1image triplet. In some 1implementa-
tions, the first measure of 1mage similarity can be based on a
distance between the feature vector for reference 1mage and
the feature vector for each of the other unlabeled images in the
unlabeled 1image triplet, as described above with reference to
FIG. 2. For example, an image having a first feature vector
that 1s closer to the feature vector of the reference 1mage 1s
considered to be more visually similar than another image
having a second feature vector that 1s farther from the feature
vector of the reference image than the first feature vector.

In some implementations, the measure of image similarity
1s determined 1ndependent of first similarity feedback that
may have been obtained for two or more of the images 1n the
unlabeled 1mage triplet. For example, a measure of image
similarity can be determined based solely on the 1mage fea-
ture vectors or the images 1n the unlabeled 1mage triplet even
if similarity feedback has been received for at least a pair of
the images in the unlabeled image triplet. As described above,
the similarity feedback 1s data indicative of user specified
visual similarity between one or more of the unlabeled
images and the first reference image.

The unlabeled 1mages are ranked based on the first mea-
sures ol image similarity (306). In some implementations, the
ranking 1s performed by classilying one of the two unlabeled
images as being more visually similar to the reference image.
For example, the unlabeled image that 1s classified as being
more visually similar to the reference image can be the unla-
beled image 1n the unlabeled 1mage triplet having the feature
vector that 1s closest—e.g., among 1mages 1n that unlabeled
image triplet—to the feature vector for the reference image.

A weighted feature vector 1s generated based on the feature
vectors for the unlabeled images and the ranking (308). As
described above, the weighted feature vector includes a num-
ber of different weight values that are each indicative of the
importance of a corresponding feature value for determining
visual similarity between two 1images.

In some implementations, the weighted feature vector 1s
generated from an mitial weighted vector. The nitial
weilghted vector can be, for example, a vector 1n which one or
more of the weight values has been 1nitialized to a baseline
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value, e.g., 0.0 or another baseline value. Using machine
learning techniques, relationships between particular image
feature values and the ranking of the 1images can be analyzed
to adjust the weight values of the mitial weighted vector.

For example, the imitial weighted vector and the feature
vectors for each unlabeled 1image that was ranked, or classi-
fied, based on 1ts similarity to a reference image can be
instantiated 1n an n-dimensional space, and the 1nitial
weighted vector can be adjusted to maximize a distance
between the weighted vector and each of the image feature
vectors for “more similar images” and the image feature
vectors for “less similar 1images.” As used herein, a “more
similar image” refers to an 1image 1n an 1mage triplet that was
identified as being more similar to the reference image for the
image triplet than the other image in the image triplet. A “less
similar 1image” refers to the other image 1n the 1image triplet
that was not identified as being more similar to the reference
image. The adjustment of the weighted vector can be per-
formed independent of similarnity feedback data that may
exist for the images.

Second measures ol 1mage similarity are determined for
labeled images (310). In some implementations, each second
measure of 1mage similarity 1s a measure of 1mage similarity
between a labeled image from the set and a reference image.
The second measures of image similarity are determined for
labeled 1mage triplets that have been selected to include a
reference 1mage and two labeled 1mages. For example, the
second measure of 1image similarity for a particular labeled
image triplet can specily which labeled image 1n the triplet 1s
more similar to the reference 1image for triplet.

The second measure of image similarity can be determined
based on the weighted feature vector and the feature vectors
for the labeled images 1n the labeled 1image triplet that were
not designated as the reference image for the labeled image
triplet. For example, the output of a function, such as a dot
product, of the weighted feature vector and the feature vector
for each of the labeled images 1n the labeled image triplet can
be determined. In some 1mplementations, the second mea-
sures of 1mage similarity can be determined independent of
similarity feedback indicative of user specified visual simi-
larity between one or more of the labeled images and the
second reference 1image.

The labeled images 1n each labeled image triplet are ranked
based on the second measures of 1image similarity (312). In
some 1mplementations, the ranking 1s performed by classify-
ing, based on the output a function of the weighted feature
vector and the feature vectors for the two labeled images, one
of the two labeled images as being more visually similar than
the other labeled 1image to the reference image.

A determination 1s made whether the ranking, or classifi-
cation, of the labeled images matches a second ranking of the
labeled 1images (314). In some implementations, the second
ranking 1s based on the similarity feedback for the labeled
image triplets. For example, the second ranking may specity,
based on similarity feedback from multiple users, which of
the two labeled 1images 1n a particular labeled image triplet 1s
considered more similar to the reference 1mage. This user
speciflied ranking can be compared to the ranking that 1s based
on the second 1mage similarity measures, and 1f there 1s a
disparity between the two rankings, the rankings can be deter-
mined to not match.

For example, assume the similarity feedback for a particu-
lar labeled 1mage triplet, e.g., a labeled 1mage triplet that
includes images A, B, and R, indicates that the image from the
triplet that 1s most similar to the reference image R 1s image A,
but that the ranking based on the second image similarity
measure indicates that the similarity between image B and




US 9,275,310 B2

11

image R 1s greater than the similarity between images A and
R. In this example, the ranking that was based on the second
image similarity measure would not match a separate ranking
that was based on the similarity feedback.

The weighted feature vector 1s adjusted in response to
determining that the two rankings of the images don’t match,
the weighted feature vector 1s adjusted (316). In some 1mple-
mentations, the weighted feature vector can be adjusted so
that the likelihood of the two rankings matches 1s increased
tollowing the adjustment.

For example, the feature weights of the feature vector can
be iteratively adjusted, and after each 1iteration, the output of
the function of the adjusted weighted feature vector and the
feature vectors of the two labeled images can again be
obtained. If the adjustment, e.g., an increase, to one or more
feature weights changes the output 1n such a manner that
image A 1s more likely to be ranked as the more similar image,
the one or more feature weights can continue to be adjusted in
the same direction, e.g., further increased, i subsequent
iterations. Otherwise, the one or more feature weights can be
adjusted 1n an opposite direction, e.g., decreased, and the
output can again be analyzed as described above. The iterative
adjustment of feature weights can continue for a pre-specified
number of iterations or until the amount of change in the
output from one iteration to another 1s less than a threshold
value.

FIG. 4 1s block diagram of an example computer system
400 that can be used to perform operations described above.
The system 400 includes a processor 410, a memory 420, a
storage device 430, and an 1mput/output device 440. Each of
the components 410, 420, 430, and 440 can be 1ntercon-
nected, for example, using a system bus 450. The processor
410 1s capable of processing istructions for execution within
the system 400. In one implementation, the processor 410 1s
a single-threaded processor. In another implementation, the
processor 410 1s a multi-threaded processor. The processor
410 1s capable of processing instructions stored in the
memory 420 or on the storage device 430.

The memory 420 stores information within the system 400.
In one implementation, the memory 420 1s a computer-read-
able medium. In one implementation, the memory 420 1s a
volatile memory unit. In another implementation, the
memory 420 1s a non-volatile memory unat.

The storage device 430 1s capable of providing mass stor-
age for the system 400. In one implementation, the storage
device 430 1s a computer-readable medium. In various differ-
ent implementations, the storage device 430 can include, for
example, a hard disk device, an optical disk device, a storage
device that 1s shared over a network by multiple computing
devices, e.g., a cloud storage device, or some other large
capacity storage device.

The mput/output device 440 provides iput/output opera-
tions for the system 400. In one implementation, the mnput/
output device 440 can include one or more of a network
interface devices, e.g., an Ethernet card, a serial communica-
tion device, e.g., and RS-232 port, and/or a wireless interface
device, e.g., and 802.11 card. In another implementation, the
input/output device can mclude driver devices configured to
receive mput data and send output data to other input/output
devices, e.g., keyboard, printer and display devices 460.
Other implementations, however, can also be used, such as
mobile computing devices, mobile communication devices,
set-top box television client devices, efc.

Although an example processing system has been
described 1 FIG. 4, implementations of the subject matter
and the functional operations described 1n this specification
can be implemented in other types of digital electronic cir-
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cuitry, or 1 computer software, firmware, or hardware,
including the structures disclosed 1n this specification and
their structural equivalents, or in combinations of one or more
of them.

Implementations of the subject matter and the operations
described 1n this specification can be implemented 1n digital
clectronic circuitry, or 1n computer software, firmware, or
hardware, including the structures disclosed 1n this specifica-
tion and their structural equivalents, or 1n combinations of one
or more of them. Implementations of the subject matter
described in this specification can be implemented as one or
more computer programs, €.g., one or more modules of com-
puter program 1nstructions, encoded on computer storage
medium for execution by, or to control the operation of, data
processing apparatus. Alternatively or 1n addition, the pro-
gram 1nstructions can be encoded on an artificially-generated
propagated signal, e.g., a machine-generated electrical, opti-
cal, or electromagnetic signal, that 1s generated to encode
information for transmission to suitable receiver apparatus
for execution by a data processing apparatus. A computer
storage medium can be, or be included 1n, a computer-read-
able storage device, a computer-readable storage substrate, a
random or serial access memory array or device, or a combi-
nation of one or more of them. Moreover, while a computer
storage medium 1s not a propagated signal, a computer stor-
age medium can be a source or destination of computer pro-
gram 1nstructions encoded 1n an artificially-generated propa-
gated signal. The computer storage medium can also be, or be
included 1n, one or more separate physical components or
media e.g., multiple CDs, disks, or other storage devices.

The operations described in this specification can be imple-
mented as operations performed by a data processing appa-
ratus on data stored on one or more computer-readable stor-
age devices or received from other sources.

The term “data processing apparatus” encompasses all
kinds of apparatus, devices, and machines for processing
data, including by way of example a programmable proces-
sor, a computer, a system on a chip, or multiple ones, or
combinations, of the foregoing The apparatus can include
special purpose logic circuitry, e.g., an FPGA “field program-
mable gate array” or an ASIC “application-specific integrated
circuit”. The apparatus can also 1include, 1n addition to hard-
ware, code that creates an execution environment for the
computer program in question, e.g., code that constitutes
processor firmware, a protocol stack, a database management
system, an operating system, a cross-platform runtime envi-
ronment, a virtual machine, or a combination of one or more
of them. The apparatus and execution environment can real-
1ze various different computing model infrastructures, such

as web services, distributed computing and grid computing
infrastructures.

A computer program—also known as a program, soitware,
soltware application, script, or code—can be written 1n any
form of programming language, including compiled or inter-
preted languages, declarative or procedural languages, and 1t
can be deployed 1n any form, including as a stand-alone
program or as a module, component, subroutine, object, or
other unit suitable for use 1 a computing environment. A
computer program may, but need not, correspond to afilen a
file system. A program can be stored in a portion of a file that
holds other programs or data e.g., one or more scripts stored
in a markup language document, 1n a single file dedicated to
the program 1n question, or 1n multiple coordinated files e.g.,
files that store one or more modules, sub-programs, or por-
tions of code. A computer program can be deployed to be
executed on one computer or on multiple computers that are
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located at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described 1n this specifica-
tion can be performed by one or more programmable proces-
sOors executing one or more computer programs to perform
actions by operating on mput data and generating output. The
processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, e.g., an FPGA “field programmable gate array™ or
an ASIC “application-specific integrated circuit”.

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive 1structions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions 1n accor-
dance with 1nstructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to recerve data from or
transier data to, or both, one or more mass storage devices for
storing data, €.g., magnetic, magneto-optical disks, or optical
disks. However, a computer need not have such devices.
Moreover, a computer can be embedded in another device,
¢.g., amobile telephone, a personal digital assistant “PDA™, a
mobile audio or video player, a game console, a Global Posi-
tioming System “GPS” receiver, or a portable storage device
¢.g., a universal serial bus “USB” flash drive, to name just a
tew. Devices suitable for storing computer program instruc-
tions and data include all forms of non-volatile memory,
media and memory devices, including by way of example
semiconductor memory devices, e.g., EPROM, EEPROM,
and flash memory devices; magnetic disks, e.g., internal hard
disks or removable disks; magneto-optical disks; and CD-
ROM and DVD-ROM disks. The processor and the memory
can be supplemented by, or incorporated 1n, special purpose
logic circuitry.

To provide for interaction with a user, implementations of
the subject matter described in this specification can be
implemented on a computer having a display device, e.g., a
CRT *““cathode ray tube” or LCD *“liquid crystal display”™
monitor, for displaying information to the user and a key-
board and a pointing device, e.g., a mouse or a trackball, by
which the user can provide input to the computer. Other kinds
of devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
teedback, or tactile feedback; and mput from the user can be
received 1 any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and recerving documents from a device
that 1s used by the user; for example, by sending web pages to
a web browser on auser’s client device 1n response to requests
received from the web browser.

Implementations of the subject matter described 1n this
specification can be implemented 1n a computing system that
includes a back-end component, e.g., as a data server, or that
includes a middleware component, e.g., an application server,
or that includes a front-end component, e.g., a client com-
puter having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any com-
bination of one or more such back-end, middleware, or front-
end components. The components of the system can be inter-
connected by any form or medium of digital data
communication, €.g., a communication network. Examples
of communication networks include a local area network

10

15

20

25

30

35

40

45

50

55

60

65

14

“LAN” and a wide area network “WAN”’, an inter-network,
¢.g., the Internet, and peer-to-peer networks, e.g., ad hoc
peer-to-peer networks.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other. In some implementa-
tions, a server transmits data—e.g., an HTML page—+to a
client device, e.g., for purposes of displaying data to and
receiving user mput from a user interacting with the client
device. Data generated at the client device—e.g., a result of
the user interaction—can be received from the client device at
the server.

While this specification contains many specific implemen-
tation details, these should not be construed as limitations on
the scope of this document or of what may be claimed, but
rather as descriptions of features specific to particular imple-
mentations. Certain features that are described 1n this speci-
fication 1n the context of separate implementations can also be
implemented in combination in a single implementation.
Conversely, various features that are described 1n the context
of a single implementation can also be implemented 1n mul-
tiple implementations separately or 1n any suitable subcom-
bination. Moreover, although features may be described
above as acting in certain combinations and even initially
claimed as such, one or more features from a claimed com-
bination can in some cases be excised from the combination,
and the claimed combination may be directed to a subcom-
bination or variation of a subcombination.

Similarly, while operations are depicted 1n the drawings in
a particular order, this should not be understood as requiring
that such operations be performed 1n the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system compo-
nents in the implementations described above should not be
understood as requiring such separation 1n all implementa-
tions, and 1t should be understood that the described program
components and systems can generally be integrated together
in a single software product or packaged 1into multiple sofit-
ware products.

Thus, particular implementations of the subject matter
have been described. Other implementations are within the
scope of the following claims. In some cases, the actions
recited 1n the claims can be performed 1n a different order and
still achieve desirable results. In addition, the processes
depicted 1n the accompanying figures do not necessarily
require the particular order shown, or sequential order, to
achieve desirable results. In certain implementations, multi-
tasking and parallel processing may be advantageous.

What 1s claimed 1s:

1. A method comprising:

ranking, based on a first measure of visual similarity of

cach unlabeled 1mage to a first reference 1mage, unla-
beled images 1n a set of 1images that includes at least two
unlabeled 1images;
generating a weighted feature vector based on visual fea-
tures of the unlabeled 1images and the ranking;

identifying, from the set of images, a subset of labeled
images that includes a second reference 1mage and at
least two labeled 1mages;

determining, by one or more computers and based on the

visual features of the at least two labeled images and the
welghted feature vector, a second measure of visual
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similarity between the second reference image and each
of the at least two labeled images, the second measure of
visual similarity being determined independent of simi-
larity feedback data indicative of user specified visual
similarity between the second reference image and each
of the at least two labeled 1mages;
ranking, by one or more computers, the at least two labeled
images based on the second measure of visual similarity
associated with each of the labeled images;

determining, by one or more computers, that the ranking of
the labeled 1images does not match a second ranking of
the labeled images based on the similarity feedback
data; and

adjusting, by one or more computers, the weighted feature

vector 1n response to the determination that the ranking
does not match the second ranking and based on the
similarity feedback data.

2. The method of claim 1, further comprising;

selecting, from the set of 1images, a plurality of first image

triplets that each include a triplet reference 1mage and
two unlabeled 1images;

determining, for each first image triplet, a distance between

feature vectors of the unlabeled 1images and a feature
vector for the triplet reference 1mage; and

selecting subsets of unlabeled 1mages based, at least 1n

part, on the distance for each first image triplet.
3. The method of claim 2, wherein ranking the unlabeled
images comprises classitying, for each of the first image
triplets, one of the two unlabeled 1mages as being more visu-
ally similar to the first reference 1mage, the classification
being performed independent of the similarity feedback data.
4. The method of claim 3, wherein generating a weighted
feature vector comprises determining, based on the feature
vectors and the classifications, weight values for a weighted
feature vector, each weight value being indicative of an
importance of a feature value for determining visual similar-
ity between two 1mages, the determination being performed
independent of the similarity feedback data.
5. The method of claim 4, wherein determining weight
values comprises:
initializing one or more of the weight values 1n the
weilghted feature vector to a baseline value; and

adjusting, for one or more of the initialized weight values,
the baseline value based on the classification of the
unlabeled 1mages and the feature vectors for the unla-
beled images, the adjustment being performed indepen-
dent of the similarity feedback data.

6. The method of claim 2, further comprising selecting a
plurality of second image triplets from the set of images, each
second 1mage triplet including the second reference 1image
and two labeled images.

7. The method of claim 6, wherein ranking the labeled
images comprises classiiying, for each of the second image
triplets, one of the two labeled images as being more visually
similar to the second reference image, the classification being
based on a function of the weighted feature vector and the
image feature vectors for the two labeled 1images, the classi-
fication being performed independent of the similarty feed-
back data.

8. A non-transitory computer storage medium encoded
with a computer program, the program comprising nstruc-
tions that when executed by one or more data processing,

apparatus cause the one or more data processing apparatus to
perform operations comprising:
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ranking, based on a first measure of visual similarity of
cach unlabeled 1mage to a first reference 1mage, unla-
beled images 1n a set of images that includes at least two
unlabeled 1images;
d generating a weighted feature vector based on visual fea-
tures of the unlabeled 1images and the ranking;
identifying, from the set of images, a subset of labeled
images that includes a second reference 1image and at
least two labeled 1mages;

determining, based on the visual features of the at least two

labeled images and the weighted feature vector, a second
measure of visual similarity between the second refer-
ence 1mage and each of the at least two labeled images,
the second measure of visual similarity being deter-
mined independent of similarity feedback data indica-
tive of user specified visual similarity between the sec-
ond reference image and each of the at least two labeled
1mages;

ranking the at least two labeled images based on the second

measure of visual similarity associated with each of the
labeled 1mages;

determining that the ranking of the labeled 1mages does not

match a second ranking of the labeled images based on
the similarity feedback data; and

adjusting the weighted feature vector i1n response to the

determination that the ranking does not match the sec-
ond ranking and based on the similarity feedback data.

9. The computer storage medium of claim 8, wherein the
instructions cause the one or more data processing apparatus
to perform operations further comprising:

selecting, from the set of 1mages, a plurality of first image

triplets that each include a triplet reference 1image and
two unlabeled 1images;

determining, for each first image triplet, a distance between

feature vectors of the unlabeled 1mages and a feature
vector for the triplet reference 1mage; and

selecting subsets of unlabeled images based, at least in

part, on the distance for each first image triplet.
10. The computer storage medium of claim 9, wherein
ranking the unlabeled images comprises classifying, for each
of the first image triplets, one of the two unlabeled 1mages as
being more visually similar to the first reference image, the
classification being performed independent of the similarity
teedback data.
11. The computer storage medium of claim 10, wherein
generating a weighted feature vector comprises determining,
based on the feature vectors and the classifications, weight
values for a weighted feature vector, each weight value being
indicative of an importance of a feature value for determining
visual similarity between two images, the determination
being performed independent of the similarity feedback data.
12. The computer storage medium of claim 11, wherein
determining weight values comprises:
imtializing one or more of the weight values 1n the
weilghted feature vector to a baseline value; and

adjusting, for one or more of the mitialized weight values,
the baseline value based on the classification of the
unlabeled images and the feature vectors for the unla-
beled images, the adjustment being performed indepen-
dent of the similarity feedback data.

13. The computer storage medium of claim 9, wherein the
instructions cause the one or more data processing apparatus
to perform operations further comprising selecting a plurality
65 of second 1mage triplets from the set of 1mages, each second

image triplet including the second reference image and two
labeled 1mages.
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14. The computer storage medium of claim 13, wherein
ranking the labeled images comprises classifying, for each of
the second 1mage triplets, one of the two labeled 1mages as
being more visually similar to the second reference image, the
classification being based on a function of the weighted fea-
ture vector and the 1image feature vectors for the two labeled
images, the classification being performed independent of the
similarity feedback data.

15. A system comprising:

a data storage device storing, for a set of 1mages, 1image
feature data speciiying visual features of 1images in the
set of 1images; and

one or more computers coupled to the data storage device,
the data processing apparatus including instructions that

cause the data processing apparatus to perform opera-

tions comprising:

ranking, based on a first measure of visual similarity of
cach unlabeled 1image to a first reference 1image, unla-
beled 1mages 1n a set of 1mages that includes at least
two unlabeled 1mages;

generating a weighted feature vector based on visual
teatures of the unlabeled 1images and the ranking;

identifying, from the set of images, a subset of labeled
images that includes a second reference 1image and at
least two labeled 1mages;

determining, based on the visual features of the at least
two labeled images and the weighted feature vector, a
second measure of visual similarity between the sec-
ond reference image and each of the at least two
labeled 1images, the second measure of visual similar-
ity being determined independent of similarity feed-

back data indicative of user specified visual similarity

between the second reference image and each of the at

least two labeled 1images;

ranking the at least two labeled images based on the
second measure of visual similarity associated with
cach of the labeled images;

determining that the ranking of the labeled 1mages does
not match a second ranking of the labeled 1mages
based on the similarity feedback data; and
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adjusting the weighted feature vector 1n response to the
determination that the ranking does not match the
second ranking and based on the similarnty feedback
data.

16. The system of claim 15, wherein the instructions cause
the one or more computers to perform operations further
comprising;

selecting, from the set of 1mages, a plurality of first image

triplets that each include a triplet reference 1image and
two unlabeled 1mages;

determining, for each first image triplet, a distance between

feature vectors of the unlabeled 1mages and a feature
vector for the triplet reference 1mage; and

selecting subsets of unlabeled 1images based, at least in

part, on the distance for each first image triplet.

17. The system of claim 16, wherein ranking the unlabeled
images comprises classifying, for each of the first image
triplets, one of the two unlabeled 1images as being more visu-
ally similar to the first reference image, the classification
being performed independent of the similarity feedback data.

18. The system of claim 17, wherein generating a weighted
feature vector comprises determining, based on the feature
vectors and the classifications, weight values for a weighted
feature vector, each weight value being indicative of an
importance of a feature value for determining visual similar-
ity between two 1mages, the determination being performed
independent of the similarity feedback data.

19. The system of claim 16, wherein the instructions cause
the one or more computers to perform operations further
comprising selecting a plurality of second image triplets from
the set of 1mages, each second 1mage triplet including the
second reference 1mage and two labeled 1mages.

20. The system of claim 19, wherein ranking the labeled
images comprises classiiying, for each of the second image
triplets, one of the two labeled images as being more visually
similar to the second reference image, the classification being
based on a function of the weighted feature vector and the
image feature vectors for the two labeled 1images, the classi-
fication being performed independent of the similarity feed-

back data.
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