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CLOUD-BASED PERSONAL TRAIT PROFILE
DATA

BACKGROUND

In the past, computing applications such as computer
games and multimedia applications used controllers,
remotes, keyboards, mice, or the like to allow users to
manipulate game characters or other aspects of an applica-
tion. More recently, computer games and multimedia appli-
cations have begun employing cameras and software gesture
recognition engines to provide a natural user interface
(“NUT™). With NUI, user gestures are detected, interpreted
and used to control game characters or other aspects of an
application.

Mice and other such controllers provide a well-defined
interface for iteracting with computing systems. One of the
challenges of NUI systems 1s that the interface 1s controlled
by a user’s 1nteraction with, and perception of, the 3-D space
in which they move. However, physical, societal and other
personal traits make each user at least slightly different, and
as such, different users interact with NUI systems 1n different
ways. Thus, for example, where a user’s performance of a
gesture varies from the norm, the NUI system may not under-
stand the user’s intention. While auser’s own NUI system can
be tuned over time to their personal style of interaction, the
user may have trouble interacting with NUI systems other
than their own.

Despite presenting difficulties for a NUI system, a user’s
personal traits have potential benefits which at present are not
being taken advantage of. For example, current systems go to
lengths to ensure proper authentication of users through login
protocols and passwords, but do not use the wealth of infor-
mation provided by a user’s personal traits for authentication
pUrposes.

SUMMARY

Disclosed herein 1s a system for generating, storing and
using a personal trait profile associated with a user. The per-
sonal trait profile may be generated by a first computing
environment, and then stored at a central database accessible
by a plurality of computing environments including the first
computing environment. The personal trait profile may con-
tain data relating to personal traits of a user that may be sensed
by a capture device associated with the first computing
device. These personal traits include, but are not limited to,
physical characteristics of the user such as size, shape and
hair; voice characteristics such as accent, pitch, tenor and
cadence; and gestures that the user performs 1n an atypical
mannet.

Once generated and stored, a user’s personal trait profile
data may be used for a variety of purposes. In one example, a
user’s personal trait profile data may be accessed and down-
loaded to different computing systems with which a user may
interact so that the different systems may be instantly tuned to
the user’s personal traits and manner of mteraction. In a
turther example, a user’s personal trait profile data may also
be used for authentication purposes.

In one embodiment, the current technology relates to a
method of improving a user experience with natural user
interface systems. The method includes the steps of: a)
acquiring data representing a trait of a user from a sensor of a
natural user interface associated with a first computing envi-
ronment; b) storing the trait data acquired 1n said step a) in a
location accessible to a second computing environment dis-
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2

tinct from the first computing environment; and ¢) providing
the trait data stored 1n said step b) to the second computing

environment.

In a further embodiment, the current technology relates to
a method of improving a user experience 1n a system com-
prising a plurality of computing environments, a first com-
puting environment coupled to a capture device for capturing
traits of a user. The method includes the steps of: a) generating
a personal trait profile for a user from data representing one or
more traits of the user received from the capture device; b)
storing the personal trait profile generated 1n said step a) in a
location accessible to a second computing environment dis-
tinct from the first computing environment; and c¢) providing
the personal trait profile stored 1n said step b) to the second
computing environment upon access of the second comput-
ing environment by the user.

In a further embodiment, the current technology relates to
a method of improving a user experience with the natural user
interface 1 a system comprising one or more computing
environments for gaming applications and a capture device
for providing a natural user interface. The method 1ncludes
the steps ol: a) generating a personal trait profile for a user
from data representing one or more traits of the user acquired
from a capture device associated with a computing environ-
ment; b) storing the personal trait profile acquired 1n said step
a); ¢) recelving a request for access to resources 1n a location
storing the trait data stored 1n said step b); d) acquiring data
representing one or more traits stored 1n the personal trait
profile after said step ¢) of recerving the request for access to
resources; ¢) comparing the data acquired in said step d)
against the data stored in the personal trait profile; and 1)
granting the request for access to the resources if the com-
parison of said step e) shows a match between the data
acquired 1n said step d) and the data stored in the personal trait
profile.

This Summary 1s provided to introduce a selection of con-
cepts 1n a simplified form that are further described below 1n
the Detailed Description. This Summary 1s not ntended to
identify key features or essential features of the claimed sub-
ject matter, nor 1s 1t intended to be used as an aid 1n determin-
ing the scope of the claimed subject matter. Furthermore, the
claimed subject matter 1s not limited to implementations that
solve any or all disadvantages noted 1n any part of this dis-
closure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1illustrates an example embodiment of a target
recognition, analysis, and tracking system with a user partici-
pating 1n a game.

FIG. 1B illustrates a further example embodiment of a
target recognition, analysis, and tracking system with a user
operating a graphical user interface.

FIG. 2 illustrates an example embodiment of a capture
device that may be used 1n a target recognition, analysis, and
tracking system.

FIG. 3 illustrates a network topology for implementing
embodiments of the present technology.

FIG. 4A illustrates an example embodiment of a comput-
ing environment that may be used to interpret one or more
gestures 1n a target recognition, analysis, and tracking system.

FI1G. 4B illustrates another example embodiment of a com-
puting environment that may be used to imterpret one or more
gestures 1n a target recognition, analysis, and tracking system.

FIG. 5 illustrates a skeletal mapping of a user that has been
generated from the target recognition, analysis, and tracking

system of FIG. 2.
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FIG. 6 1s a flowchart showing the generation and storage of
a personal trait profile.

FI1G. 7 1s a flowchart showing the accessing of a personal
trait profile.

FI1G. 8 1s a tflowchart of a system for authentication using a
personal trait profile.

FIG. 9 1s a block diagram of a system for recognizing user
gestures.

FIG. 10 1s a flowchart of the operation of the system for
recognizing user gestures shown in FI1G. 9.

DETAILED DESCRIPTION

Embodiments of the present technology will now be
described with reference to FIGS. 1-10, which 1n general
relate to a system for generating, storing and using a personal
trait profile associated with a given user. Once generated and
stored, a user’s personal trait profile data may be used for a
variety of purposes. In one example, a user’s personal trait
profile data may be accessed and downloaded to different
computing systems with which a user may interact so that the
different systems may be mnstantly tuned to the user’s per-
sonal traits and manner of interaction. In a further example, a
user’s personal trait profile data may also be used for authen-
tication purposes.

Referring mitially to FIGS. 1-2, the hardware for imple-
menting the present technology includes a target recognition,
analysis, and tracking system 10 which may be a NUI system
used to recognize, analyze, and/or track a human target such
as the user 18. Embodiments of the target recognition, analy-
s1s, and tracking system 10 include a computing environment
12 for executing a gaming or other application, and an audio-
visual device 16 having a display 14 for providing audio and
visual representations from the gaming or other application.
The system 10 turther includes a capture device 20 for detect-
ing position and movement of a user captured by the device
20, which the computing environment recetves and uses to
control the application. Each of these components 1is
explained 1n greater detail below.

As shown 1n FIG. 1A, 1n an example embodiment, the
application executing on the computing environment 12 may
be a bowling game that the user 18 may be playing. For
example, the computing environment 12 may use the audio-
visual display 14 to provide a visual representation of a bowl-
ing alley to the user 18. The computing environment 12 may
also use the display 14 to provide a visual representation of a
player avatar 24 that the user 18 may control with his or her
movements. For example, the user 18 may move and swing,
theirr arm to simulate bowling a bowling ball 1n physical
space, and this motion 1s mimicked by the avatar 24 to bowl a
virtual ball down the virtual bowling lane. Thus, according to
an example embodiment, the computer environment 12 and
the capture device 20 of the target recognition, analysis, and
tracking system 10 may be used to recognize and analyze the
user’s approach and arm swing in physical space so as to be
interpreted as a game control of the player avatar 24 1n game
space.

A bowling application 1s one of any number of applications
for the NUI system 10 where a user’s motion and/or position
are interpreted by the computing environment as a predefined
gesture for controlling some feature of the application. The
system 10 may also have a wide variety of predefined gestures
used as system controls which are not unique to a particular
application. For example, FIG. 1B shows a user interacting
with a graphical user interface 19 displayed on display 14.
The interface 19 1s a menu driven display, which the user 1s
able to scroll through using predefined gestures.
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4

FIG. 2 1illustrates an example embodiment of the capture
device 20 that may be used 1n the target recognition, analysis,
and tracking system 10. Further details relating to a capture
device for use with the present technology are set forth 1n
copending patent application Ser. No. 12/475,308, entitled
“Device For Identitying And Tracking Multiple Humans
Over Time,” which application 1s incorporated herein by ret-
erence 1n 1ts entirety. However, 1n an example embodiment,
the capture device 20 may be configured to capture video
having a depth image that may include depth values via any
suitable techmque including, for example, time-of-flight,
structured light, stereo 1mage, or the like. According to one
embodiment, the capture device 20 may organize the calcu-
lated depth information into “Z layers,” or layers that may be
perpendicular to a Z axis extending from the depth camera
along 1its line of sight.

As shown 1n FIG. 2, the capture device 20 may include an
image camera component 22. According to an example
embodiment, the image camera component 22 may be a depth
camera that may capture the depth image of a scene. The
depth 1image may include a two-dimensional (2-D) pixel area
of the captured scene where each pixel 1n the 2-D pixel area
may represent a length 1n, for example, centimeters, millime-
ters, or the like of an object 1n the captured scene from the
camera.

As shown 1n FIG. 2, according to an example embodiment,
the 1mage camera component 22 may include an IR light
component 24, a three-dimensional (3-D) camera 26, and an
RGB camera 28 that may be used to capture the depth image
of ascene. For example, 1in time-of-tlight analysis, the IR light
component 24 of the capture device 20 may emait an infrared
light onto the scene and may then use sensors (not shown) to
detect the backscattered light from the surface of one or more
targets and objects 1n the scene using, for example, the 3-D
camera 26 and/or the RGB camera 28.

According to another embodiment, the capture device 20
may include two or more physically separated cameras that
may view a scene from different angles, to obtain visual
stereo data that may be resolved to generate depth informa-
tion.

The capture device 20 may further include a microphone
30. The microphone 30 may include a transducer or sensor
that may receive and convert sound into an electrical signal.
According to one embodiment, the microphone 30 may be
used to reduce feedback between the capture device 20 and
the computing environment 12 in the target recognition,
analysis, and tracking system 10. Additionally, the micro-
phone 30 may be used to recerve audio signals that may also
be provided by the user to control applications such as game
applications, non-game applications, or the like that may be
executed by the computing environment 12. The capture
device 20 may further include a variety of other sensors for
sensing traits of a user in further embodiments.

In an example embodiment, the capture device 20 may
turther include a processor 32 that may be 1n operative com-
munication with the image camera component 22. The pro-
cessor 32 may include a standardized processor, a specialized
processor, a microprocessor, or the like that may execute
instructions that may include instructions for recerving the
depth 1mage, determining whether a suitable target may be
included 1n the depth image, converting the suitable target
into a skeletal representation or model of the target, or any
other suitable mnstruction.

The capture device 20 may further include a memory com-
ponent 34 that may store the istructions that may be executed
by the processor 32, images or frames ol images captured by
the 3-D camera or RGB camera, or any other suitable infor-
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mation, images, or the like. According to an example embodi-
ment, the memory component 34 may include random access
memory (RAM), read only memory (ROM), cache, Flash
memory, a hard disk, or any other suitable storage compo-
nent. As shown 1n FIG. 2, in one embodiment, the memory
component 34 may be a separate component 1n communica-
tion with the image capture component 22 and the processor
32. According to another embodiment, the memory compo-
nent 34 may be integrated into the processor 32 and/or the
image capture component 22.

As shown in FIG. 2, the capture device 20 may be 1n
communication with the computing environment 12 via a
communication link 36. The communication link 36 may be
a wired connection including, for example, a USB connec-
tion, a Firewire connection, an Ethernet cable connection, or
the like and/or a wireless connection such as a wireless
802.11b, g, a, or n connection. According to one embodiment,
the computing environment 12 may provide a clock to the
capture device 20 that may be used to determine when to
capture, for example, a scene via the communication link 36.

Additionally, the capture device 20 may provide the depth
information and 1mages captured by, for example, the 3-D
camera 26 and/or the RGB camera 28, and a skeletal model
that may be generated by the capture device 20 to the com-
puting environment 12 via the communication link 36. A
variety of known techniques exist for determining whether a
target or object detected by capture device 20 corresponds to
a human target. Skeletal mapping techniques may then be
used to determine various spots on that user’s skeleton, joints
of the hands, wrists, elbows, knees, nose, ankles, shoulders,
and where the pelvis meets the spine. Other techniques
include transforming the 1mage 1nto a body model represen-
tation of the person and transforming the image into a mesh
model representation of the person.

The skeletal model may then be provided to the computing
environment 12 such that the computing environment may
perform a variety of actions. The computing environment
may track the skeletal model and render an avatar associated
with the skeletal model on an audiovisual display 14. The
computing environment may further determine which con-
trols to perform 1n an application executing on the computer
environment based on, for example, gestures of the user that
have been recognized from the skeletal model. For example,
as shown, 1n FIG. 2, the computing environment 12 may
include a gesture recognizer engine 190 for determining
when the user has performed a predefined gesture. Gesture
recognizer engine 190 1s explained 1n greater detail hereinat-
ter.

Data and other information obtained by the system 10 may
be shared with one or more other systems and servers, such as
for example via a network topology 50 shown 1n FI1G. 3. FIG.
3 shows system 10 described above (referred to in FIG. 3 as
system 10-1), as well as a variety of other systems 10-2,
10-3, ..., 10-n, each of which may include some or all of the
components described above with respect to system 10. Each
of the systems 10-1 through 10-n (collectively referred to as
systems 10) may be connected to a central service 52 via a
network 51. As explained in greater detail below, personal
trait profile data may be collected for a user on any of the
systems 10 and stored 1n a service database 62 of service 52.

The computing environments 12 on each of the systems 10
may be the same or different computing environment, and
may for example be a multimedia console, a personal com-
puter (PC), a gaming system or console, a server, a handheld
computing device, a PDA, a mobile phone, a cloud computer,
or the like. The systems 10 may be networked to each other
and service 52 via network 351.
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Network 51 may by the Internet, but may 1n general include
for example an intranet, a personal area network (PAN), a
campus area network (CAN), a local area network (LAN), a
wide area network (WAN), a computer network, a gaming
network, or the like. The topology 50 may utilize a network
inirastructure such as client/server, peer-to-peer (as indicated
by dashed arrow 54), or hybrd architectures.

The network 51 may also represent the technology that
connects individual devices in the network, such as optical
fibre, a public switched telephone network (PSTN), a cellular
telephone network, a global Telex network, wireless LAN,
Ethernet, power line communications, or the like. Computing
environments may be connected together by wired or wireless
systems, by local networks or widely distributed networks.
Any appropriate wireless interface can be utilized for network
communications. For example, the wireless link can be 1n
accordance with the following protocols: GSM, CDMA,
UMTS, LTE, WIMAX, WIFI, ZIGBEFE, or a combination
thereolf. A network may include cloud or cloud computing. A
cloud infrastructure, for example, may include a multitude of
services delivered through data centers and built on servers.
The services may be accessible anywhere that provides
access to the networking infrastructure. The cloud may
appear to be a single point of access to the user and the
infrastructure may not be visible to a client.

The service 52 may include, 1n part, one or more servers 56,
a login service 58 and a database 62, also referred to herein as
a central database. In embodiments, the service 52 may be the
Xbox LIVE® gaming and media delivery service operated by
Microsolit Corporation, though it may be other services 1n
further embodiments. The servers 56 may include web serv-
ers and/or servers for hosting gaming or other applications to
be played by users of systems 10. The applications may
alternatively be resident on the computing environments
associated with the various systems 10. Users of systems 10
may gain access to their account records 62 via user login
service 38, which 1s used to authenticate a user on a system
10. In one example, during login, login service 38 obtains a
gamer tag (a unique identifier associated with the user) and a
password from the user, as well as a computing environment
ID that uniquely 1dentifies the system that the user 1s using.
The gamer tag and password are authenticated by comparing
them to user account records 64 1n a database 62. The data-
base 62 may be located on the same server as user login
service 38 or may be distributed on a different server or a
collection of different servers. It 1s understood that the above-
described authentication process may vary in alternative
embodiments. Any of a variety of authentication schemes
may be employed to 1dentily a user so that he or she may
connect to service 32 and access their user account records
64.

User account records 64 may include additional informa-
tion about a user, such as game records, statistics and achieve-
ments. User records may also include user profile data 66,
which may include a variety of information including contact
and other descriptive information as well as a friends list. In
accordance with the present technology, the profile data 66
may further store personal trait profile data 68 as explained
below.

The respective computing environments 12 on systems 10
may execute their own applications, but are also able to access
other computing environments on systems 10, as well as
applications executing on, or devices connected to, other
computing environments, anywhere on the network 51. Thus,
a user ol one computing environment 12 on a {irst system,
e.g., system 10-1, may use the network to share data (e.g.,
files, databases), interact with other applications, share




US 9,274,594 B2

7

devices (e.g., printers), communicate with other users (e.g.,
email, chat), etc. on one or more other systems 10. Any
number of users associated with any number of respective
local computing environments may access the same applica-
tion via the network 31.

One 1item of data which may be generated by, and shared
between, different systems 10 1s a personal trait profile 68
(abbreviated herein as PTP 68 hereinafter). The PTP 68 1s
shown stored 1n database 62 on service 52, but cached ver-
sions of PTP 68 may also be stored on respective systems 10.
The generation and composition of PTP 68 i1s explained
below, but may 1n general include any trait associated with a
given user which can be sensed by a sensor associated with a
given system 10. Diflerent systems 10 may have different
SENsors.

The network topology 50 enables any computing environ-
ment that has access to the network to access the PTP 68 from
service 52 or from the computing environment on another

system 10. Thus, a user 18 may generate data on a first system,
e.g., system 10-1, which 1s included in the PTP 68 and
uploaded to database 62 on service 32. Thereafter, the user
may move to a different location, or use a different computing,
environment in the same location, and download the PTP 68
to that computing environment. Thus, according to one
example of the present technology, a user may travel from his
or her home system to a friend’s house, or any other comput-
ing environment associated with network 51, and have access
to their PTP 68. This feature of the present technology 1s
explained 1n greater detail heremafter.

A computing environment that generates or accesses a PTP
68 may also have associated metadata relating to the comput-
ing environment properties and specifications. For example, a
computing environment may store RGB capabilities, screen
s1ze, available 1input devices, the range of the capture device,
the components of the computing environment (e.g., audio/
video capabilities), structure information, etc. The computing,
environment may use such information to modity the integra-
tion of the PTP 68 with the system and/or default gesture
information. For example, a gesture may be defined by move-
ment 1n the physical space that corresponds to movement
from a top of a display portion of the display device to a
bottom of the display portion of the display device. The user’s
PTP 68 may have been generated by a computing environ-
ment with a 60 inch display device and comprise a distance
between the top and bottom of the display portion that corre-
sponds to the distance on the 60 inch display device. On
another computing environment, such as one with a 25 inch
display device, the system may 1dentily the smaller distance
between the top and bottom of the screen such that the dis-
tance for recogmzing the gesture corresponds to the smaller
screen size. Similarly, if the physical room has a certain size,
the computing environment may include the size 1n the analy-
s1s or modification of the integration of a gesture profile with
the system and/or default gesture information. For example, 11
the user stands closer to the screen, the interpretation of the
user’s gestures may be considered 1n light of the size of the
room.

In another example, the metadata may include information
specific to the file structure of the local computing environ-
ment. For example, a first computing environment may run
programs, load a gesture profile, or store the gesture profile in
a particular location of the computing environment’s hard
drive, and a second computing environment may use a differ-
ent location. Also, a computing environment having rich
browsing capabilities may have the ability to do more with the
PTP 68 data than, for example, a mobile phone. The metadata

10

15

20

25

30

35

40

45

50

55

60

65

8

stored 1n association with the PTP 68 data adopts and opti-
mizes the PTP data for a particular device.

FIGS. 4A and 4B 1llustrate two specific examples of com-
puting environments which may exist on systems 10. In one
embodiment, the computing environment 12 described above
with respect to FIGS. 1A-2 may be a multimedia console 100,
such as a gaming console. As shown 1n FIG. 4A, the multi-
media console 100 has a central processing unit (CPU) 101
having a level 1 cache 102, a level 2 cache 104, and a flash
ROM 106. The level 1 cache 102 and a level 2 cache 104
temporarily store data and hence reduce the number of
memory access cycles, thereby improving processing speed
and throughput. The CPU 101 may be provided having more
than one core, and thus, additional level 1 and level 2 caches
102 and 104. The flash ROM 106 may store executable code

that 1s loaded during an 1nitial phase of a boot process when
the multimedia console 100 1s powered ON.

A graphics processing unit (GPU) 108 and a video
encoder/video codec (coder/decoder) 114 form a video pro-
cessing pipeline for high speed and high resolution graphics
processing. Data 1s carried from the GPU 108 to the video
encoder/video codec 114 via a bus. The video processing
pipeline outputs data to an A/V (audio/video) port 140 for
transmission to a television or other display. A memory con-
troller 110 1s connected to the GPU 108 to facilitate processor
access to various types of memory 112, such as, but not
limited to, a RAM.

The multimedia console 100 includes an I/O controller
120, a system management controller 122, an audio process-
ing unit 123, a network interface controller 124, a first USB
host controller 126, a second USB host controller 128 and a
front panel I/O subassembly 130 that are preferably imple-
mented on a module 118. The USB controllers 126 and 128
serve as hosts for peripheral controllers 142(1)-142(2), a
wireless adapter 148, and an external memory device 146
(e.g., flash memory, external CD/DVD ROM drive, remov-
able media, etc.). The network interface 124 and/or wireless
adapter 148 provide access to a network (e.g., the Internet,
home network, etc.) and may be any of a wide variety of
various wired or wireless adapter components including an
Ethernet card, a modem, a Bluetooth module, a cable modem,
and the like.

System memory 143 1s provided to store application data
that 1s loaded during the boot process. A media drive 144 1s
provided and may comprise a DVD/CD drive, hard drive, or
other removable media drive, etc. The media drive 144 may
be internal or external to the multimedia console 100. Appli-
cation data may be accessed via the media drive 144 for
execution, playback, etc. by the multimedia console 100. The
media drive 144 1s connected to the I/O controller 120 via a
bus, such as a Serial ATA bus or other high speed connection
(e.g., IEEE 1394).

The system management controller 122 provides a variety
ol service functions related to assuring availability of the
multimedia console 100. The audio processing unit 123 and
an audio codec 132 form a corresponding audio processing
pipeline with high fidelity and stereo processing. Audio data
1s carried between the audio processing unit 123 and the audio
codec 132 via a communication link. The audio processing
pipeline outputs data to the A/V port 140 for reproduction by
an external audio player or device having audio capabilities.

The front panel I/O subassembly 130 supports the func-
tionality of the power button 150 and the eject button 152, as
well as any LEDs (light emitting diodes) or other indicators
exposed on the outer surface of the multimedia console 100.
A system power supply module 136 provides power to the




US 9,274,594 B2

9

components of the multimedia console 100. A fan 138 cools
the circuitry within the multimedia console 100.

The CPU 101, GPU 108, memory controller 110, and
various other components within the multimedia console 100
are interconnected via one or more buses, including serial and
parallel buses, a memory bus, a peripheral bus, and a proces-
sor or local bus using any of a variety of bus architectures. By
way of example, such architectures can include a Peripheral
Component Interconnects (PCI) bus, PCI-Express bus, etc.

When the multimedia console 100 1s powered ON, appli-
cation data may be loaded from the system memory 143 into
memory 112 and/or caches 102, 104 and executed on the CPU
101. The application may present a graphical user interface
that provides a consistent user experience when navigating to
different media types available on the multimedia console
100. In operation, applications and/or other media contained
within the media drive 144 may be launched or played from
the media drive 144 to provide additional functionalities to
the multimedia console 100.

The multimedia console 100 may be operated as a standa-
lone system by simply connecting the system to a television
or other display. In this standalone mode, the multimedia
console 100 allows one or more users to interact with the
system, watch movies, or listen to music. However, with the
integration of broadband connectivity made available
through the network interface 124 or the wireless adapter 148,
the multimedia console 100 may further be operated as a
participant in a larger network community.

When the multimedia console 100 1s powered ON, a set
amount of hardware resources are reserved for system use by
the multimedia console operating system. These resources
may include a reservation of memory (e.g., 16 MB), CPU and
GPU cycles (e.g., 5%), networking bandwidth (e.g., 8 kbs),
ctc. Because these resources are reserved at system boot time,
the reserved resources do not exist from the application’s
VIEW.

In particular, the memory reservation preferably 1s large
enough to contain the launch kernel, concurrent system appli-
cations and drivers. The CPU reservation 1s preferably con-
stant such that 1f the reserved CPU usage 1s not used by the
system applications, an 1dle thread will consume any unused
cycles.

With regard to the GPU reservation, lightweight messages
generated by the system applications (e.g., popups) are dis-
played by using a GPU interrupt to schedule code to render
popup 1nto an overlay. The amount of memory required for an
overlay depends on the overlay area size and the overlay
preferably scales with screen resolution. Where a full user
interface 1s used by the concurrent system application, 1t 1s
preferable to use a resolution mndependent of the application
resolution. A scaler may be used to set this resolution such
that the need to change frequency and cause a TV resynch 1s
climinated.

After the multimedia console 100 boots and system
resources are reserved, concurrent system applications
execute to provide system functionalities. The system func-
tionalities are encapsulated in a set of system applications that
execute within the reserved system resources described
above. The operating system kernel 1dentifies threads that are
system application threads versus gaming application
threads. The system applications are preferably scheduled to
run on the CPU 101 at predetermined times and intervals in
order to provide a consistent system resource view to the
application. The scheduling 1s to minimize cache disruption
for the gaming application running on the console.

When a concurrent system application requires audio,
audio processing 1s scheduled asynchronously to the gaming
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application due to time sensitivity. A multimedia console
application manager (described below) controls the gaming
application audio level (e.g., mute, attenuate) when system
applications are active.

Input devices (e.g., controllers 142(1) and 142(2)) are
shared by gaming applications and system applications. The
iput devices are not reserved resources, but are to be
switched between system applications and the gaming appli-
cation such that each will have a focus of the device. The
application manager preferably controls the switching of
input stream, without knowledge of the gaming application’s
knowledge and a driver maintains state information regarding,
focus switches. The cameras 26, 28 and capture device 20
may define additional input devices for the console 100.

FIG. 4B 1llustrates another example embodiment of a com-
puting environment 220 that may be the computing environ-
ment 12 shown 1n FIGS. 1A-2 used to interpret one or more
positions and motions 1n a target recognition, analysis, and
tracking system. The computing system environment 220 1s
only one example of a suitable computing environment and 1s
not intended to suggest any limitation as to the scope of use or
functionality of the presently disclosed subject matter. Nei-
ther should the computing environment 220 be interpreted as
having any dependency or requirement relating to any one or
combination of components i1llustrated 1n the exemplary oper-
ating environment 220. In some embodiments, the various
depicted computing elements may include circuitry config-
ured to instantiate specific aspects of the present disclosure.
For example, the term circuitry used in the disclosure can
include specialized hardware components configured to per-
form function(s) by firmware or switches. In other example
embodiments, the term circuitry can include a general pur-
pose processing unit, memory, etc., configured by software
istructions that embody logic operable to perform
function(s). In example embodiments where -circuitry
includes a combination of hardware and software, an 1mple-
menter may write source code embodying logic and the
source code can be compiled into machine readable code that
can be processed by the general purpose processing unit.
Since one skilled 1n the art can appreciate that the state of the
art has evolved to a point where there 1s little difference
between hardware, software, or a combination of hardware/
software, the selection of hardware versus software to effec-
tuate specific functions 1s a design choice left to an 1mple-
menter. More specifically, one of skall 1n the art can appreciate
that a software process can be transformed into an equivalent
hardware structure, and a hardware structure can itself be
transiformed into an equivalent software process. Thus, the
selection of a hardware implementation versus a software
implementation 1s one of design choice and left to the imple-
menter.

In FIG. 4B, the computing environment 220 comprises a
computer 241, which typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 241 and includes
both volatile and nonvolatile media, removable and non-re-
movable media. The system memory 222 includes computer
storage media 1in the form of volatile and/or nonvolatile
memory such as ROM 223 and RAM 260. A basic input/
output system 224 (BIOS), containing the basic routines that
help to transier information between elements within com-
puter 241, such as during start-up, 1s typically stored in ROM
223. RAM 260 typically contains data and/or program mod-
ules that are immediately accessible to and/or presently being
operated on by processing unit 259. By way of example, and
not limitation, FIG. 4B illustrates operating system 223,
application programs 226, other program modules 227, and
program data 228. FIG. 4B further includes a graphics pro-
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cessor unit (GPU) 229 having an associated video memory
230 for high speed and high resolution graphics processing
and storage. The GPU 229 may be connected to the system
bus 221 through a graphics interface 231.

The computer 241 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 4B 1llustrates a hard disk drive 238
that reads from or writes to non-removable, nonvolatile mag-
netic media, a magnetic disk drive 239 that reads from or
writes to a removable, nonvolatile magnetic disk 254, and an
optical disk drive 240 that reads from or writes to a remov-
able, nonvolatile optical disk 253 such as a CD ROM or other
optical media. Other removable/non-removable, volatile/
nonvolatile computer storage media that can be used in the
exemplary operating environment include, but are not limited
to, magnetic tape cassettes, flash memory cards, digital ver-
satile disks, digital video tape, solid state RAM, solid state

ROM, and the like. The hard disk drive 238 i1s typically

connected to the system bus 221 through a non-removable
memory interface such as interface 234, and magnetic disk
drive 239 and optical disk drive 240 are typically connected to
the system bus 221 by a removable memory interface, such as
interface 235.

The drives and their associated computer storage media
discussed above and 1llustrated 1n FIG. 4B, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 241. In FIG. 4B, for
example, hard disk drive 238 1s 1llustrated as storing operating
system 258, application programs 257, other program mod-
ules 256, and program data 255. Note that these components
can either be the same as or different from operating system
225, application programs 226, other program modules 227,
and program data 228. Operating system 238, application
programs 257, other program modules 256, and program data
2355 are given different numbers here to illustrate that, at a
mimmum, they are different copies. A user may enter com-
mands and imnformation into the computer 241 through input
devices such as a keyboard 251 and a pointing device 252,
commonly referred to as a mouse, trackball or touch pad.
Other mput devices (not shown) may include a microphone,
joystick, game pad, satellite dish, scanner, or the like. These
and other input devices are often connected to the processing
unit 259 through a user mput intertace 236 that 1s coupled to
the system bus, but may be connected by other interface and
bus structures, such as a parallel port, game port or a universal
serial bus (USB). The cameras 26, 28 and capture device 20
may define additional input devices for the console 100. A
monitor 242 or other type of display device 1s also connected
to the system bus 221 via an interface, such as a video inter-
face 232. In addition to the monitor, computers may also
include other peripheral output devices such as speakers 244
and printer 243, which may be connected through an output
peripheral interface 233.

The computer 241 may operate 1n a networked environ-
ment using logical connections to one or more remote com-
puters, such as a remote computer 246. The remote computer
246 may be a personal computer, a server, a router, a network
PC, a peer device or other common network node, and typi-
cally includes many or all of the elements described above
relative to the computer 241, although only a memory storage
device 247 has been illustrated 1n FIG. 4B. The logical con-
nections depicted in FIG. 4B include a local area network
(LAN) 245 and a wide areanetwork (WAN) 249, but may also
include other networks. Such networking environments are
commonplace in offices, enterprise-wide computer networks,
intranets and the Internet.
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When used 1n a LAN networking environment, the com-
puter 241 1s connected to the LAN 245 through a network
interface or adapter 237. When used in a WAN networking
environment, the computer 241 typically includes a modem
250 or other means for establishing communications over the
WAN 249, such as the Internet. The modem 250, which may
be internal or external, may be connected to the system bus
221 via the user mput interface 236, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 241, or portions thereof,
may be stored 1n the remote memory storage device. By way
of example, and not limitation, FIG. 4B illustrates remote
application programs 248 as residing on memory device 247.
It will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers may be used.

FIG. 5 depicts an example skeletal mapping of a user that
may be generated from the capture device 20. In this embodi-
ment, a variety of joints and bones are 1dentified: each hand
302, each forecarm 304, each elbow 306, each bicep 308, each
shoulder 310, each hip 312, each thigh 314, each knee 316,
cach foreleg 318, each foot 320, the head 322, the torso 324,
the top 326 and the bottom 328 of the spine, and the waist 330.
Where more points are tracked, additional features may be
identified, such as the bones and joints of the fingers or toes,
or individual features of the face, such as the nose and eyes.

By the capture device 20 obtaining position and/or move-
ment data for different joints, the computing environment 1s
able to compare this data against stored data in order to
determine if the user has performed a predefined gesture.
Once a predefined gesture 1s 1dentified, the computing envi-
ronment then performs the action associated with the pre-
defined gesture. Gesture recognition 1s performed by the ges-
ture recognition engine 190 as explained hereimafiter.

Aspects of the present technology related to PTP 68 will
now be explained with reference to FIGS. 6 through 10. FIG.
6 1s a high level flowchart illustrating the collection and
upload of PTP data. In step 400, a system 10 1s launched by a
user. In step 402, trait data for the PTP 68 1s acquired. The
personal trait profile data can be data relating to any trait
associated with a user which can be sensed by a sensor which
may be mncluded within the system 10. Sensors which have
been described above for this purpose include capture device
20 having 3-D camera 26, RGB camera 28 and/or micro-
phone 30. It 1s understood that other sensors may be included
within system 10 for collecting PTP data. One such additional
sensor could be an olfactic (smell) sensor.

(Given the above definition, PTP data may comprise a wide
range of trait information from users, including for example
how they look and what they wear, their mannerisms and how
they act, any personalized gestures, and how they sound. It 1s
contemplated that other sensed trait data may be included 1n
PTP 68 1n further embodiments.

With respect to how a user looks, data for PTP 68 may
include the user’s size and shape (on a per-body part basis),
facial features, head and/or facial hair (style, length and
color), any distinct physical characteristics and whether the
user 1S a man or a woman.

With respect to how a user may act, PTP 68 may include
datarelating to a user’s particular body language and/or facial
expressions. Such body language data may relate to, for
example, a penchant for a user to tap a foot, chew the inside of
the cheek, bite fingernails, certain head movements or ner-
vous tics, crack their knuckles, etc. The user may also have
certain facial expressions or facial tics which can be sensed
and included 1n a user’s PTP 68. P1P 68 may further include
whether the user 1s left or right handed.
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Data for PTP 68 may further include how a user performs
certain gestures. In particular, a user may have physical limi-
tations or simply learned to perform certain common motions
in an atypical manner. For example, Europeans may be used
to the game of cricket, where a bowler delivers the ball in a
roundhouse motion. IT such a user 1s asked to pitch a ball in an
American baseball game, his or her roundhouse delivery may
not be recognized as matching a predefined pitching gesture.
However, over time, a system may come to recognmze that
user’s motion as a particular gesture, and set up a special rule
so that the user’s motion 1s then recognized as that gesture
going forward. Alternatively, the user may set up a special
definition of a gesture in a special gesture-learning session
with the system. In particular, a system 10 may provide the
user with an option to perform certain gestures, which are
recorded by the system, and then allow the user to associate
certain actions with that manually created gesture. In such a
session, the user may assign certain atypical motions to one or
more predefined gestures and/or a user may assign certain
arbitrary motions as one or more predefined gesture shortcuts.
All of this data may be stored in a user’s PTP 68.

In a similar manner, the system can learn character traits
that are not intended as gestures, thereby reducing false posi-
tive 1dentification of gestures. For example, if a user 1s prone
to scratch their head (or perform any number of other habits),
at times the system may interpret that as a gesture. Over time,
the user may i1ndicate that such a motion 1s not intended as a
gesture. The system can learn that and store that information
in PTP 68 (1.e., that a particular movement 1s not a gesture).
Thus, when the user thereatter performs that habait, the system
understands not to iterpret that as a gesture.

In embodiments, data for a user’s PTP 68 may further
include what the user wears. It may happen that a user 1s prone
to wearing a particular color or type of clothing, either every-
day, or once every periodic time period (such as the same day
every week). These traits may be sensed by the capture device
20 and computing environment 12, and included 1n PTP 68.

PTP 68 may include multi-modal data. Thus, 1n addition to
appearance data, PTP 68 may include speech data relating to
a user. Such data may include a wide variety of traits relating
to speech, such as for example accent, pitch, tenor, cadence
and whether the user stutters. Other voice and speech data 1s
contemplated.

The above description of what user traits may be included
within PTP 68 1s by way of example only, and 1t will be
appreciated that a variety of other traits associated with a
particular user may be included within that user’s PTP 68 in
turther embodiments.

Referring again to FIG. 6, trait data for PTP 68 1s acquired
in step 402. This step may involve an active or passive gath-
ering of PTP information. For example, the system could
prompt a user to speak a certain word or phrase, prompt a user
to perform a given gesture or have the user perform some
other act that then forms part of the user’s PTP 68. The system
may prompt a user to speak or perform a given gesture exem-
plifying a particular trait one or more times so that the system
may obtain a good baseline for that particular trait. The above
described steps for actively gathering information may be
performed automatically by the computing environment 12,
or a user may indicate to the computing environment 12 that
they wish to enter a mode where they record trait information
for inclusion 1n their PTP 68. As an alternative to active trait
gathering, the system may passively gather trait data in step
402. That1s, the system can gather trait data for the user’s PTP
68 as the user engages 1n normal 1nteraction with the system
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While it 1s possible that data for a particular trait 1s gathered
once and stored in the user’s PTP 68, the system 10 may
continuously refine stored trait data in PIP 68 over time.
Thus, for example, as a user gains or loses weight, grows or
shaves a beard or changes their hairstyle, the user’s PTP 68
would be updated with new data to retlect the user’s current
characteristics. Those of skill will appreciate various data
structures and fields which may be used to store a PTP 68 1n
such a way that specific fields may be created, accessed and/
or updated.

In step 404 of FIG. 6, the computing environment 12 may
store trait data within a version of PTP 68 that 1s stored locally
in memory associated with computing environment 12. This
cached version of a user’s PTP 68 may be used when a
connection to service 52 1s unavailable for upload or down-
load of PTP 68 data. Assuming a connection 1s available to
service 52, the trait data may be uploaded to service 52 in step
406 and stored 1n service database 62 as described above. PTP
68 may be created and/or added to by a user 18 from any
system 10 at which the user 1s located when the system 10 1s
networked to service 52.

Referring now to the tflowchart of FIG. 7, with the present
technology, a user 18 may have the ability to access their PTP
68 from any system having a network connection to service
52. A user may alternatively or additionally access a version
of PTP 68 from a first system 10 instead of service 52 while
located at another system 10. In step 410, the user may launch
a system 10 at which they are located. In step 414, the system
checks whether the user 1s properly authenticated using an
established authentication protocol. If not authenticated, the
user may continue using the system 10 1n step 420 but without
access to the PTP 68.

Assuming the user i1s properly authenticated, the system
next determines whether a PTP 68 1s available 1n step 424.
The system may check with service 52 for a stored PTP.
Alternatively or additionally, the system 10 may check
whether other systems 10 have an available version of the
user’s PTP. If no PTP 68 1s available 1n step 424, the system
10 may check whether 1t has a local cached PTP available 1n
step 428. IT a PTP 1s available from service 52 1in steps 424, or
a local cached version of PTP 1s available 1n step 428, that
PTP 1s loaded 1n step 432. If there 1s no available PTP 1n steps
424 or 428, the system 10 may continue 1n step 420 without
the PTP.

The storing of PTP 68 data in the cloud so that it may be
accessible to auser 18 at different systems 10 provides several
benelits. First, cloud storage of PIP 68 enhances the user
experience 1n that a user’s personalized, atypical and/or 1dio-
syncratic gestures and interactions with a NUI system may be
available at any networked system at which the user is
located. Thus, each system at which a user 1s located may be
tuned to that user’s style and pattern of interaction at the start
of the user’s session, without the user having to endure failed
gesture recognition and/or a learning curve as the system
becomes familiar with the user. A user can use any system as
if 1t was their home system. Even when using a system for the
first time, that system knows their PTP data and i1s tuned to
that data. Use of PTP 68 may further serve to personalize a
user’s experience, regardless of which system 10 the user 1s
using.

In addition to the above-described improved user experi-
ences, a cloud-based PTP 68 can be used to aid in user
identification and authentication. In particular, the sum total
of a user’s PTP data, or even portions thereof, may serve to
unmiquely 1dentity that user from all other users. As such, PTP
data can be used as part of and/or 1n conjunction with any of
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various authentication protocols so as to authenticate whether
a user 1s 1n fact who the systems believes the user to be.

FIG. 8 shows one example of how a PTP 68 may be incor-
porated into an authentication protocol for authenticating a
user on a system 10. In step 440, a user may launch a system
10 at which the user 1s located. In step 442, the system 10 may
receive a user ID such as a gamer tag or other identification. In
step 446, the system 10 or service 532 may determine whether
the system at which the user 1s located 1s a trusted system for
that user. Trusted systems may include systems from which
the user frequently connects from (such as a home or work
system), a system within a predefined radius of the user’s
home or work system, and/or a system registered to a friend of
the user as indicated by the user’s friend list. Those with skaill
in the art will appreciate other criteria by which a given
system may be considered to be or not to be a trusted system
for a user.

If the system 1s a trusted system in step 336, the system may
next check whether a conflict exists 1 step 450. A conflict
may exist where for example that same user 1s shown to be
online at another system 1n another location. A contlict may
turther exist 1 the service 52 shows that the user was logged
on at another system and could not have gotten from that
system to the current system in the time elapsed. Such a
contlict 1s referred to herein as a geo-temporal contlict. If no
contlict 1s detected 1n step 450, the system may allow access
in step 452. If a contlict 1s found to exist, additional security
checks may be required, such as for example prompting the
user to perform certain gestures as explained below with
respect 1o step 454.

In the above steps, 1f the system was a trusted system and
there was no contlict, the user 1s given access to system
resources without looking at a user’s PTP 68. In further
embodiments, step 446 may be skipped. In such an embodi-
ment, the system may look at a user’s P1P 68 and compare
that to live data received from the current system (as
explained below) regardless of whether the user 1s at a trusted
system.

Returning to step 446, 11 the system 1s not a trusted system
for that user, the system may access stored PTP data and
compare that data to live data acquired by the system request-
ing access to the system resources in step 454. For example,
a system may examine PTP data related to the user’s physical
appearance such as height, weight, facial features, etc., and
compare that data against live data obtained by capture device
20 for the user attempting to gain access to the system. In
turther embodiments, the system may prompt the user to
perform certain gestures for which PTP data exists. These
gestures may for example be shortcut gestures or other ges-
tures that a user has stored 1n his or her PTP 68.

If there 1s a match between the stored and live data in step
4358, the system may allow access to the user in step 452. IT no
match 1s found 1n step 438, the system may deny access to its
resources to the user 1n step 466. In order not to lock out
legitimate users, the system may check 1n step 462 1t the
confidence level as to a non-match exceeds some predefined
threshold. If not, the system may return to 454 to obtain and
compare additional live trait data against stored PTP data. If
on the other hand, the system 1s clear that there 1s no match,
the system may deny access to the user to system resources in
step 4660.

In further embodiments, the system may use multiple
devices together with PTP data in confirming a user’s identi-
fication. In one such example, a mobile phone or some other
mobile handheld device may be a system 10 with a cached
version of PTP 68 data. When a user brings that device within
proximity of a second system 10, the systems may commu-
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nicate with each other and the cached version of the PTP 68 on
the mobile device may be compared against the PTP 68 stored
locally on the second system 10 or accessed from service 52.
If there 1s a match, the system 10 may consider the user
authenticated and allow access to the user.

As noted above, one feature of the present technology 1s to
create and recognize specialized gestures and gesture short-
cuts. Those of skill in the art will understand a variety of
methods of analyzing acquired parameters to determine
whether the parameters conform to a predefined gesture. Such

methods are disclosed for example 1n the above incorporated
application Ser. No. 12/475,308, as well as U.S. Patent Pub-

lication No. 2009/0074248, entitled “Gesture-Controlled
Interfaces For Self-Service Machines And Other Applica-
tions,” which publication 1s incorporated by reference herein
in 1ts entirety. However, a gesture recognition engine 190 for
recognizing gestures according to embodiments of the

present technology 1s explained 1n greater detail with refer-
ence to the block diagram of FIG. 9 and the flowchart of FIG.

10.

The gesture recognition engine 190 recerves pose informa-
tion 500 1n step 350. The pose information may include a
great many parameters, including the x, vy and z minimum and
maximum i1mage plane positions detected by the capture
device 20 for various joints. The parameters may also include
a measurement of the velocity and acceleration for discrete
time intervals for various joints. Thus, 1n embodiments, the
gesture recognition engine 190 can receive a full picture of
the position and kinetic activity of all points in the user’s
body.

Predefined gestures may be stored 1n a gestures library 540
which may be specific to a particular application running on
a computing environment 12 or generic to a computing envi-
ronment 12. The library 540 may be stored locally 1in a com-
puting environment 12, or remotely on service 52 or on
another system 10. Library 540 includes stored rules 542,
which describe when particular positions and/or kinetic
motions indicated by the pose mnformation 500 are to be
interpreted as a predefined gesture. In embodiments, each
gesture may have a different, unique rule or set of rules 542.
Each rule may have a number of parameters (joint position
vectors, maximum/minimum position, change in position,
etc.) for one or more of the body parts shown 1n FIG. 5. A
stored rule may define, for each parameter and for each body
part 302 through 330 shown in FIG. 5, a single value, a range
of values, a maximum value, a minimum value or an indica-
tion that a parameter for that body part 1s not relevant to the
determination of the gesture covered by the rule. Rules may
be created by a game author, by a host of the gaming platform
or by users themselves.

As described above, user 18 may perform certain gestures
in an atypical manner which may not ordinarily be identified
by a rule 542 1n library 540. As such, a user’s PTP 68 may
store special definitions 70 of gestures that are specific to that
user. One such special gesture mentioned above 1s a round-
house motion by a cricket player who 1s playing a baseball
game. There are a wide variety of other special gestures and
gesture shortcuts which may exist. These special definitions
70 may relate to any gesture that a user may perform in an
unusual, atypical and/or arbitrary manner which may not
otherwise be 1dentified by a rule 542 1n gestures library 540.

The gesture recognition engine 190 analyzes the received
pose miormation 500 in steps 5352 and 554 to see 11 the pose
information matches any rule definition 70 1n the user’s PTP
68, or a predefined rule 542 stored within a gestures library
540. The gesture recognition engine 190 may output both an
identified gesture and a confidence level which corresponds
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to the likelihood that the user’s position/movement corre-
sponds to that gesture. In particular, in addition to defining the
parameters required for a gesture, a definition 70 and/or rule
542 may further include a threshold confidence level required
betore pose information 500 is to be mterpreted as a gesture.
Some gestures may have more impact as system commands
or gaming instructions, and as such, require a higher confi-
dence level before a pose 1s interpreted as that gesture. The
comparison of the pose information against the stored param-
eters for a rule results in a cumulative confidence level as to
whether the pose information indicates a gesture.

Once a confidence level has been determined as to whether
a given pose or motion satisfies a given gesture definition or
rule, the gesture recognition engine 190 then determines in
step 556 whether the confidence level 1s above a predeter-
mined threshold for the rule under consideration. The thresh-
old confidence level may be stored 1n association with the rule
under consideration. If the confidence level 1s below the
threshold, no gesture 1s detected (step 560) and no action 1s
taken. On the other hand, i1f the confidence level 1s above the
threshold, the user’s motion 1s determined to satisiy the ges-
ture rule under consideration, and the gesture recognition
engine 190 returns the 1dentified gesture. Those of skill in the
art will appreciate variations on the above-described steps for
detecting predefined gestures 1n library 340 and/or 1n a user’s
PTP 68.

The foregoing detailed description of the inventive system
has been presented for purposes of illustration and descrip-
tion. It1s not intended to be exhaustive or to limit the inventive
system to the precise form disclosed. Many modifications and
variations are possible 1n light of the above teaching. The
described embodiments were chosen 1n order to best explain
the principles of the inventive system and 1ts practical appli-
cation to thereby enable others skilled 1n the art to best utilize
the inventive system 1n various embodiments and with vari-
ous modifications as are suited to the particular use contem-
plated. It 1s intended that the scope of the inventive system be
defined by the claims appended hereto.

What 1s claimed:

1. A method of 1improving a user experience with natural
user interface systems, comprising:

a) acquiring user-specific trait data representing a user-
specific trait of a user from a sensor of a natural user
interface associated with a first computing environment,
acquiring the user-specific trait data comprising the step
of acquiring and storing, over time, user-specific data
relating to an atypical manner in which the user per-
forms a predefined gesture to refine a stored gestural rule
defining how the predefined gesture 1s performed;

b) storing the trait data acquired 1n said step a) in a location
accessible to a second computing environment distinct
from the first computing environment;

¢) providing the trait data stored 1n said step b) to the second
computing environment;

d) recerving a first version of the personal trait data stored
on the second computing environment by the third com-
puting environment, the third computing environment
having access to the personal trait data independently of
the second computing environment;

¢) comparing, by the third computing environment, the first
version of the personal trait data received from the sec-
ond computing environment with a second version of the
personal trait data recerved independently of the second
computing environment to validate the second comput-
ing environment; and

1) using the stored trait data in the second computing envi-
ronment to decrease misinterpretation of the user per-
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forming the gesture user’s gestures performed in inter-
acting with the second computing environment.

2. The method of claim 1, said step b) comprising the step
of storing the trait data in a third computing environment
accessible to the first and second computing environments.

3. The method of claim 2, said step of storing the trait data
in a third computing environment comprising the step of
storing the trait data 1n a central database associated with one
Or more servers 1n a server-client network topology, the first
and second computing environments comprising clients
capable of accessing the central database.

4. The method of claim 1, the capture device comprising a
first capture device, the method further comprising the step of
adding to the personal trait profile for the user from data
representing a trait of the user recetved from a second capture
device associated with the second computing environment.

5. The method of claim 1, further comprising the step of
updating data for a trait in the personal trait profile for the user
from data representing the trait of the user received from the
capture device associated with the first computing environ-
ment.

6. The method of claim 1, said step of the third computing
environment having access to the personal trait data indepen-
dently of the second computing environment in said step c)
comprising the step of storing the personal trait profile 1n at
least one of: (1) a central database accessible to the third
computing environment via a client-server network topology;
and (11) the third computing environment.

7. The method of claim 1, further comprising the step of the
third computing environment using the trait data to improve a
performance of the third computing environment 1n interpret-
ing the user’s gestures with the third computing environment.

8. A method of improving a user experience with natural
user iterface systems, comprising:

a) acquiring data representing a trait of a user from a sensor
of a natural user interface associated with a first com-
puting environment, acquiring the trait data comprising
the step of acquiring and storing, over time, user-specific
data relating to an atypical manner 1n which the user
performs a predefined gesture to refine a stored gestural
rule defining user movements and/or positions that com-
prise the predefined gesture;

b) storing the trait data acquired 1n said step a) 1n a second,
mobile computing environment distinct from the first
computing environment;

¢) pairing the second, mobile computing environment with
a third computing environment distinct from the second,
mobile computing environment when the second and
third computing environments are proximate to each
other, the second, mobile computing environment trans-
mitting the trait data stored on the second, mobile com-
puting environment to the third computing environment
upon said pairing; and

d) comparing the trait data received from the second,
mobile computing environment 1n said step ¢) against
trait data for the user stored 1n the third computing envi-
ronment; and

¢) allowing or disallowing the user access to resources on
the third computing environment depending on results
of the comparison performed 1n said step d).

9. The method of claim 8, said step a) of acquiring data
representing a trait of a user comprising the step of generating,
a personal trait profile from data representing least one of the
user’s physical characteristics, the user’s voice and gestures
performed by the user.

10. The method of claim 8, further comprising the step of
the third computing environment using the trait data recerved
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from the second computing environment to improve a perior-
mance of the third computing environment 1n interpreting the
user’s gestures with the third computing environment.
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