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SYSTEM AND METHOD FOR
TRANSMITTING/RECEIVING
OBJECT-BASED AUDIO

CROSS-REFERENCE TO RELAT
APPLICATION

s
w

This application claims priority to and the benefit of

Korean Patent Application No. 2005-0103733 and No. 2005-
0123816 filed with the Korean Intellectual Property Office on

Nov. 1, 2003, and Dec. 15, 2005, respectively, the disclosure
of which 1s incorporated herein by reference in its entirety.

FIELD OF THE INVENTION

The present invention relates to a system and method for
transmitting/recerving an object-based audio; and, more par-
ticularly, to an object-based audio transmitting/receiving sys-
tem and method for an 1nteractive audio service which can

form an audio scene by controlling an audio signal based on
an object.

DESCRIPTION OF RELATED ART

An audio scene of the present mvention includes space
information and location of a sound source. The space infor-
mation shows acoustic characteristics including the sound
source and means characteristics such as a size and a form of
the space, and reflection, absorption, and penetration of an
inside sound. The spatial location information means charac-
teristics such as a distance from the sound source, an angle of
a horizontal/vertical feature centering around a virtual loca-
tion of a user.

Meanwhile, 1n a typical stereo or an audio technology
based on a multi-channel, the user can only listen to an audio
signal according to intention of an editor. That 1s, the typical
stereo or the audio technology based on the multi-channel
downmixes the audio signal, which 1s acquired by using
diverse microphones through the stereo or the multi-channel,
and transmuits the audio signal to the user. The user mactively
listens to only the audio signal intended by the editor.

Three dimensional (3D) audio technology adding direc-
tionality or distance/space sense to the typical stereo or the

multi-channel sound source provides realistic audio signal to
an audience. However, the user 1s still an inactive audience.

SUMMARY OF THE INVENTION

It 1s, therefore, an object of the present invention to provide
an object-based audio transmitting system and method for
transmitting diverse object-based audio scenes to a user
according to intention of a user.

It 1s another object of the present invention 1s to provide an
object-based audio recerving system and method that the user
can select an audio scene among diverse object-based audio
scenes according to a user’s preference and forms a certain
audio scene by changing the audio scene according to the
user’s preference.

Other objects and advantages of the invention will be
understood by the following description and become more
apparent ifrom the embodiments in accordance with the
present mvention, which are set forth hereinatfter. It will be
also apparent that objects and advantages of the invention can
be embodied easily by the means defined 1n claims and com-
binations thereof.

In accordance with an aspect of the present invention, there
1s provided an object-based audio transmitting system, the
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2

system including: a pre-processing unit for receiving an audio
signal from diverse sources of outside and creating an object-
based audio signal through a pre-processing procedure; an
object-based audio editing unit for editing the object-based
audio signal from the pre-processing unit and organizing an
audio scene; an object-based audio coding unit for coding/
multiplexing information on the object-based audio signal
and the audio scene from the object-based audio editing unit
and creating object-based audio contents; and a transmitting
unit for transmitting the object-based audio contents from the
object-based audio coding unait.

In accordance with another aspect of the present invention,
there 1s provided an object-based audio recerving system, the
system including: a recerving unit for receiving object-based
audio contents transmitted from an object-based audio trans-
mitting system; an object-based audio decoding unit for
decoding the object-based audio contents including addi-
tional data on an object-based audio signal and an audio scene
from the recetving unit; a user control unit for outputting a
user controlled scene signal for organizing the audio scene
according to control of a user and a user controlled restoration
signal for setting up a restoration environment; an object-
based audio scene synthesizing unit for organizing the audio
scene based on the object-based audio contents from the
object-based audio decoding unit according to the user con-
trolled scene signal from the user control unit; and a restoring
unit for restoring the object-based audio contents from the
object-based audio scene synthesizing unit according to the
user controlled restoration signal from the user control unat.

In accordance with another aspect of the present invention,
there 1s provided an object-based audio transmitting method,
the method including the steps of: a) receiving an audio signal
from diverse sources and creating an object-based audio sig-
nal through a pre-processing procedure; b) editing the created
object-based audio signal and organizing an audio scene; ¢)
coding/multiplexing information on the edited object-based
audio signal and the organized audio scene and creating
object-based audio contents; and d) transmitting the created
object-based audio contents.

In accordance with another aspect of the present invention,
there 1s provided an object-based audio recerving method, the
method including the steps of: a) recerving object-based
audio contents transmitted from an object-based audio trans-
mitting system; b) decoding the transmitted object-based
audio contents including additional data related to an object-
based audio signal and an audio scene; ¢) organizing the audio
scene based on the decoded object-based audio contents
according to the user controlled scene signal; and d) restoring
the object-based audio contents organizing the new scene
according to a user controlled restoration signal.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects and features of the present
invention will become apparent from the following descrip-
tion of the preferred embodiments given 1n conjunction with
the accompanying drawings, in which:

FIG. 11s a block diagram illustrating an entire object-based
audio transmitting/receiving system in accordance with an
embodiment of the present invention;

FIG. 2 1s a block diagram illustrating a pre-processing unit
of FIG. 1;

FIG. 3 1s a block diagram illustrating an object-based audio
editing unit of FIG. 1;

FIG. 4 1s a block diagram illustrating an object-based audio
coding unit of FIG. 1;
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FIG. 51s a block diagram 1llustrating an object-based audio
decoding unit of FIG. 1;

FI1G. 6 1s a block diagram illustrating an object-based audio
scene synthesizing unit of FIG. 1;

FIG. 7 1s a block diagram 1llustrating a restoring unit of 53
FIG. 1;

FIG. 8 1s a block diagram 1illustrating a user control unit of
FIG. 1;

FIG. 9 1s a flowchart describing an object-based audio
transmitting method in accordance with an embodiment of 10
the present mnvention; and

FIG. 10 1s a flowchart describing an object-based audio
receiving method 1n accordance with the embodiment of the

present invention.
15

DETAILED DESCRIPTION OF THE INVENTION

Other objects and advantages of the present invention will
become even more apparent from the following description of
the embodiments with reference to the accompanying draw- 20
ings. Theretore, those skilled 1n the art of the present mven-
tion can embody the technological concept and scope of the
invention easily. In addition, 11 1t 1s considered that detailed
description on a related art may obscure the points of the
present invention, the detailed description will not be pro- 25
vided herein. The preferred embodiments of the present
invention will be described in detail hereinafter with refer-
ence to the attached drawings.

FIG. 1 1s a block diagram showing an entire object-based
audio transmitting/receiving system in accordance with an 30
embodiment of the present invention. The object-based audio
transmitting system of the present mnvention includes a pre-
processing unit 100, an object-based audio editing unit 200,
an object-based audio coding unit 300, and a transmitting unit
400. The object-based audio transmitting system receives an 35
audio signal, edits the audio signal based on an object, mul-
tiplexes the audio signal based on a video signal and addi-
tional data, and transmits the audio signal to an object-based
audio recerving system through media, e.g., a wired/wireless
communication system. 40

More specifically, the pre-processing unit 100 receives the
audio signal from diverse external sources and creates an
object-based audio signal through a pre-processing proce-
dure. The object-based audio editing unit 200 edits the object-
based audio signal from the pre-processing unit and forms an 45
audio scene. The object-based audio coding unit 300 codes/
multiplexes information on the object-based audio signal and
the audio scene from the object-based audio editing unit 200,
and creates the object-based audio contents. The transmitting
unit 400 transmits the object-based audio contents from the 50
object-based audio coding unit 300 through diverse media.
More detailed embodiment will be described hereinatter with
reference to FIGS. 2 and 4.

Meanwhile, the object-based audio receiving system of the
present imvention includes a receiving unit 500, an object- 55
based audio decoding unit 600, an object-based audio scene
synthesizing unit 700, a restoring unit 800 and a user control
unit 900. The object-based audio receiving system receives
object-based audio contents from object-based audio trans-
mitting system through media, e.g., a wired/wireless commu- 60
nication system and forms/outputs an audio scene according,
to user’s control.

More specifically, the recerving unit 500 receives the
object-based audio contents transmitted from the object-
based audio transmitting system through the media. The 65
object-based audio decoding unit 600 decodes additional data
related to object-based audio contents, e.g., the object-based

4

audio signal and the audio scene, from the receiving unit 500.
The user control unit 900 outputs the user controlled scene
signal for forming an audio scene according to user control
and the user controlled restoration signal for setting up a
restoration environment. The object-based audio scene syn-
thesizing unit 700 organizes the audio scene based on the
object-based audio contents, e.g., additional data related to
the object-based audio signal and the audio scene, from the
object-based audio decoding unit 600 according to the user
controlled scene signal from the user control unit 900. The
restoring unit 800 restores the object-based audio contents,
¢.g., additional data related to the object-based audio signal
and the audio scene, from the object-based audio scene syn-
thesizing unit 700 according to the user controlled restoration
signal from the user control unit 900. More detailed embodi-

ment will be described hereinatter with reference to FIGS. 5
and 8.

Meanwhile, the video signal, the object-based audio con-
tents, and multi-channel audio signal inputted from outside to
the object-based audio editing unit 200 are additional con-
stituent elements of the present mmvention, and will be
described 1n detail with reference to FIG. 3. Also, the object-
based audio contents mputted from outside to the object-
based audio decoding unit 600 are additional constituent ele-
ments of the present invention and will be described 1n detail
with reference to FIG. .

FIG. 2 1s a block diagram illustrating the pre-processing
unmit of FIG. 1. The pre-processing unit 100 includes an audio
signal mput block 110 for receiving the object-based audio
signal and the multi-channel audio signal from outside, and a
sound source separating block 120 for recerving a mixed
audio signal from outside and creating an object-based audio
signal through a sound source separating process.

The audio signal input block 110 recerves the object-based
audio signal and the multi-channel audio signal from diverse
external sound sources and transmits the object-based audio
signal and the multi-channel audio signal to the object-based
audio editing unit 200.

When the sound source, 1.e., the mixed audio signal, 1n
which the diverse audio signals are mixed, 1s inputted, the
sound source separating block 120 separates the mixed audio
signal based on the object, then creates the object-based audio
signal and eventually outputs the object-based audio signal to
the object-based audio editing unit 200. For example, when
the audio signal acquired through a directional microphone 1s
inputted, the sound source separating block 120 creates the
object-based audio signal whose sound source separation of
cach audio signal 1s improved.

FIG. 3 1s a block diagram illustrating the object-based
audio editing unit of FIG. 1. The object-based audio editing
unit 200 mcludes an audio editing block 210, an audio scene
organizing block 220 and a multi-channel audio coding block
250. Also, the object-based audio editing unit 200 can further
includes a demultiplexing and decoding block 230 or a video
signal iput block 240. A formation and operation of the
object-based audio editing unit 200 will be described 1n detail
hereinafter.

The audio editing block 210 edits the object-based audio

signal from the audio signal mput block 110 and the sound
source separating block 120 of the pre-processing unit 100
and the object-based audio signal from the demultiplexing
and decoding block 230.
The audio scene organizing block 220 organizes an audio
scene based on the object-based audio signal from the audio
editing block 210 and the scene additional data from the
demultiplexing and decoding block 230.
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The multi-channel audio coding block 250 receives and
codes the multi-channel audio signal from the audio signal
input block 110 of the pre-processing unit 100 and a multi-
channel audio signal from outside.

The demultiplexing and decoding block 230 demultiplexes
and decodes the pre-manufactured object-based audio con-
tents, which are inputted from outside.

The video signal mput block 240 receives a video signal
from outside.

More specifically, the audio editing block 210 recerves the
object-based audio signal from the audio signal input block
110 of the pre-processing unit 100 and the object-based audio
signal of the sound source separating block 120, or addition-
ally recerves the object-based audio signal from the demulti-
plexing and decoding block 230. Subsequently, the audio
editing block 210 creates the object-based audio signal add-
ing, mixing, and sound effect editing according to the audio
signal, and outputs the object-based audio signal to the audio
scene organizing block 220. The sound effect editing means
diverse sound eflect editing such as a level of the sound
source, reverberation addition and modulation. That 1s, the
audio editing block 210 mixes the object-based audio signal,
creates audio objects of the number as many as the system can
process, performs diverse sound eflect signal processes such
as reverberation and modulation on the audio object, and
creates the object-based audio signal.

The audio scene orgamizing block 220 receives the object-
based audio signal from the audio editing block 210 or addi-
tionally receives scene additional data from the demultiplex-
ing and decoding block 230 such that the editor can arrange
the object-based audio signal on the audio scene and organize
the audio scene. The audio scene includes imformation on
location of the object-based audio signal, space information
ol the audio scene and other information. The location 1nfor-
mation of the object-based audio signal includes information
on distance from a virtual user location to the audio of each
object and mformation on a horizontal and vertical angles of
the audio signal of each object 1n a virtual user location. The
space information of the audio scene means mformation on
the space having the audio signal of each object, and includes

characteristics such as a size, a form and a reverberation time
of the space, and reflection, absorption and penetration of
inside sound. Other information includes level and form
information of the sound source of each object. The audio
scene organizing block 220 outputs information on the audio
scene organized by the editor based on the object-based audio
signal 1n a scene additional data form to the object-based
audio coding umt 300 with the object-based audio signal.
Accordingly, the editor can organize diverse audio scenes
based on the object-based audio signal in the audio scene
organizing block 220. Also, the user can select and listen to
the audio scene which fits to user’s preference among diverse
audio scenes organized by the editor.

That 1s, the audio scene organizing block 220 adds scene
additional data on diverse audio scene organizations of editor
in the object-based audio contents such that the editor orga-
nizes diverse audio scenes 1 an object-based audio content
and transmits the object-based audio contents, and the user
can select and listen to the audio scene which fits to the user’s
preference among diverse audio scenes intended by the editor
n a receving system.

The demultiplexing and decoding block 230 demulti-
plexes/decodes the object-based audio contents inputted from
outside, creates and outputs an object-based audio/video sig-
nal/scene additional data/coded multi-channel downmix sig-
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6

nal/multi-channel additional data to each block such that the
editor can edit the pre-manufactured object-based audio con-
tents again.

As an additional constituent element, the video signal input
block 240 recerves a video signal, which 1s a background of an
audio scene from outside, and outputs the video signal to the
object-based audio coding unit 300.

The multi-channel audio coding block 250 receives the
multi-channel audio signal from the audio signal input block
110 of the pre-processing unit or additionally recerves the
multi-channel audio signal from outside. Subsequently, the
multi-channel audio coding block 250 downmixes the multi-
channel audio signal as a mono or a stereo form, and extracts
multi-channel additional data for extension into a multi-chan-
nel. That 1s, when the multi-channel audio signal 1s inputted
as a background sound, the multi-channel audio coding block
250 downmixes the multi-channel audio signal as a mono or
stereo form, outputs the multi-channel audio signal to the
object-based audio coding unit 300, and information on the
multi-channel audio to the object-based audio coding umnit
300 as a multi-channel additional data form. The multi-chan-
nel additional data are information for extending the down-
mixed mono or stereo signal to the multi-channel. The back-
ground sound means an audio signal excluding the object-
based audio signal that the user can control in the output
system.

FIG. 4 1s a block diagram illustrating the object-based
audio coding unit of FIG. 1. The object-based audio coding
unmt 300 includes an audio coding block 310, an additional
data coding block 320, and a multiplexing block 330.

The audio coding block 310 codes the object-based audio
signal from the object-based audio editing unit 200.

The additional data coding block 320 codes scene addi-

tional data, which are information on the audio scene from the
object-based audio editing unit 200.
The multiplexing block 330 multiplexes the audio signal
coded 1n the audio coding block 310, the scene additional data
coded 1n the additional data coding block 320, the multi-
channel downmix signal coded in the object-based audio
editing umt 200, the multi-channel additional data and the
video signal, and creates the object-based audio contents.
Also, the multiplexing block 330 can be realized to addition-
ally receive the video signal.

Meanwhile, the transmitting unit 400 performs transfor-
mation for transmitting the object-based audio contents from
the multiplexing block 330 to the user through diverse media
such as a wired/wireless communication system. The trans-
mitting umt 400 demultiplexes the object-based audio con-
tents created in the multiplexing block 330 and transmits each
of the object-based audio contents to the object-based audio
receiving system. Otherwise, the transmitting unit 400 trans-
mits the object-based audio contents created 1n the multiplex-
ing block 330 to the object-based audio recerving system and
the receiving unit 500 demultiplexes the object-based audio
contents.

Meanwhile, the recetving unit 500 extracts the object-
based audio signal/scene additional data/multi-channel
downmix signal/multi-channel additional data coded in the
object-based audio contents transmitted through diverse
media, from the object-based audio transmitting system and
transmits the extracts to the object-based audio decoding unit
600. Otherwise, the receiving unit 500 can be realized to
transmit the object-based audio/video signal/scene additional
data/multi-channel downmix signal/multi-channel additional
data coded 1n the object-based audio contents transmaitted
through diverse media from the object-based audio transmit-
ting system to the object-based audio decoding unit 600 to be
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operated correspondingly to the above-mentioned example.
When the object-based audio contents transmitted from the
object-based audio transmitting system are multiplexed, the
receiving unit 500 can also be realized to demultiplex the
object-based audio contents and to extract each of the data.

FIG. 5 1s a block diagram 1illustrating the object-based
audio decoding unit of FIG. 1.

The object-based audio decoding unit 600 includes: a
decoding block 610, an additional data decoding block 620
and a multi-channel audio decoding block 630. Also, the
object-based audio decoding unit 600 can additionally
include a demultiplexing block 640. A formation and opera-
tion of the object-based audio decoding unit 600 will be
described as follows.

The decoding block 610 decodes the coded object-based
audio/video signal from the recerving unit 500 and the coded
object-based audio/video signal from the demultiplexing
block 640.

The additional data decoding block 620 decodes the coded
scene additional data from the receiving unit 500 and the
coded scene additional data from the demultiplexing block
640.

The multi-channel audio decoding block 630 decodes the
multi-channel downmix signal and the multi-channel addi-
tional data, which are coded from the recerving unit 500 and
the multi-channel downmix signal and the multi-channel
additional data, which are coded from the demultiplexing
block 640, into the multi-channel audio signal.

The demultiplexing block 640 demultiplexes the pre-
manufactured object-based audio contents inputted from out-
side and creates the coded object-based audio/video signal/
scene additional data/multi-channel downmix signal/multi-
channel additional data.

That 1s, the decoding block 610 receives the coded object-
based audio/video signal from the recerving unit 500 or addi-
tionally recerves the object-based audio/video signals from
the demultiplexing block 640. Subsequently, the decoding
block 610 decodes the coded object-based audio/video sig-
nals, creates and outputs the object-based audio signal and
video signal to the object-based audio scene synthesizing unit
700.

The additional data decoding block 620 receives the coded
scene additional data from the receirving unit S00 or addition-
ally recerves the coded scene additional data from the demul-
tiplexing block 640. Subsequently, the additional data decod-
ing block 620 decodes/creates scene additional data which
are related to the coded audio scene, and outputs the scene
additional data to the object-based audio scene synthesizing
unit 700.

The multi-channel audio decoding block 630 receives the
coded multi-channel downmix signal and multi-channel
additional data from the receiving unit 500, or additionally
receives the coded multi-channel downmix signal and multi-
channel additional data from the demultiplexing block 640.
Subsequently, the multi-channel audio decoding block 630
creates the multi-channel audio signal based on the coded
multi-channel downmix signal and the multi-channel addi-
tional data and outputs the multi-channel audio signal to the
object-based audio scene synthesizing umt 700.

The demultiplexing block 640 recerves/demultiplexes the
pre-manufactured object-based audio contents from outside,
extracts and outputs the coded object-based audio/video sig-
nal/scene additional data/multi-channel downmix signal/
multi-channel additional data to the corresponding decoding,
block.

FIG. 6 1s a block diagram 1illustrating the object-based
audio scene synthesizing unit of FIG. 1. The object-based
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audio scene synthesizing unit 700 includes an object-based
audio signal location control block 710, an object-based
audio signal space control block 720, an object-based audio
signal detail control block 730 and an audio scene creating
block 740.

The object-based audio signal location control block 710
controls a location of the object-based audio signal based on
information on location control of the object-based audio
signal among the object-based audio signal and the scene
additional data from the object-based audio decoding unit
600, and the user controlled scene signal from the user control
unit 900. Subsequently, the object-based audio signal loca-
tion control block 710 outputs the object-based audio signal
and the location control signal to the audio scene creating
block 740. The location of the object-based audio signal
includes information on a distance from the object-based
audio signal based on a virtual user location and horizontal/
vertical angles.

The object-based audio signal space control block 720
controls characteristics related to a space of the object-based
audio signal based on mnformation on the spatial characteris-
tics of the audio scene among the object-based audio signal
and the scene additional data from the object-based audio
decoding unit 600, and the user controlled scene signal from
the user control unit 900. Subsequently, the object-based
audio signal space control block 720 outputs the object-based
audio signal and a space control signal to the audio scene
creating block 740. The information on the spatial character-
1stics includes a size, a form, a reverberation time of the space.
The information also includes characteristics such as reflec-
tion, absorption and penetration of an 1nside sound.

The object-based audio signal detail control block 730
controls other characteristics of the object-based audio sig-
nal, 1.e., a level or a form of the audio object, based on other
control information on the object-based audio signal, 1.e.,
information on the level or the form of the audio object,
among the object-based audio signal and the scene additional
data from the object-based audio decoding unit 600, and the
user controlled scene signal from the user control unit 900.
Subsequently, the object-based audio signal detail control
block 730 outputs the object-based audio signal and other
control signals to the audio scene creating block 740. Other
control mformation includes mnformation on a level and a
form of the object-based audio signal.

The audio scene creating block 740 creates an audio scene
based on the object-based audio signal and a location control
signal from: the object-based audio signal location control
block 710, the object-based audio signal and a space control
signal from the object-based audio signal space control block
720, the object-based audio signal and the detail control sig-
nal from the object-based audio signal detail control block
730, and the multi-channel audio signal from the object-based
audio decoding unit 600, and outputs the audio signal to the
restoring unit 800.

FIG. 7 1s a block diagram 1illustrating the restoring unit of
FIG. 1.

The restoring unit 800 includes a restoration space control
block 810 and an audio output block 820. The restoring unit
800 can further include a video output block 830 for output-
ting the video signal from the object-based audio scene syn-
thesizing unit 700.

The restoration space control block 810 equalizes a resto-
ration space based on the audio signal from the object-based
audio scene synthesizing umt 700 and the user controlled
restoration signal from the user control unit 900, 1.e., infor-
mation on a restoration environment for restoring the audio
signal. Equalizing the restoration space means removing the
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characteristics of the restoration space based on information
on a si1ze/form/characteristics and a speaker’s location of the
restoration environment from the user. Although the restora-
tion environment 1s different from each other, an 1dentical
audio signal 1s outputted. That 1s, equalizing the restoration
space 1s a process for equalizing characteristics information
on a speaker arrangement or a size of a restoration space such
that the user can listen to the same audio signal 1n environ-
ments which have different characteristics of the restoration

space.

The audio output block 820 and the video output block 830
outputs the audio signal from the restoration space control
block 810 and the video signal through a final output device.

FIG. 8 15 a block diagram illustrating the user control unit
of FIG. 1. The user control unit 900 includes a Graphic User
Interface (GUI) block 910, an audio scene control signal
creating block 920 and an audio restoration control signal
creating block 930.

The GUI block 910 1s an interface for controlling the audio
scene or setting up the characteristics of the restoration space
through a user interface by the user. The GUI block 910
provides the interface such that the user can control other
attributes such as a location, a size or a form of the audio
object as a GUI form, and control the characteristics of the
audio scene and the restoration environment.

Also, when an editor multiplexes information on diverse
audio scenes 1n an object-based audio content, the present
invention provides the information on the diverse audio
scenes to the user through the user interface such that the user
can select a desired scene.

When the user changes the information on the audio scene
through GUI, the audio scene control signal creating block
920 creates the user controlled scene signal based on the user
controlled scene imnformation from the GUI block 910 and
outputs the user controlled scene signal to the object-based
audio scene synthesizing unit 700. The user controlled scene
signal includes location information of the object-based
audio signal, space information, and other control informa-
tion.

When the user changes setup for the restoration environ-
ment through GUI, the audio restoration control signal creat-
ing block 930 creates a user controlled restoration signal for
restoration environment based on the restoration user control
information the GUI block 910 and outputs the user con-
trolled restoration signal to the restoring unit 800. The user
controlled restoration signal includes information on a size, a
form and a speaker arrangement of the restoration environ-
ment.

With reference to FIGS. 9 and 10, an operation procedure
of the object-based audio transmitting/receiving system will
be described heremnafter. Only a theme of the operation pro-
cedure will be described since a detailled embodiment of the
object-based audio transmitting/recerving system 1S
described 1n detail as above.

FIG. 9 1s a flowchart describing an object-based audio
transmitting method in accordance with an embodiment of
the present invention.

An object-based audio signal 1s created through a pre-
processing procedure by receiving an audio signal from
diverse sources at steps S1010 and S1020. For example, the
object-based audio signal and the multi-channel audio signal
are created through the pre-processing procedure by receiv-
ing the object-based audio signal and the multi-channel audio
signal from the diverse external sources. When diverse sound
sources are mixed 1n the audio signal, the object-based audio
signal can be created by separating a sound source.
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The audio scene 1s organized by editing the created object-
based audio signal at step S1030. For example, an editor can
organize diverse audio scenes based on the created object-
based audio signal, the multi-channel audio/video signal
inputted from outside.

Object-based audio contents are created by coding and
multiplexing information on the object-based audio signal
and the audio scene at step S1040. For example, the object-
based audio contents can be created by coding and multiplex-
ing the mformation on the object-based audio signal and the
audio scene with a video signal. Otherwise, the object-based
audio contents can be created by coding and multiplexing the
information on the object-based audio signal and the audio
scene with the video signal/the multi-channel audio signal/
multi-channel additional data.

The created object-based audio contents are transmitted
through diverse media at step S1050. That 1s, the object-based
audio contents produced by the editor are transformed to be
transmitted through diverse transmission media and transmuit-
ted to a receiving system.

FIG. 10 1s a flowchart describing an object-based audio
receiving method in accordance with the embodiment of the
present invention.

The object-based audio contents transmitted from the
object-based audio transmitting system through media are
transmitted at step S1110.

The transmitted object-based audio contents, e.g., addi-
tional data related to the object-based audio signal and audio
scene, are decoded at step S1120. For example, the object-
based audio contents inputted from outside are demultiplexed
and decoded with the transmitted object-based audio con-
tents, e€.g., additional data related to the object-based audio
signal and the audio scene. Accordingly, the object-based
audio/video signal/multi-channel audio signal and scene
additional data/multi-channel additional data can be created.
The audio scene 1s organized based on the object-based
audio contents decoded according to the user controlled scene
signal, e.g., based on additional data related to the object-
based audio signal and audio scene, at step S1130 and S1140.
For example, the user can select an audio scene among
diverse audio scenes produced by the editor, or organize a new
audio scene by controlling the object-based audio signal. It 1s
also possible to organize the audio scene based on the addi-
tional data related to the object-based audio signal/multi-
channel audio/video signal and the audio scene based on user
controlled scene information from the user.

The object-based audio contents organizing the new scene,
¢.g., additional data on the object-based audio signal and the
audio scene, are restored according to the user controlled
restoration signal at steps S1150 and S1160. For example, the
restoration environment 1s equalized based on the informa-
tion on the restoration environment control from the user, and
audio/video signals are restored and outputted based on the
restoration environment.

As described above, the user can receitve a new audio
service with a three-dimensional (3D) effect and reality by
editing attributes for each object of the audio signal based on
the object-based audio transmitting/receiving system and
controlling information based on the restoration environ-
ment.

The present invention has the editor create and provide
diverse audio scenes to the user, and the user receive an
interactive audio service with improved reality by selecting
diverse audio scenes intended by the editor or organizing
user’s audio scene.

Also, when a concert hall of a singer 1s formed of the
object-based audio contents, the present imnvention has the
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user control the voice of the singer, a location and a size of
each instrument, and control information on a reverberation
time/size/form of the concert hall, thereby organizing and
listening to the user’s audio scene.

Also, when sports relay 1s formed of the object-based audio
contents, the present invention can raise or remove only the
voice of an analyst or an announcer by controlling a voice of
the analyst or the announcer, a shout of an audience and
voices of players through each object. Also, the present inven-
tion can raise or remove the shout of audience. The present
invention can raise or removes the voices of players such that
the user can organize and listen to the audio scene which fits
to the user’s preference.

Also, 1n case of a string quartet, the present invention
provides the editor with power of editing each of instrumental
sound as an object-based audio signal and form the object-
based audio contents by organizing a plurality of audio scenes
forming each mnstrument as a center or changing characteris-
tics of a stage. Also, the present invention provides the user
with the selection of the audio scene which fits to the user’s
preference and receives the service.

As described 1n detail, the technology of the present inven-
tion can be realized as a program and stored 1n a computer-
readable recording medium, such as CD-ROM, RAM, ROM,
a floppy disk, a hard disk and a magneto-optical disk. Since
the process can be easily implemented by those skilled in the
art of the present invention, further description will not be
provided herein.

The present application contains subject matter related to
Korean patent applications No. 2005-0103733 and No. 2005-
0123816 filed with the Korean Intellectual Property Office on
Nov. 1, 2003, and Dec. 15, 2005, respectively. The entire
contents are incorporated herein by reference.

While the present invention has been described with
respect to certain preferred embodiments, 1t will be apparent
to those skilled 1n the art that various changes and modifica-
tions may be made without departing from the scope of the
invention as defined in the following claims.

What 1s claimed 1s:

1. An object-based audio transmitting system, comprising:

a processing unit for creating a plurality of object-based

audio signals;

an editing unit comprising,

an audio editing block configured to edit the object-
based audio signals by mixing the object-based audio
signals and adding a sound eflect into the object-
based audio signals,

an audio scene organizing block configured to determine
a plurality of audio scenes using the edited object-
based audio signals by a first user,

a coding unit for generating object-based audio contents
comprising the object-based audio signals, and the
plurality of audio scenes; and

a transmitting unit for transmitting the object-based
audio contents, and background sound to an object-
based audio reproducing system,

wherein the plurality of audio scenes are diflerent from
cach other, and are selected by a second user of the
object-based audio reproducing system,

wherein the object-based audio signals are reproduced
based on at least one of space information, location
information, and a reproducing environment of
object-based audio signal included in the audio scene
selected by the second user.

2. The system as recited 1n claim 1, wherein the coding unit
generates the object-based audio contents comprising the
plurality of audio scenes selected by the first user.

[

5

10

15

20

25

30

35

40

45

50

55

60

65

12

3. The system as recited 1n claim 1, wherein the editing unit
determines the plurality of audio scenes intended by the first
user, to synthesize the object-based audio signals using one of
the plurality of audio scenes selected by the second user.

4. The system as recited in claim 3, wherein the editing unit
determines a level of an object-based audio signal.

5. The system as recited i1n claim 4, wherein the level
information comprises volume of an object-based audio sig-
nal.

6. The system as recited in claim 1, wherein the coding unit
multiplexes the object-based audio signals and the plurality of
audio scenes and generates the object-based audio contents.

7. The system as recited in claim 1, wherein the editing unit
determines at least one of a location information of an object-
based audio signal, and a space information of an object-
based audio signal.

8. The system as recited in claim 7, wherein the location
information comprises distance information and angle infor-
mation from a virtual user location to the object-based audio
signal,

wherein the space information comprises characteristics

information such as a size, a form and a reverberation
time of the space, and reflection, absorption and penetra-
tion of an mside sound.

9. An object-based audio transmitting method imple-
mented by an object-based audio transmitting system, com-
prising;:

creating a plurality of object-based audio signals;

editing the object-based audio signals by mixing the

object-based audio signals and adding a sound effect
into the object-based audio signals;

determining a plurality of audio scenes using the edited

object-based audio signals by a first user;

generating object-based audio contents comprising the

object-based audio signals and the plurality of audio
scenes;
transmitting the object-based audio contents and a back-
ground audio signal to an object-based audio reproduc-
Ing system,

wherein the plurality of audio scenes are different from
cach other, and are selected by a second user of the
object-based audio reproducing system,

wherein the object-based audio signals are reproduced

based on at least one of space information, location
information, and a reproducing environment of object-
based audio signal included 1n the audio scene selected
by the second user.

10. The method as recited in claim 9, wherein the generat-
ing step comprises generating the object-based audio con-
tents comprising the at least one of audio scenes.

11. The method as recited in claim 9, wherein the deter-
mining step determines audio scenes of the plurality of audio
scenes intended by the first user, P1 to synthesize the object-
based audio signal using one of the plurality of audio scenes
selected by the second user.

12. The method as recited 1in claim 11, wherein the deter-
mining determines a level of an object-based audio signal.

13. The method as recited in claim 12, wherein the level
information comprises a volume.

14. The method as recited in claim 9, wherein the generat-
ing multiplexes the object-based audio signal and the audio
scenes and generates the object-based audio contents.

15. The method as recited 1in claim 9, wherein the deter-
mining determines the audio scenes comprising at least one of
a location information of an object-based audio signal and a
space information of an object-based audio signal.
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16. The method as recited 1n claim 15, wherein the location
information comprises distance information and angle infor-
mation from a virtual user location to the object-based audio
signal,

wherein the space information comprises characteristics 5

information such as a size, a form and a reverberation
time of the space, and reflection, absorption and penetra-

tion of an inside sound.
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