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FIG. 3
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FIG. 4
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MERGE MODE FOR MOTION
INFORMATION PREDICTION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 13/339,290, filed Dec. 28, 2011, and entitled
“Merge Mode for Motion Information Prediction,” which 1s
hereby incorporated by reference.

FIELD

The field relates to video encoding and decoding, and in
particular, to motion mformation prediction.

BACKGROUND

As the use of video has become more popular in today’s
world, video has become available in a wide variety of video
formats. These video formats are provided by using tradi-
tional video coding techniques that are able to compress
video for storage and transmission, and are able to decom-
press video for viewing. Compression and decompression of
video consumes computing resources and time. Although
traditional video coding techniques can be used to encode and
decode video, such techniques are limited and are often com-
putationally inefficient.

SUMMARY

Among other innovations described herein, this disclosure
presents various tools and techmiques for encoding and
decoding digital image data. For instance, certain embodi-
ments of the disclosed technology populate a list of motion
vector prediction information with candidate motion vector
prediction data.

In one exemplary technique described herein, for a current
block of a first frame of digital image data, a list of motion
vector prediction information for the current block 1s popu-
lated with candidate motion vector prediction data that
includes default motion vector prediction data.

In another exemplary technique described herein, at least a
portion of a coded video bitstream 1s recerved and a merge
flag for a current block 1n a current frame 1s decoded. After the
merge tlag 1s decoded, at least one merge candidate for the
current block 1s determined. Also, decompressed video infor-
mation for the current block 1s stored.

This summary 1s provided to introduce a selection of con-
cepts 1 a simplified form that are further described below.
This summary 1s not mtended to identity key features or
essential features of the claimed subject matter, nor 1s 1t
intended to be used to limit the scope of the claimed subject
matter. The foregoing and other objects, features, and advan-
tages of the technologies will become more apparent from the
following detailed description, which proceeds with refer-
ence to the accompanying figures.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic diagram of a generalized example of
a suitable video encoder system for use with certain disclosed
embodiments.

FI1G. 2 1s a schematic diagram of a generalized example of
a suitable video decoder system for use with certain disclosed
embodiments.
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2

FIG. 3 1s aflowchart of an exemplary method of populating
a list of motion vector prediction information.

FIG. 4 1s a schematic diagram of an exemplary decoder that
1s capable of populating a list of merge candidates with a zero
merge candidate.

FIG. 5 1s a flowchart of an exemplary method of decoding,
a coded video bitstream.

FIG. 6 1s a schematic diagram of an exemplary decoder
capable of decoding a compressed video bitstream.

FIG. 7 1s a flowchart of an exemplary method of decoding
a current block.

FIG. 8 1s a flowchart of an exemplary method of determin-
ing merge candidates for a current block.

FIG. 9 15 a flowchart of an exemplary method of decoding
video information.

FIG. 10 1s a schematic diagram 1llustrating a generalized
example of a suitable computing environment for any of the
disclosed embodiments.

DETAILED DESCRIPTION

I. General Considerations

Disclosed below are representative embodiments of meth-
ods, apparatus, and systems for performing motion informa-
tion prediction. The disclosed methods, apparatus, and sys-
tems should not be construed as limiting 1n any way. Instead,
the present disclosure 1s directed toward all novel and non-
obvious features and aspects of the various disclosed embodi-
ments, alone and 1n various combinations and sub-combina-
tions with one another. Furthermore, any features or aspects
of the disclosed embodiments can be used alone or 1n various
combinations and sub-combinations with one another. The
disclosed methods, apparatus, and systems are not limited to
any specific aspect or feature or combination thereof, nor do
the disclosed embodiments require that any one or more
specific advantages be present or problems be solved

Although the operations of some of the disclosed methods
are described 1n a particular, sequential order for convenient
presentation, 1t should be understood that this manner of
description encompasses rearrangement, unless a particular
ordering 1s required by specific language set forth below. For
example, operations described sequentially may in some
cases be rearranged or performed concurrently. Moreover, for
the sake of simplicity, the attached figures may not show the
various ways 1n which the disclosed methods, apparatus, and
systems can be used 1n conjunction with other methods, appa-
ratus, and systems. Furthermore, as used herein, the term
“and/or” means any one item or combination of items 1n the
phrase.

11.

Exemplary Encoders and Decoders

A. Video Encoder and Decoder

FIG. 1 1s a schematic diagram of a generalized video
encoder system 100, and FIG. 2 1s a schematic diagram of a
video decoder system 200, in conjunction with which various
described embodiments can be implemented.

The relationships shown between modules within the
encoder and decoder 1ndicate the tflow of information in the
encoder and decoder; other relationships are not shown for
the sake of simplicity. In particular, FIGS. 1 and 2 usually do
not show side mformation indicating the encoder settings,
modes, tables, merge tlags, etc. used for a video sequence,
frame, macro-block, slice, block, or other such information.
Such side information 1s sent 1n the output bitstream, typically
alter entropy encoding of the side information. The format of
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the output bitstream can be the High-Elliciency Video Coding,
(HEVC) format or another video coding format.

Depending on the implementation and the type of com-
pression desired, modules of the encoder or decoder can be
added, omitted, split into multiple modules, combined with
other modules, and/or replaced with like modules In alterna-
tive embodiments, encoders or decoders with different mod-
ules and/or other configurations of modules perform one or
more of the described techniques.

B. ;xemplary Video Encoder

FIG. 1 1s a schematic diagram of a generalized video
encoder system 100 that can be used 1n connection with the
disclosed technology for determining one or more merge
candidates and processing one or more merge flags. The
encoder system 100 receives a sequence of video frames and
produces compressed video mformation 195 as output. For
example, the compressed video information can be a com-
pressed video bitstream or coded video bitstream, and a frame
can be a picture in the sequence of pictures in the video.
Particular embodiments of video encoders can use a variation
or supplemented version of the generalized encoder 100.

The encoder system 100 can compress frames of a video
sequence (e.g., predicted frames and key frames). For the
sake of presentation, FIG. 1 shows a path for encoding blocks
of a frame using inter-prediction through the encoder system
100 (shown as the inter-coded blocks path) and a path for
encoding blocks of a frame using intra-prediction (shown as
the intra-coded blocks path). Many of the components of the
encoder system 100 can be used for compressing both inter-
predicted and intra-predicted blocks. In the illustrated
embodiments, components that can be shared are labeled with
the same number, though 1t 15 to be understood that each path
can be implemented using separate dedicated components as
well. The exact operations performed by those components
can vary depending on the type of information being com-
pressed.

An mter-coded block 1s represented in terms of prediction
(or difference) from one or more other blocks. A prediction
residual 1s the difference between what was predicted and the
original block. In contrast, an intra-coded block 1s com-
pressed without reference to other frames. When encoding a
block, the encoder system 100 can choose to encode the block
using an inter-prediction mode and/or an intra-prediction
mode.

If a current block 105 1s to be coded using inter-prediction,
a motion estimator 110 estimates motion of the current block
105, or sets of pixels of the current block 1035 with respect to
a reference frame using motion information, where the refer-
ence frame 1s a previously reconstructed frame 123 builered
in the store 120. In alternative embodiments, the reference
frame 1s a temporally later frame or the current block 1is
bi-directionally predicted. The motion estimator 110 can out-
put as side information motion information 1135 such as
motion vectors, mter-prediction directions, and/or reference
frame indices. A motion compensator 130 applies the motion
information 115 to the reconstructed previous decoded frame
(the reference frame) 125 to form a motion-compensated
current block 135. The prediction 1s rarely perfect, however,
and the difference between the motion-compensated current
block 135 and the original current block 105 1s the prediction
residual 145. Alternatively, a motion estimator and motion
compensator apply another type of motion estimation/com-
pensation.

If the current block 105 1s to be coded using intra-predic-
tion, an intra-predictor 133 creates an mtra-predicted current
block prediction 140 from stored pixels of the frame that
includes the current block 105, and the stored pixels are
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4

previously reconstructed pixels butlered 1n the store 120. The
intra-predictor 155 can output side information such as intra-
prediction direction 158. The prediction 1s rarely perfect,
however, and the difference between the stored pixels and the
original current block 105 i1s the prediction residual 185.

A frequency transformer 160 converts the spatial domain
video information into frequency domain (e.g., spectral) data
using a frequency transiorm. A quantizer 170 then quantizes
the blocks of spectral data coetlicients.

When a reconstructed current block or frame 1s needed for
subsequent motion estimation/compensation and/or intra-
prediction, an inverse quantizer 176 performs inverse quan-
tization on the quantized spectral data coellicients. An inverse
frequency transformer 166 then performs the inverse of the
operations of the frequency transformer 160, producing a
reconstructed residual. If the current block 105 was coded
using inter-prediction, the reconstructed prediction residual
1s added to the motion-compensated current block 135 to
form the reconstructed current block. If the current block 105
was coded using intra-prediction, the reconstructed predic-
tion residual 1s added to the intra-predicted current block
prediction 140 to form the reconstructed current block. The
store 120 can butler the reconstructed current block for use in
predicting subsequent frames or blocks.

The entropy coder 180 compresses the output of the quan-
tizer 170 as well as certain side information (e.g., motion
information 113, one or more merge tlags 118, modes, quan-
tization step size, and other such information). Typical
entropy coding techniques include arithmetic coding, vari-
able length coding, differential coding, Hudil

man coding, run
length coding, L.Z coding, dictionary coding, and combina-
tions of the above.

The entropy coder 180 stores compressed video informa-
tion 1935 in the buffer 190. The compressed video information
195 i1s depleted from the buifer 190 at a constant or relatively
constant bit rate and stored for subsequent streaming at that
bit rate. Alternatively, the encoder system 100 streams com-
pressed video mnformation immediately following compres-
S1011.

The encoder 100 can produce a bitstream and determine
one or more merge candidates and process one or more merge
flags as described below. The encoder may also use the tech-
niques described herein 1n various combinations, mdividu-
ally, or 1n conjunction with other techniques. Alternatively,
another encoder or tool performs one or more encoding tech-
niques.

C. ;xemplary Video Decoder

FIG. 2 15 a schematic diagram of a general video decoder
system 200 that can store and use representative motion infor-
mation as described below. The decoder system 200 receives
information 293 for a compressed sequence of video frames
(e.g., via a compressed video bitstream) and produces output
including a reconstructed block 205. Particular embodiments
of video decoders can use a variation or supplemented version
of the generalized decoder 200.

The decoder system 200 decompresses blocks coded using,
inter-prediction and intra-prediction. For the sake of presen-
tation, FIG. 2 shows a path for intra-coded blocks through the
decoder system 200 (shown as the intra block path) and a path
for inter-coded blocks (shown as the inter block path). Many
of the components of the decoder system 200 are used for
decompressing both inter-coded and intra-coded blocks. The
exact operations performed by those components can vary
depending on the type of information being decompressed.

A builer 290 recerves the mformation 2935 for the com-
pressed video sequence and makes the recerved information

available to the entropy decoder 280. The butier 290 typically
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receives the information at a rate that 1s fairly constant over
time. The butfer 290 can include a playback buifer and other

bullers as well. Alternatively, the bulfer 290 receives infor-
mation at a varying rate.

The entropy decoder 280 entropy decodes entropy-coded
quantized data as well as entropy-coded side information
(e.g., motion information 215, one or more merge flags 218,
modes, and other side information), typically applying the
inverse of the entropy encoding performed in the encoder. An
inverse quantizer 270 mverse quantizes entropy-decoded
data. An inverse Irequency transformer 260 converts the
quantized, frequency domain data into spatial domain video
information by applying an inverse transform such as an
iverse frequency transform.

I1 the block 205 to be reconstructed 1s an 1inter-coded block
using forward-prediction, a motion compensator 230 applies
motion information 215 (e.g., predicted motion information)
to a reference frame 225 to form a prediction 233 of the block
205 being reconstructed. A butler (store) 220 stores previous
reconstructed frames for use as reference frames. Alterna-
tively, a motion compensator applies other types of motion
compensation. The prediction by the motion compensator 1s
rarely perfect, so the decoder 200 also reconstructs a predic-
tion residual 245 to be added to the prediction 2335 to recon-
struct block 205.

When the decoder needs a reconstructed frame for subse-
quent motion compensation, the store 220 buifers the recon-
structed frame for use 1n predicting a subsequent frame. In
some 1mplementations of predicting a frame, the frame 1s
predicted on a block-by-block basis (as illustrated) and
respective blocks of the frame can be predicted. One or more
of the predicted blocks can be predicted using motion infor-
mation from blocks 1n the same frame (e.g., motion informa-
tion 1ncluded 1n spatial merge candidates) or one or more
blocks of a different frame (e.g., motion information included
in temporal merge candidates).

If the block 205 to be reconstructed 1s an intra-coded block,
an itra-predictor 255 forms a prediction 265 of the block 210
being reconstructed. The buller (store) 220 stores previous
reconstructed blocks and frames. The prediction by the
motion compensator 1s rarely pertect, so the decoder 200 also
reconstructs a prediction residual 275 to be added to the
prediction 265 to reconstruct block 210.

The decoder 200 can decode a compressed video bitstream,
and determine one or more merge candidates and process one
or more merge flags as described below. The decoder may
also use the techniques described herein 1n various combina-
tions, individually, or 1n conjunction with other techniques.
Alternatively, another decoder or tool performs one or more
decoding techniques.

11.

Exemplary Embodiments of Performing Motion
Information Prediction

A. Exemplary Method of Populating A List of Motion
Vector Prediction Data

FIG. 3 1s a flowchart of an exemplary method of populating,
a list of motion vector prediction information. In the example,
for a current block of a frame of digital image data, a list of
motion vector prediction information for the frame 1s popu-
lated with candidate motion vector prediction data that
includes default motion vector prediction data at block 310.
In some 1implementations, default motion vector prediction
data 1s always added to the list of motion vector prediction
information. In other implementations, default motion vector
data 1s added to the list of motion vector prediction informa-
tion 1f there 1s no motion vector prediction data available from
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6

one or more neighboring blocks and/or from a block of
another frame of digital image data (e.g., from a reference
frame). For example, during encoding or decoding (e.g., dur-
ing motion vector prediction) for the current block, one or
more neighboring blocks in the current frame and/or one or
more blocks (e.g., a co-located block) 1n a different frame
(e.g., another reference frame) can be checked for available
motion information that can be used as candidate motion
vector prediction data for the current block. If no available
motion information i1s found or 1s derivable from the other
blocks, default motion vector prediction data can be added to
a list of motion vector prediction information for the frame.
During the checking of the one or more neighboring blocks
and/or the one or more blocks 1 a different frame (e.g., a
co-located block), one or more flags (e.g., availability flags)
can be set to indicate whether the one or more neighboring
blocks or the one or more blocks of the second frame have or
do not have available motion vector prediction data that can
be used as candidate motion vector prediction data.

The candidate motion vector prediction data 1s sometimes
referred to herein as a “merge candidate,” as 1t represents
motion vector data that can be used by a current block. Simi-
larly, the list of motion vector prediction information 1s some-
times referred to as the “merge candidate list”. The candidate
motion prediction data can include a reference frame index
value, motion vector data (e.g., an x-axis displacement value
and a y-axis displacement value that together represent a
motion vector), and/or prediction direction information. In
some i1mplementations, for instance, available candidate
motion vector prediction data 1s maintained 1n a list of merge
candidates (a merge candidate list). In certain implementa-
tions, during decoding of a current block, the possible merge
candidates are derived at least by reconstructing the merge
candidates for the merge candidate list from neighboring or
co-located blocks that have been previously decoded.

The merge candidates can include one or more spatial
merge candidates, a temporal merge candidate, and/or a pre-
determined merge candidate. Spatial merge candidates are
merge candidates that include motion information of neigh-
boring blocks 1n the same frame as the block being currently
decoded (the current block). The neighboring blocks can be,
for example, mter-predicted blocks that were themselves
decoded using motion information. Temporal merge candi-
dates are merge candidates that include motion mnformation
from a block (e.g., a co-located block) 1n a reference frame
other than the frame that includes the current block. The
predetermined merge candidate (also referred to as default
motion vector prediction data) can be predetermined and not
derived from another block in a current or different frame. In
some 1mplementations, the predetermined merge candidate
includes a predetermined motion vector and/or a predeter-
mined reference frame index which have values that are pre-
determined and not derived from motion information of other
blocks. For example, a predetermined merge candidate can be
a “zero merge candidate” (or “zero value merge candidate™)
that includes a zero motion vector which has zero value hori-
zontal displacement and zero value vertical displacement
(e.g., a motion vector of wvalue (0,0) such that
mv_x=mv_y=0), a zero reference frame index with a value of
zero (e.g., a reference index of value 0), and/or a forward
prediction direction that uses one (e.g., only one) reference
frame list (e.g., a block of 11st0 prediction). In other 1mple-
mentations, the predetermined merge candidate includes one
or more motion vectors of different values than a zero merge
candidate, one or more reference indices of different values
than a zero merge candidate and/or a different prediction
direction than a zero merge candidate. In such implementa-
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tions, the motion vectors, reference indices, and/or prediction
directions are still predetermined and not derived from other

blocks.

As noted above with respect to FIG. 3, 1in certain embodi-
ments of the disclosed technology, a predetermined zero
merge candidate including a zero motion vector 1s added to a
merge candidate list for a current block. The predetermined
zero merge candidate can always be added or can be added 1f
certain criteria are met. For example, 1n one particular imple-
mentation, 1f 1t 1s determined that there are no available and/or
suitable merge candidates from other checked blocks, a zero
merge candidate 1s added to the merge candidate list respon-
stve to the determination. In this implementation, the merge
candidate list has no merge candidates 1n the list (e.g., the
merge candidate list1s empty) when the zero merge candidate
1s added. Adding a predetermined candidate such as a zero
merge candidate to a list of merge candidates for a block
allows for at least one merge candidate to be available for use

during downstream encoding and/or decoding of the current
block.

During encoding of the current block and after adding the
zero merge candidate, a merge flag can be coded for the
current block in response to there being at least one merge
candidate 1n the merge candidate list, and the merge flag can
be signaled (e.g., signaled 1n a coded video bitstream). In
some 1mplementations, when the number of merge candi-
dates for a block 1s greater than zero, a flag 1s sent 1n the
bitstream to indicate 1f the block 1s of merge mode or not. That
1s to say that in some implementations, a merge flag 1s gen-
erated for a block and sent in the bitstream when there 1s one
or more merge candidates in a merge candidate list for the
block. By adding a predetermined merge candidate to a list of
merge candidates for a current block, the number of merge
candidates for the current block can be (e.g., can always be)
greater than zero, and a merge tlag will be encoded during
processing (e.g., a merge tlag will always be included during,
encoding) of the block. In one implementation, a merge flag
1s set to a value indicating one of two different states. The
merge tlag can be set to a state that indicates that the block 1s
to be decoded using motion mmformation from one or more
merge candidates for the block (e.g., that the block 1s of merge
mode), or the merge flag can be set to a state that indicates that
the block 1s not to be decoded using motion information from
spatial or temporal merge candidates for the block. For
example, when a block 1s encoded that has one or more merge
candidates 1n a merge candidate list and one of the merge
candidates 1n the merge candidate list 1s to be used to decode
the block, a merge tlag can be created for the block and set to
a value that indicates the block 1s to be decoded using motion
information from the merge candidate list. Also, for example,
when a block 1s encoded that has one or more merge candi-
dates 1n a merge candidate list, and the block 1s not to be
decoded using motion information from the merge candidate
list, amerge flag for the block can be created and set to a value
that 1indicates the block 1s not to be decoded using motion
information from the merge candidate list. In some 1mple-
mentations of decoding a block, a merge flag for the block 1s
decoded and a merge candidate list 1s generated or not gen-
erated for the block based on the value of the merge flag. For
example, 1n one 1implementation, 11 the merge flag indicates
that the block currently being decoded is not to be decoded
using motion mformation from a merge candidate list for the
block, then the merge candidate list for the block 1s not gen-
erated responsive to or based on the decoded value of the
merge tlag, and other processing for the decoding of the block
can be performed.
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During decoding of the current block, and according to one
implementation, a merge flag for the current block 1s decoded,
and the populating the list of motion vector prediction infor-
mation 1s performed responsive to at least the value of the
decoded flag. In some implementations, the current block can
be inferred as merge mode when the current block 1s the first
partition of a current unit that includes more than one parti-
tion, and the current unit 1s larger than the smallest possible
unit. In some 1implementations, a predetermined merge can-
didate can be added to a merge candidate list after a current
block 1s inferred as merge mode, and the predetermined
merge candidate can be used to provide motion information
for predicting the current block. For example, 11 the case
arises during decoding of a current block that there 1s no
merge candidate that can be determined from neighboring
blocks or a co-located block, adding a predetermined merge
candidate handles this case. That 1s to say, adding a predeter-
mined merge candidate provides at least one merge candidate
to be used for motion information prediction for the current
block when irregular cases related to merge mode arise such
as when a block 1s inferred as merge mode but the block does
not have available other merge candidates available (e.g.,
spatial or temporal merge candidates). That 1s to say, adding
a predetermined merge candidate regulates the decoding pro-
cess when there 1s no valid merge candidate for a block
decoded as a merge mode block.

FIG. 4 1s a schematic diagram 1llustrating a decoder 400
that s capable of populating a list of merge candidates 410 for
a block being currently decoded with a predetermined merge
candidate 420.

FIG. 5 1s a flowchart of an exemplary method 500 of
decoding a coded video bitstream. In the example, at least a
portion ol a compressed video bitstream 1s received at block
510. For example, a portion of a compressed video bitstream
comprising coded digital image data (e.g., video information)
for a current block of a current frame 1s received by the
decoder. In one implementation, the portion of the com-
pressed video bitstream 1s butlered 1n a butifer. At block 520,
a merge tlag 1s decoded for a current block 1n a current frame.
For example, a coded merge tlag for the current block being
decoded can be received 1n the portion of the compressed
video bitstream and decoded producing a merge flag with a
value that can be evaluated. In one implementation the decod-
ing of the merge tlag 1s independent of the number of merge
candidates 1n a merge candidate list. For example, the merge
flag can be decoded before merge candidates for the current
block are determined or a merge candidate list of the current
block 1s created and/or populated with merge candidates. In
some 1mplementations, the decoded merge tlag can have a
value indicating that the current block 1s of merge mode or
that the current block 1s not of merge mode (e.g., a different
mode). In some video coding schemes (e.g., HEVC), merge
mode 1s used to code the motion vector for a block. For
example, a merge tlag indicating that the current block 1s of
merge mode indicates that the motion mformation for the
current block can be predicted using motion information from
at least one merge candidate. In certain implementations, the
at least one merge candidate comprises motion imnformation
from at least one neighboring block, a co-located block 1n
another frame, and/or a predetermined merge candidate. In
some 1implementations, motion information includes a refer-
ence index, a motion vector, and/or an mter-prediction direc-
tion. In some implementations, a flag that indicates a block 1s
of merge mode indicates that the block 1s predicted using the
motion mformation from a merge candidate including merge
information from another block or from a predetermined
merge candidate. In some implementations, a block of merge
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mode 1s predicted using predetermined motion information
because other blocks (e.g., neighboring blocks and/or a co-
located block) do not have motion information that can be
used as merge candidates for the current block. In some
implementations, a predetermined merge candidate can be a
zero merge candidate that includes a (0,0) motion vector, a
reference frame index value of 0, and/or a prediction direction
value indicating that the motion information 1s used 1n for-
ward prediction (e.g., a l1stO predicted block, where l1st0 15 a
reference frame list that can be used for inter-prediction of
blocks that include forward predicted blocks or P blocks).

At block 530, after the merge flag 1s decoded, at least one
merge candidate for the current block 1s determined. For
example, a list of one or more merge candidates (a merge
candidate list) can be populated or determined. In some
implementations, one or more merge candidates for the cur-
rent block are idenftified by determining whether motion
information available for one or more neighboring blocks
(e.g., spatial merge candidates) and/or co-located blocks from
another frame (e.g., temporal merge candidates). The motion
information may not be available 1f the neighboring block or
co-located block 1s an intra-predicted block, 1n which case the
block was coded without reference to a motion vector. On the
other hand, motion iformation 1s typically available for a
block that was inter-predicted. If motion information 1s avail-
able for one or more neighboring or co-located blocks, these
one or more spatial or temporal merge candidates can be
added to the merge candidate list. In certain implementations,
a predetermined merge candidate 1s also added to the merge
candidate list. For instance, a predetermined merge candidate
can be added to the merge candidate list if the list has no
merge candidates after the neighboring and co-located block
from an earlier frame are checked (e.g., an empty merge
candidate list). In some implementations of generating a
merge candidate list, merge candidates can be deleted from
the merge candidate list after being added to the list. For
example, 11 more than one merge candidate includes the same
motion information as another merge candidate, one or more
of the merge candidates with the duplicate information can be
deleted from the merge candidate list. Also, in some 1imple-
mentations of generating a merge candidate list, the merge
candidates are listed in an order such that respective merge
candidates 1n the list can be 1dentified using an index. In some
implementations of generating merge candidates for a current
block, the determination of the merge candidates 1s based on
or responsive at least 1n part to the value of the evaluated
merge flag indicating that the current block 1s of merge mode.
For example, a block being currently decoded can have a
merge flag with a value that when evaluated indicates the
currently decoded block 1s to be decoded using motion infor-
mation from a merge candidate of the block, and 1n response
to the evaluation of the merge tlag value, one or more merge
candidates for the currently decoded block are determined
and included 1n a merge candidate list.

The motion information included 1n a merge candidate can
be used 1n motion information prediction (e.g., motion vector
prediction and prediction of other motion information) for the
current block and for predicting the current block. For
example, the motion information from a merge candidate can
be used by the motion compensator 230 of FIG. 2. In some
implementations of motion vector prediction, the motion
information used for the current block 1s the same as or
includes motion vector mformation of another block. For
example, motion information of a spatial or temporal merge
candidate of the block being currently decoded can be used as
the motion information used during motion compensation for
the block currently being decoded. In some implementations,
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if there 1s more than one merge candidate in a merge candidate
l1st, the merge candidate used to predict the motion informa-
tion for the block being currently decoded 1s indicated by a
value of a merge index. For example, the motion information
of the merge candidate located 1n the position of the ordered
merge candidate list identified by the value of the merge index
for the block can be used as the motion information for
decoding the block. Further, 1 motion information from
another block 1s not available, predetermined (e.g., default)
motion mformation 1s used to predict the motion information
for the current block. For example, the predetermined motion
information 1s used as the motion information used during
motion compensation for the bock being currently decoded.
In some 1implementations, a block that 1s mtra predicted or
coded using intra prediction (e.g., within a frame/picture pre-
diction) can be decoded using information from the frame
that includes the block without using a motion vector, refer-
ence-frame index, or motion information from another frame.
That 1s to say, a block decoded using intra prediction (e.g., a
block of intra-prediction mode) does not have one or more
motion vectors and/or reference-frame indices for predicting,
the block that can be available for use as motion information
in a merge candidate.

In some implementations, motion information for a block
that 1s inter-predicted can include one or more motion vectors,
one or more reference indices, and an iter-prediction direc-
tion. An mter-prediction direction can indicate that a block 1s
a forward-predicted block (e.g., a P block), or a bi-predicted
block (e.g., a B block). In some implementations, a forward
predicted block uses one (e.g., only one) reference frame list
(e.g., list0) for predicting the block. In some implementa-
tions, a bi-predicted block uses more than one (e.g., two)
reference frame lists (e.g., l1st0 and listl) for predicting the
block. In one implementation, a block that 1s inter-predicted
or 1s coded using inter-prediction (e.g., between frame/pic-
ture prediction) can be decoded using one or more reference
frames 1n conjunction with motion information including one
or more motion vectors and reference-irame indices. The one
or more motion vectors and reference-frame 1indices used 1n
decoding an inter-predicted block (e.g., inter-prediction
mode block) can be included 1n the motion information for the
inter-predicted block. In some implementations, for a
P-frame, there can be one motion vector for a block 1n the
frame (e.g., a P block), and, for a B-frame, there can be two
motion vectors for a block 1n the frame (e.g., a B block). In
certain implementations, a motion vector includes two com-
ponents which include a horizontal displacement value and a
vertical displacement value. For example, amotion vector can
be a two-dimensional value, having a horizontal component
that indicates left or right spatial displacement and a vertical
component that indicates up or down spatial displacement. In
some 1mplementations, a reference frame index indicates
which reference frame 1s used when multiple reference
frames are available. For example, a reference-irame index
can be an index 1nto a list of reference frames (e.g., areference
frame list) that references a particular reference frame in the
list of reference frames. The reference-irame index can be
used to reference a reference frame that 1s used 1n conjunction
with a motion vector to locate a block or other group of
samples or pixels in the reference frame. In some implemen-
tations, the reference frame list 1s a list of reference frames
that can be used 1n inter-prediction of another frame or block
in a frame (e.g., a P or B frame or block). The reference frame
can be a frame of digital image data (e.g., a video frame) that
1s decoded from the compressed video bitstream and that
contains samples or blocks that can be used for inter-predic-
tion of samples or blocks in another frame.
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At block 540, decompressed video information for the
current block 1s stored. For example, the decoded recon-
structed block can be stored in a storage (e.g., a memory
store).

FIG. 6 1llustrates a decoder 600 capable of decoding a
coded compressed video bitstream. The decoder 600 includes
one or more processors 610 and memory 620. The one or
more processors are at least configured to decode a com-
pressed video bitstream such as compressed video bitstream
630. During the decoding, at least a portion of the compressed
video bitstream 630 is recerved. A coded merge flag for a
current block 1n a current frame 1s decoded from the recerved
portion of the compressed video bitstream 630 producing a
decoded merge flag 640 for the current block. After decoding
the merge flag 640 for the current block, at least one merge
candidate 650 1s determined for the current block. Also, after
the decoding of the current frame, decompressed video infor-
mation 660 for the current frame 1s stored.

FI1G. 7 1s a flowchart of an exemplary method of decoding
a current block that has an associated merge flag. In the
example, a merge flag for the current block 1s decoded at
block 710. For example, a coded merge flag for the current
block that 1s stored or recerved 1n a compressed video bit-
stream 1s decoded. In one example, the merge flag 1s decoded
independently of the merge candidate construction and/or the
number of merge candidates for the current block. For
example, the merge flag can be decoded before the merge
candidates for the current block are determined or recon-
structed. That 1s to say, the merge tlag can be decoded and
evaluated before merge candidates are determined for the
current block, and the decoding of the merge flag 1s not 1n
response to the number of merge candidates for a current
block being greater than zero (e.g., at least one merge candi-
date 1s available for the current block). By contrast, in some
video coding schemes, the processing for reconstructing
merge candidates 1s done before a merge flag 1s decoded,
which adds complexity to the processing when the current
block 1s not of merge mode. In some implementations of the
illustrated method, decoding the merge tlag for a block 1nde-
pendently of the merge candidate construction process allows
tor blocks that are not of merge mode to be decoded without
having to determine the merge candidates for the block,
thereby reducing processing complexity for those blocks.

At block 720, it 1s determined whether or not the decoded
merge flag indicates that the current block 1s of merge mode.
For example, the value of the merge flag 1s checked or evalu-
ated to determine 11 the value of the flag indicates that the
current block 1s of merge mode or another mode. If the current
block i1s not of merge mode, then other syntax elements for the
current block are decoded at block 730. For example, when
evaluated, if the value of the merge flag indicates that the
current block 1s not of merge mode, other syntax elements
received 1n the coded video bitstream are decoded for the
current block. If the current block 1s evaluated as being of
merge mode, then merge candidates are determined for the
current block at block 740. For example, if the value of the
merge flag 1s evaluated and it indicates that the current bock 1s
of merge mode, then the merge candidates for the current
block are determined by dertving one or more merge candi-
dates from one or more neighboring blocks (e.g., spatial
merge candidates), a co-located block in another frame (e.g.,
a temporal merge candidate), and/or adding one or more
predetermined merge candidates (e.g. a zero merge candi-
date). In some implementations, one or more spatial merge
candidates are determined from blocks that neighbor the cur-
rent block. For example, a neighboring block can be a block
that 1s above, to the left, and/or at a diagonal from the current
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block (e.g., to the upper leit of the current block). Further, one
or more temporal merge candidates can be determined from a
co-located block 1n a different frame than the frame of the
current block. For example, a co-located block 1n a reference
frame can be checked for available motion information that
can be used for a merge candidate for the current block. I the
co-located block 1s inter-predicted using motion information,
for 1instance, then that motion information from that co-lo-
cated block can used as a merge candidate. In some 1mple-
mentations, the motion information for the checked blocks 1s
stored (e.g., 1 a list o merge candidates) and can be retrieved.
In certain instances, a neighboring block or a co-located block
does not have available motion information that can be used
in a merge candidate. For example, a block may not have
available motion information because there 1s no motion
information associated or stored for the block. For example, a
block that 1s decoded using intra prediction typically has no
available motion mnformation that can be used 1n a merging
candidate, as intra predicted blocks are not predicted using
motion information.

In the 1llustrated embodiment, after the merge candidates
are determined, the decoder makes a determination of
whether or not there 1s more than one merge candidate at
block 750. For example, the number of merge candidates in
the merge candidate list 1s evaluated to determine 11 the num-
ber of merge candidates 1s greater than one. If 1t 1s determined
that there 1s more than one merge candidate, a merge index 1s
decoded at block 760. For example, 11 there 1s more than one
merge candidate 1n the merge candidate list, then a merge
index 1s decoded for the current block. In some implementa-
tions, the coded merge index 1s recerved 1n the compressed
video bitstream, and when decoded the merge index identifies
which merge candidate in the merge candidate list 1s to be
used as motion information for the current block. I 1t 1s
determined that there 1s not more than one merge candidate
(e.g., 1T only 1 merge candidate or no merge candidate exists),
then the decoding of the current block 1s finished at block 770.
For example, 11 there 1s one (e.g., only one) merge candidate
in the merge candidate list, a merge index 1s not decoded, and
the one merge candidate 1s used as the motion information for
the current block. If a merge 1ndex for the current block 1s
decoded, then, after the decoding of the merge index, the
syntax of merge for the current block i1s finished being
decoded at block 770.

FIG. 8 1s a flowchart of an exemplary method of determin-
ing merge candidates for a current block 1n a current frame.
The method of FIG. 8 can be used, for example, at block 740
of F1G. 7 to determine merge candidates for the current block.
In the example, possible merge candidates are reconstructed
for a current block at block 810. For example, neighboring
blocks to the current block 1n a current frame and/or a co-
located block 1n another frame can be checked for available
motion information that can be used in one or more merge
candidates for the current block. For example, five blocks can
be checked for motion information. Four of the five blocks are
neighboring blocks that are located to the left, above (e.g., on
top), at the left bottom corner, and at the right top corner. Also,
in this example, one of the five checked blocks 1s a co-located
block 1n a different reference frame. In some implementations
a neighboring block can be located adjacent to the currently
decoded block such as above the current block or to the left of
the current block. Also, in some implementations, a neigh-
boring block can be at the corner of a current block such as at
a diagonal or where the two blocks share a corner (e.g., a left
bottom corner or a right top corner of the current block). In
some 1mplementations, a co-located block can be included 1n
a different frame (e.g., a different reference frame) than the
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current frame, and the co-located block can be co-located
spatially with the current block 1n the current frame. In one
implementation of a co-located block, a co-located block can
be a block 1n a reference frame that has an upper-left corner or
upper-left pixel or sample with the same spatial coordinates
of an upper-leit corner or upper-left pixel of a current block 1n
a current frame. That 1s to say, the upper-leit corners of the
current block and the co-located block have the same spatial
positions 1n their respective frames. In some 1mplementa-
tions, neighboring or co-located blocks can be different sized
blocks than the block 1n the current frame that 1s currently
being decoded. For example, a co-located block can be a 4x4
pixel block and the block in the current frame that 1t 1s co-
located with can be a block of a different size (e.g., a block
having more or less pixels or samples). Also, for example, a
neighboring block can be a 4x4 pixel block or some other
s1zed block. In addition to square blocks, which have the same
amount of horizontal pixels as vertical pixels, blocks can be
rectangular. A rectangular block can have the same, more, or
less horizontal pixels than vertical pixels (e.g., 16x32, 32x16,
16x8, 8x16 and other sizes). During decoding of the current
block, the motion information of a merge candidate can be
used to determine a prediction for the current block. The
prediction can be an estimate of sample values or data ele-
ments of the block currently being decoded.

With reference to FIG. 8, at block 820, a determination 1s
made by the decoder whether or not the number of possible
merge candidates 1s greater than zero. For example, the num-
ber of merge candidates 1n the merge candidate list 1s checked
to determine 11 one or more merge candidates are 1n the list
alter the neighboring or co-located blocks were checked for
available motion information. That 1s to say, it 1s determined
whether or not there is at least one possible merge candidate
determined from the reconstructing of the possible merge
candidates from the neighboring and/or co-located blocks. If
it 1s determined that there 1s at least one merge candidate, then
the method ends at block 830. If 1t 1s determined that there are
no merge candidates 1 the merge candidate list (e.g., there 1s
not at least one possible merge candidate), then a predeter-
mined merge candidate 1s added at block 840. For example, 11
the number of merge candidates in the merge candidate list 1s
zero (e.g., the merge candidate list 1s empty), then a predeter-
mined merge candidate (e.g., a zero merge candidate) 1s
added to the merge candidate list.

FI1G. 9 1s a flowchart of an exemplary method of decoding
video information that can be implemented at least in part by
a decoder. In the example, at least a portion of a compressed
video bitstream 1s received at block 910. For example, a
compressed video bitstream for video information can be
received by a decoder and decoded or stored for decoding. At
block 920, a merge tlag for a current block in a current frame
1s decoded. For example, a merge tlag from the compressed
video bitstream can be decoded for the current block inde-
pendently of a number of merge candidates for the current
block. At block 930, after the merge flag for the current frame
1s decoded, 1t 1s determined that a value of the merge flag
indicates that the current block 1s of a merge mode. For
example, the value of the decoded merge flag 1s evaluated and
the value indicates that the associated current block 1s of
merge mode and that the block 1s predicted using motion
information from a merge candidate. At block 940, after the
merge flag 1s decoded, possible merge candidates are derived
from one or more neighboring blocks or a co-located block
tor the current block. For example, neighboring blocks and/or
a co-located block can be checked for available motion infor-
mation and 1f there i1s available motion information, the
motion information for the blocks 1s added to a merge candi-
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date list by being included 1n one or more merge candidates
that are added to the list. In certain implementations, 1f a

checked block has available motion information, a merge
candidate for the checked block 1s added to the list of merge
candidates which includes that motion information. Also, one
merge candidate can be added for each respective checked
block that has available motion information. One or more
flags indicating whether or not the motion information 1s
available for the checked blocks can be set for each respective
checked block. At block 950, a determination 1s made that
there 1s not at least one merge candidate derived from the
neighboring blocks and/or the co-located block. For example,
alter reconstructing the possible merge candidates from the
neighboring blocks and/or the co-located block, the merge
candidate list 1s empty and the number of merge candidates 1n
the list 1s evaluated to be zero. At block 960, after the merge
flag 1s decoded and as a result of the determination that there
1s not at least one available merge candidate, a predetermined
merge candidate 1s added to a merge candidate list. For
example, a zero merge candidate comprising a motion vector
with a horizontal displacement value and vertical displace-
ment value of zero 1s added to the merge candidate list. At
block 970, decompressed video mformation for the current
frame 1s stored. For example, the current frame 1s stored after
being reconstructed, or other decompressed information for
the current frame 1s stored.

I1I. Exemplary Computing Environments

FIG. 10 1illustrates a generalized example of a suitable
computing environment 1000 in which heremn described
embodiments, techniques, solutions, and technologies may
be implemented. The computing environment 1000 1s not
intended to suggest any limitation as to scope of use or func-
tionality of the technology, as the technology may be imple-
mented 1n diverse general-purpose or special-purpose com-
puting environments. For example, the disclosed technology
(e.g., a decoder) may be implemented using one or more
computing devices comprising a processing unit, memory,
and storage storing computer-executable 1nstructions imple-
menting the technologies described herein. For example,
computing devices include server computers, desktop com-
puters, laptop computers, notebook computers, netbooks,
tablet computers, mobile devices, PDA devices and other
types of computing devices (e.g., devices such as televisions,
media players, or other types of entertainment devices that
comprise computing capabilities such as audio/video stream-
ing capabilities and/or network access capabilities). The dis-
closed technology may also be implemented with other com-
puter system configurations, including hand held devices,
multiprocessor systems, microprocessor-based or program-
mable consumer electronics, network PCs, minicomputers,
mainframe computers, a collection of client/server systems,
or the like. The disclosed technology may also be practiced 1n
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing envi-
ronment, program modules may be located i both local and
remote memory storage devices. Additionally, the tech-
niques, technologies, and solutions described herein can be
performed 1n a cloud computing environment (€.g., compris-
ing virtual machines and underlying infrastructure
resources).

With reference to FIG. 10, the computing environment
1000 includes at least one central processing unit 1010 and
memory 1020. In FIG. 10, this basic configuration 1030 1s
included within a dashed line. The central processing unit
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1010 executes computer-executable instructions. In a multi-
processing system, multiple processing units execute com-

puter-executable instructions to increase processing power
and as such, multiple processors can be running simulta-
neously. The memory 1020 may be volatile memory (e.g.,
registers, cache, RAM), non-volatile memory (e.g., ROM,
EEPROM, flash memory, etc.), or some combination of the
two. The memory 1020 stores software 1080 that can, for
example, implement one or more of the technologies
described herein. A computing environment may have addi-
tional features. For example, the computing environment
1000 includes storage 1040, one or more input devices 10350,
one or more output devices 1060, and one or more commu-
nication connections 1070. An interconnection mechanism
(not shown) such as a bus, a controller, or a network, inter-
connects the components of the computing environment
1000. Typically, operating system software (not shown) pro-
vides an operating environment for other software executing,
in the computing environment 1000, and coordinates activi-
ties of the components of the computing environment 1000.

The storage 1040 may be removable or non-removable,
and includes magnetic disks, magnetic tapes or cassettes,
CD-ROMs, CD-RWs, DVDs, or any other tangible storage
medium which can be used to store information and which
can be accessed within the computing environment 1000. The
storage 1040 stores computer-executable mstructions for the
software 1080, which can implement technologies describe
herein.

The mput device(s) 1050 may be a touch input device, such
as a keyboard, keypad, mouse, touch-sensitive screen, con-
troller, pen, or trackball, a voice mput device, a scanming,
device, or another device, that provides mput to the comput-
ing environment 1000. For audio, the mput device(s) 1050
may be a sound card or stmilar device that accepts audio input
in analog or digital form, or a CD-ROM reader that provides
audio samples to the computing environment 1000. The out-
put device(s) 1060 may be a display, printer, speaker, CD-
writer, DVD-writer, or another device that provides output
from the computing environment 1000.

The communication connection(s) 1070 enable communi-
cation over a communication medium (e.g., a connecting
network) to another computing entity. The communication
medium conveys mformation such as computer-executable
instructions, compressed graphics mformation, compressed
or uncompressed video information, or other data 1n a modu-
lated data signal.

IV. Further Considerations

Any of the disclosed methods can be implemented as com-
puter-executable instructions stored on one or more com-
puter-readable media (tangible computer-readable storage
media, such as one or more optical media discs, volatile
memory components (such as DRAM or SRAM), ornonvola-
tile memory components (such as hard drives)) and executed
on a computing device (e.g., any commercially available
computer, including smart phones or other mobile devices
that include computing hardware). By way of example, com-
puter-readable media include memory 1020 and/or storage
1040. As should be readily understood, the term computer-
readable media does not include communication connections
(e.g., 1070) such as modulated data signals.

Any of the computer-executable instructions for imple-
menting the disclosed technmiques as well as any data created
and used during implementation of the disclosed embodi-
ments can be stored on one or more computer-readable
media. The computer-executable 1nstructions can be part of,
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for example, a dedicated software application or a software
application that 1s accessed or downloaded via a web browser
or other software application (such as a remote computing
application). Such software can be executed, for example, on
a single local computer (e.g., any suitable commercially
available computer) or 1n a network environment (e.g., viathe
Internet, a wide-area network, a local-area network, a client-
server network (such as a cloud computing network), or other
such network) using one or more network computers.

For clarity, only certain selected aspects of the software-
based implementations are described. Other details that are
well known 1n the art are omitted. For example, 1t should be
understood that the disclosed technology 1s not limited to any
specific computer language or program. For instance, the
disclosed technology can be implemented by software writ-
ten 1n C++, Java, Pert, JavaScript, Adobe Flash, or any other
suitable programming language. Likewise, the disclosed
technology 1s not limited to a particular type of hardware.
Certain details of suitable computers and hardware are well
known and need not be set forth in detail 1n this disclosure.

Furthermore, any of the software-based embodiments
(comprising, for example, computer-executable instructions
for causing a computing device to perform any of the dis-
closed methods) can be uploaded, downloaded, or remotely
accessed through a suitable commumication means. Such
suitable communication means include, for example, the
Internet, the World Wide Web, an intranet, software applica-
tions, cable (including fiber optic cable), magnetic commu-
nications, electromagnetic communications (including RF,
microwave, and inirared communications), electronic com-
munications, or other such communication means.

The disclosed methods can also be implemented by spe-
cialized computing hardware that 1s configured to perform
any of the disclosed methods. For example, the disclosed
methods can be implemented (entirely or atleast inpart) by an
integrated circuit (e.g., an application specific integrated cir-
cuit (“ASIC”) or programmable logic device (“PLD”), such
as a field programmable gate array (“FPGA™)).

In view of the many possible embodiments to which the
principles of the disclosed invention may be applied, it should
be recognized that the 1llustrated embodiments are only pre-
terred examples of the invention and should not be taken as
limiting the scope of the invention. Rather, the scope of the
invention 1s defined by the following claims and their equiva-
lents. We therefore claim as our invention all that comes
within the scope and spirit of these claims and their equiva-
lents.

We claim:
1. A video encoder comprising;:
a memory; and
one or more processors, the one or more processors being,
configured to encode video data into a compressed video
bitstream at least by:
for a current block of a first frame of digital image data,
populating a list of motion vector prediction informa-
tion for the current block with candidate motion vec-
tor prediction data, the populating comprising adding,
default motion vector data to the list of motion vector
prediction information.
2. The video encoder of claim 1, wherein the populating
further comprises:
determining that motion vector prediction data from one or
more neighboring blocks 1s not available; and
determining that motion vector prediction data from a co-
located block from a second frame of digital image data
1s not available.
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3. The video encoder of claim 1, wherein the default
motion vector data comprises a motion vector comprising,
vertical and horizontal displacement values of zero; and

wherein the default motion vector data comprises a refer-

ence frame index value of zero.

4. The video encoder of claim 1, wherein the method fur-
ther comprises encoding a tlag signaling whether motion
vector prediction 1s to be performed.

5. One or more computer-readable memory or storage
devices storing computer-executable instructions which
when executed by a computer cause the computer to perform
a method of decoding a video bitstream, the method compris-
ng:

receiving at least a portion of a coded video bitstream:;

decoding a merge flag for a current block 1 a current

frame;
after decoding the merge flag, determining one or more
merge candidates for the current block, wherein each of
the merge candidates comprises a motion vector; and

decompressing video iformation for the current block
using a selected one of the one or more merge candi-
dates.

6. The one or more computer-readable memory or storage
devices of claim 5, wherein the determining the one or more
merge candidates comprises adding a predetermined merge
candidate for the current block.

7. The one or more computer-readable memory or storage
devices of claim 5, wherein the decoding of the merge flag for
the current block 1n the current frame 1s independent of the
merge candidates construction; and

wherein the merge tlag signals that the current block1sof a

merge mode such that the motion information for the
current block 1s obtained from one of the one or more
merge candidates.

8. The one or more computer-readable memory or storage
devices of claim 6, wherein the adding the predetermined
merge candidate for the current block comprises adding the
predetermined merge candidate to a merge candidate list.

9. The one or more computer-readable memory or storage
devices of claim 6, wherein the decompressing video inifor-
mation for the current block comprises using the predeter-
mined merge candidate to determine a prediction for the
current block.

10. The one or more computer-readable memory or storage
devices of claim 6, wherein the predetermined merge candi-
date comprises a predetermined reference frame index and a
predetermined motion vector.

11. The one or more computer-readable memory or storage
devices of claim 6, wherein the predetermined merge candi-
date 1s a zero merge candidate comprising a motion vector
having a zero-value horizontal displacement and a zero-value
vertical displacement.

12. The one or more computer-readable memory or storage
devices of claim 35, wherein the determining one or more
merge candidates comprises:

determining that there are no merge candidates from neigh-

boring blocks to the current block or from a co-located
block 1n a reference frame:; and
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adding a zero merge candidate to the merge candidate list

for the current block.

13. The one or more computer-readable memory or storage
devices of claim 5, further comprising;:

alter determining the one or more merge candidates for the

current block, determining that there 1s more than one
merge candidate 1n a merge candidate list for the current
block; and

decoding at least one merge index for the current block, the

merge index indicating a merge candidate 1n the merge
candidate list that 1s to be used to determine a prediction
for the current block.
14. The one or more computer-readable memory or storage
devices of claim 5, wherein the determining the one or more
merge candidates for the current block comprises:
determining that one or more spatial merge candidates
from one or more neighboring blocks are not available;

determining that at least one temporal merge candidate
from a co-located block from a reference frame 1s not
available; and

adding a default merge candidate to a list of the one or more

merge candidates for the current block.
15. One or more computer-readable memory or storage
devices storing computer-executable instructions which
when executed by a computer cause the computer to perform
a method of processing digital image data, the method com-
prising:
for a current block of a first frame of digital image data,
populating a list of motion vector prediction information
for the current block with candidate motion vector pre-
diction data, the populating comprising adding default
motion vector data to the list of motion vector prediction
information.
16. The one or more computer-readable memory or storage
devices of claim 135, wherein the populating further com-
Prises:
determiming that motion vector prediction data from one or
more neighboring blocks 1s not available; and

determining that motion vector prediction data from a co-
located block from a second frame of digital image data
1s not available.

17. The one or more computer-readable memory or storage
devices of claim 15, wherein the default motion vector data
comprises a motion vector comprising vertical and horizontal
displacement values of zero; and

wherein the default motion vector data comprises a refer-

ence frame index value of zero.

18. The one or more computer-readable memory or storage
devices of claim 15, wherein the method further comprises
decoding a flag signaling whether motion vector prediction 1s
to be performed, and wherein the populating the list of motion
vector prediction information 1s performed responsive to the
value of the decoded flag.

19. The one or more computer-readable memory or storage
devices of claim 15, wherein the method further comprises
encoding a flag signaling whether motion vector prediction 1s
to be performed.
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