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METHOD OF CODING AND DECODING
IMAGES, CODING AND DECODING DEVICE
AND COMPUTER PROGRAMS
CORRESPONDING THERETO

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. application Ser.
No. 14/003,014, filed Sep. 4, 2013, which 1s the U.S. national

phase of International Patent Application No. PCT/FR2012/
050380, filed Feb. 23, 2012, which claims the benefit of
French Application No. 1151849, filed Mar. 7, 2011, the

entire contents ol which are incorporated herein by reference.

FIELD OF THE INVENTION

The present mvention pertains generally to the field of
image processing, and more precisely to the coding and to the
decoding of digital images and of sequences of digital
1mages.

The invention can thus, especially, be applied to the video

coding implemented 1n current video coders (MPEG, H.264,
etc) or forthcoming video coders (ITU-T/VCEG (H.265) or

ISO/MPEG (HVC).

BACKGROUND OF THE INVENTION

Current video coders (MPEG, H264, etc.) use a block-wise
representation of the video sequence. The 1mages are cut up
into macro-blocks, each macro-block 1s 1tself cut up into
blocks and each block, or macro-block, 1s coded by 1ntra-
image or inter-image prediction. Thus, certain images are
coded by spatial prediction (intra prediction), while other
images are coded by temporal prediction (inter prediction)
with respect to one or more coded-decoded reference images,
with the aid of a motion compensation known by the person
skilled 1n the art. Moreover, for each block can be coded a
residual block corresponding to the original block decreased
by a prediction. The coeflicients of this block are quantized
alter optional transformation, and then coded by an entropy
coder.

Intra prediction and inter prediction require that certain
blocks which have been previously coded and decoded are
available, so as to be used, either at the decoder or at the coder,
to predict the current block. A schematic example of such a
predictive coding 1s represented in FIG. 1A, in which an
image 1., 1s divided into blocks, a current block MB, of this
image being subjected to a predictive coding with respectto a
predetermined number of three blocks MBr,, MBr, and MBr,
previously coded and decoded, such as designated by the
hatched arrows. The atorementioned three blocks specifically
comprise the block MBr, situated immediately to the left of
the current block MB_, and the two blocks MBr, and MBr,
situated respectively immediately above and to the above
right of the current block MB,.

Of more particular interest here 1s the entropy coder. The
entropy coder encodes the information 1n 1ts order of arrival.
Typically a row-by-row traversal of the blocks 1s carried out,
of “raster-scan” type, as 1illustrated in FIG. 1A by the refer-
ence PRS, starting from the block at the top lett of the 1image.
For each block, the various items of information necessary for
the representation of the block (type of block, mode of pre-
diction, residual coellicients, etc.) are dispatched sequentially
to the entropy coder.

An effective arithmetical coder of reasonable complexity 1s

already known, called “CABAC” (“Context Adaptive Binary
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2

Arithmetic Coder”), imntroduced into the AVC compression
standard (also known as ISO-MPEG4 part 10 and ITU-T

H.264).

This entropy coder implements various concepts;
arithmetical coding: the coder, such as described mitially
in the document J. Rissanen and G. G. Langdon Jr,
“Universal modeling and coding,” IEEE Trans. Inform.
Theory, vol. I'T-27, pp. 12-23, January 1981, uses, to
code a symbol, a probability of occurrence of this sym-
bol;
adaptation to context: this entails adapting the probability
of occurrence of the symbols to be coded. On the one
hand, on-the-fly learning 1s carried out. On the other
hand, according to the state of the previously coded
information, a specific context 1s used for the coding. To
cach context there corresponds an inherent probability
of occurrence of the symbol. For example a context
corresponds to a type of coded symbol (the representa-
tion of a coellicient of a residual, signaling of coding
mode, etc.) according to a given configuration, or a state
of the neighborhood (for example the number of “intra™
modes selected from the neighborhood, etc.);
binarization: the symbols to be coded are cast into the form
of a string of bits. Subsequently, these various bits are
successively dispatched to the binary entropy coder.
Thus, this entropy coder implements, for each context

used, a system for learning probabilities on the fly with
respect to the previously coded symbols for the context con-
sidered. This learning 1s based on the order of coding of these
symbols. Typically, the image 1s traversed according to an
order of “raster-scan” type, described hereinabove.

During the coding of a given symbol b that may equal O or
1, the learning of the probability P, of occurrence of this

symbol 1s updated for a current block MB, 1n the following
manner:

(1 —a) 1f coded bit 1s O

0 otherwise

Pf(b=0)=ﬂ¥'P51(b=0)+{

where o 1s a predetermined value, for example 0.95 and P,_,
1s the probability of symbol occurrence calculated during the
last occurrence of this symbol.

A schematic example of such an entropy coding is repre-
sented 1n FIG. 1A, in which a current block MB, of the image
I..-1s subjected to an entropy coding. When the entropy coding
of the block MB, begins, the symbol occurrence probabilities
used are those obtained after coding of a previously coded and
decoded block, which 1s that which immediately precedes the
current block MB, in accordance with the aforementioned
row-by-row traversal of the blocks of “raster scan” type. Such
a learning based on block-by-block dependency 1s repre-
sented 1n FIG. 1A for certain blocks only for the sake of
clanty of the figure, by the thin-line arrows.

The drawback of such a type of entropy coding resides 1n
the fact that during the coding of a symbol situated at the start
ol a row, the probabilities used correspond mainly to those
observed for the symbols situated at the end of the previous
row, having regard to the “raster scan” traversal of the blocks.
Now, on account of the possible spatial variation of the prob-
abilities of the symbols (for example for a symbol related to
an 1tem of motion information, the motion situated in the right
part of an 1image may be different from that observed 1n the
left part and therefore likewise for the local probabilities
stemming therefrom), a lack of local appropriateness of the
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probabilities may be observed, with the risk of causing a loss
of effectiveness during coding.

The document “Annex A: CDCM Video Codec Decoder
Specification” available at the Internet address http://
witp3.1tu.int/av-arch/jctve-site/2010__04_A_Dresden/
JCTVC-Al114-AnnexA.doc (on 8 Feb. 2011 ) describes a cod-
ing method which alleviates the drawback mentioned above.
The coding method described 1n the above document com-
prises, as illustrated 1n FIG. 1B:

a step of cutting an 1mage I, into a plurality of blocks,

a step of predictive coding of a current block MB, of this
image with respect to a predetermined number of three
blocks MBr,, MBr, and MBr; previously coded and
decoded, such as designated by the hatched arrows. The
aforementioned three blocks specifically comprise the
block MBr, situated immediately to the left of the cur-
rent block MB,, and the two blocks MBr, and MBr,
situated respectively immediately above and to the
above right of the current block MB_,

a step of entropy coding of the blocks of the image I,,
according to which each block uses the probabilities of
symbol occurrence calculated respectively for the coded
and decoded block which 1s situated immediately above
the current block and for the coded and decoded block
which 1s situated immediately to the leit of the current
block, when these blocks are available. This use of the
probabilities of symbol occurrence is represented par-
tially in FIG. 1B, for the sake of clarity of the latter, by
the thin-line arrows.

The advantage of such an entropy coding 1s that 1t exploits
the probabilities arising from the immediate environment of
the current block, thereby making it possible to achieve
higher coding performance. Furthermore, the coding tech-
nique used makes it possible to code 1n parallel a predeter-
mined number of pairwise neighboring subsets of blocks. In
the example represented 1n FI1G. 1B, three subsets SE1, SE2
and SE3 are coded 1n parallel, each subset consisting in this
example of a row of blocks, represented dashed. Of course,
such a coding requires that the blocks situated respectively
above and above to the night of the current block be available.

A drawback of this parallel coding technique is that, to
allow access to a probability of symbol occurrence calculated
tor the block situated immediately above the current block, 1t
1s necessary to store a quantity of probabilities associated
with a row of blocks. If the second row of blocks SE2 1s
considered for example 1n FIG. 1B, the first block of this row
1s subjected to an entropy coding by using the probabilities of
symbol occurrence calculated for the first block of the previ-
ous first row SE1. On completion of the coding of the first
block of the second row, the state of the value V1 of probabil-
ity of occurrence 1s stored 1n a buifer memory MT. The second
block of the second row SE2 1s thereaiter subjected to an
entropy coding by using the probabilities of symbol occur-
rence calculated at one and the same time for the second block
of the first row SE1 and the first block of the second row SE2.
On completion of the coding of the second block of the
second row, the state of the value V2 of probability of occur-
rence 1s stored in the buffer memory MT. This procedure 1s
undertaken until the last block of the second row SE2. Since
the quantity of probabilities 1s very large (there exist as many
probabilities as the combination of the number of syntax
clements with the number of associated contexts), the storage
ol these probabilities over an entire row 1s expensive 1n terms

of MCmory resources.

SUBJECT AND SUMMARY OF TH.
INVENTION

(Ll

One of the aims of the ivention 1s to remedy drawbacks of
the aforementioned prior art.
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For this purpose, a subject of the present invention relates
to a method of coding at least one 1image comprising the steps
of:

cutting of the image mto a plurality of blocks,

grouping of the blocks into a predetermined number of

subsets of blocks,

coding 1n parallel of each of said subsets of blocks, the

blocks of a subset considered being coded according to
a predetermined sequential order of traversal, said cod-
ing step comprising, for a current block of a subset
considered, the sub-steps of:

predictive coding of the current block with respect to at

least one previously coded and decoded block,

entropy coding of the current block by learning of at least

one probability of symbol occurrence.

The method according to the invention 1s noteworthy 1n
that:

in the case where the current block 1s the first block to be

coded of a subset considered, the probability of symbol
occurrence 1s that which was calculated for a coded and
decoded predetermined block of at least one other sub-
set,

in the case where the current block 1s a block of the subset

considered, other than the first block, the probability of
symbol occurrence 1s that which was calculated for at
least one coded and decoded block belonging to the
same subset.

Such an arrangement makes 1t possible to store 1n the butier
memory of the coder a much smaller quantity of probabilities
of occurrence of symbols, since the entropy coding of a
current block other than the first block of a subset of blocks no
longer necessarily requires the use of the probabilities of
symbol occurrence calculated for a previously coded and
decoded block which 1s situated above a current block 1n
another subset.

Such an arrangement furthermore makes it possible to
maintain the existing compression performance, since the
entropy coding of a current block uses probabilities of symbol
occurrence calculated for another previously coded and
decoded block of the subset to which the current block
belongs, and that consequently a learning has already been
carried out through the updating of the probabilities so that
the latter are 1n accordance with the statistics of the video
signal.

The main advantage of using the probabilities of symbol
occurrence calculated for the first block of said other subset
during the entropy coding of the first current block of a
considered subset of blocks 1s that of economizing on the
coders butler memory by storing 1n the latter just the update
ol said probabilities of occurrence of symbols, without taking
into account the symbol occurrence probabilities learned by
the other consecutive blocks of said other subset.

The main advantage of using the symbol occurrence prob-
abilities calculated for a block of said other subset, other than
the first block, for example the second block, during the
entropy coding of the first current block of a considered
subset of blocks 1s that of obtaining more precise and there-
fore better learning of the probabilities of occurrence of sym-
bols, thereby giving rise to better video compression perfor-
mance.

In a particular embodiment, the coded and decoded block
belonging to the same subset as the current block to be coded
other than the first block of the subset 1s that which 1s the
nearest neighbor of the current block to be coded.

Such an arrangement thus makes 1t possible to store just the
symbol occurrence probabilities learned during the entropy
coding of a first block of a subset considered, since 1n this
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particular case, account 1s taken only of the symbol occur-
rence probability calculated for the block situated above the
first current block and belonging to another subset. This
results 1n optimization of the reduction 1n the size of the
coder’s memory resources.

In another particular embodiment, 1n the case where the
predictive coding of a block of a subset considered 1s intended
to be performed with respect to a predetermined number of
previously coded and decoded blocks of a subset other than
said subset considered, the parallel coding of the blocks of
said subset considered 1s performed with a shift by said pre-
determined number of blocks with respect to the subset of
blocks immediately preceding in the order in which the par-
allel coding 1s performed.

Such an arrangement allows the achieving, for a current
subset of blocks to be coded, a synchronization of the
progress of processing of the blocks of the subset of blocks
preceding the current subset in the order 1n which the parallel

coding 1s performed, thereby making 1t possible to guarantee
the availability of the block or blocks of the preceding subset
which are used for the coding of a current block. In this
manner, the step of verifying the availability of this or these
blocks of the preceding subset, such as are implemented in
parallel coders of the prior art, can advantageously be omit-
ted, thereby allowing an acceleration of the processing time
required to process the blocks in the coder according to the
invention.
Correlatively, the invention further relates to a device for
coding at least one 1mage comprising:
means for cutting the image 1nto a plurality of blocks,
means for grouping the blocks into a predetermined num-
ber of subsets of blocks,
means for parallel coding of each of the subsets of blocks,
the blocks of a subset considered being coded according
to a predetermined sequential order of traversal, the
coding means comprising, for a current block of a subset
considered:
sub-means of predictive coding of the current block with
respect to at least one previously coded and decoded
block,
sub-means of entropy coding of the current block on the
basis of at least one probability of symbol occurrence.
Such a coding device 1s noteworthy 1n that:
in the case where the current block 1s the first block to be
coded of a subset considered, the sub-means of entropy
coding take account, for the entropy coding of the first
current block, of the probability of symbol occurrence
which was calculated for a coded and decoded predeter-
mined block of at least one other subset,
in the case where the current block 1s a block of the subset
considered, other than the first block of the latter, the
sub-means of entropy coding take account, for the
entropy coding of the current block, of the probability of
symbol occurrence which was calculated for at least one
coded and decoded block belonging to the same subset.
In a corresponding manner, the invention also relates to a
method of decoding a stream representative of at least one
coded 1mage, comprising the steps of:
identification 1n the image of a predetermined number of
subsets of blocks to be decoded,
parallel decoding of parts of the stream that are associated
with each of the subsets of blocks, the blocks of a subset
considered being decoded according to a predetermined
sequential order of traversal, the decoding step compris-
ing, for a current block of a subset considered, the sub-
steps of:
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6

entropy decoding of the current block on the basis of at

least one probability of symbol occurrence

predictive decoding of the current block with respect to at

least one previously decoded block.
Such a decoding method 1s noteworthy 1n that:
in the case where the current block 1s the first block to be
decoded of a subset considered, the probability of sym-
bol occurrence 1s that which was calculated for a
decoded predetermined block of at least one other sub-
set,
in the case where the current block 1s a block of the subset
considered, other than the first block of the latter, the
probability of symbol occurrence 1s that which was cal-
culated for at least one decoded block belonging to the
same subset.
In a particular embodiment, the decoded block belonging,
to the same subset as the current block to be decoded other
than the first block of the subset 1s that which 1s the nearest
neighbor of the current block to be decoded.
In another particular embodiment, in the case where the
predictive decoding of a block of a subset considered 1s
intended to be performed with respect to a predetermined
number of previously coded and decoded blocks of a subset
other than the subset considered, the parallel decoding of the
blocks of the subset considered 1s performed with a shift by
the predetermined number of blocks with respect to the subset
of blocks immediately preceding in the order in which the
parallel decoding 1s performed.
Correlatively, the invention further relates to a device for
decoding a stream representative of at least one coded 1image,
comprising:
identification means for identifying in the image a prede-
termined number of subsets of blocks to be decoded,

means of parallel decoding of parts of the stream that are
associated with each of the subsets of blocks, the blocks
of a subset considered being decoded according to a
predetermined sequential order of traversal, the decod-
ing means comprising, for a current block of a subset
considered:

sub-means of entropy decoding of the current block on the

basis of at least one probability of symbol occurrence,
sub-means of predictive decoding of the current block with
respect to at least one previously decoded block.

Such a decoding device 1s noteworthy 1n that:

in the case where the current block 1s the first block to be

decoded of a subset considered, the sub-means of
entropy decoding take account, for the entropy decoding
of the first current block, of the probability of symbol
occurrence which was calculated for a decoded prede-
termined block of at least one other subset,

in the case where the current block 1s a block of the subset

considered, other than the first block of the latter, the
sub-means of entropy decoding take account, for the
entropy decoding of the current block, of the probabaility
of symbol occurrence which was calculated for at least
one decoded block belonging to the same subset.

The invention 1s also aimed at a computer program com-
prising instructions for the execution of the steps of the cod-
ing or decoding method hereinabove, when the program 1s
executed by a computer.

Such a program can use any programming language, and
be 1n the form of source code, object code, or of code inter-
mediate between source code and object code, such as 1n a

partially compiled form, or 1n any other desirable form.
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Yet another subject of the mvention 1s also aimed at a
recording medium readable by a computer, and comprising,
computer program instructions such as mentioned herein-
above.

The recording medium can be any entity or device capable >
of storing the program. For example, such a medium can
comprise a storage means, such as a ROM, for example a CD
ROM or a microelectronic circuit ROM, or else a magnetic
recording means, for example a diskette (floppy disk) or a
hard disk. 1

Moreover, such a recording medium can be a transmissible
medium such as an electrical or optical signal, which can be
conveyed via an electrical or optical cable, by radio or by
other means. The program according to the invention can be
in particular downloaded on a network of Internet type.

Alternatively, such a recording medium can be an inte-
grated circuit into which the program is incorporated, the
circuit being adapted for executing the method 1n question or
to be used 1n the execution of the latter. 20

The coding device, the decoding method, the decoding
device and the computer programs atorementioned present at
least the same advantages as those conferred by the coding
method according to the present invention.

15

25
BRIEF DESCRIPTION OF THE DRAWINGS

Other characteristics and advantages will become apparent
on reading two preferred embodiments described with refer-
ence to the figures in which: 30

FIG. 1A represents an image coding diagram of the prior
art according to a first example,

FIG. 1B represents an image coding diagram of the prior
art according to a second example,

FIG. 2A represents the main steps of the coding method
according to the mvention,

FIG. 2B represents in detail the parallel coding imple-
mented 1n the coding method of FIG. 2A,

FIG. 3A represents an embodiment of a coding device ,,
according to the mvention,

FI1G. 3B represents a coding umt for the coding device of
FIG. 3A,
FIG. 4A represents an 1mage coding/decoding diagram
according to a first preferential embodiment, 45
FIG. 4B represents an 1mage coding/decoding diagram
according to a second preferential embodiment,

FIG. 5A represents the main steps of the decoding method
according to the mvention,

FIG. 5B represents 1n detail the parallel coding imple- 350
mented 1n the decoding method of FIG. 5A,

FIG. 6 A represents an embodiment of a decoding device
according to the mvention,

FI1G. 6B represents a decoding unit for the decoding device
of FIG. 6A. 55

35

DETAILED DESCRIPTION OF AN
EMBODIMENT OF THE CODING PART

An embodiment of the invention will now be described, in 60
which the coding method according to the mnvention 1s used to
code a sequence of images according to a binary stream close
to that obtained by a coding according to the H.264/MPEG-4
AVC standard. In this embodiment, the coding method
according to the mvention 1s for example implemented 1n a 65
software or hardware manner by modifications of a coder

initially in accordance with the H.264/MPEG-4 AVC stan-

8

dard. The coding method according to the invention 1s repre-
sented 1n the form of an algorithm comprising steps C1 to C5,
represented in FI1G. 2A.

According to the embodiment of the invention, the coding
method according to the mvention 1s implemented 1n a coding

device CO represented 1n FIG. 3A.

With reference to FIG. 2A, the first coding step C1 1s the
cutting of an 1image IE of a sequence of 1images to be coded
into a plurality of blocks or macro-blocks MB, as represented
in FIG. 4A or 4B. In the examples represented, said blocks
MB have a square shape and all have the same size. As a
function of the size of the image which 1s not necessarily a
multiple of the size of the blocks, the last blocks on the left
and the last blocks at the bottom may not be square. In an
alternative embodiment, the blocks can be for example of
rectangular size and/or not aligned with one another.

Each block or macroblock can moreover itself be divided
into sub-blocks which are themselves subdividable.

Such a cutting 1s performed by a partitioning module PCO
represented 1 FIG. 3A which uses for example a partitioning
algorithm well known as such.

With reference to FIG. 2 A, the second coding step C2 1s the
grouping of the atorementioned blocks 1nto a predetermined
number P of consecutive subsets of blocks SE1, SE2, . . .,
SEk, . . ., SEP intended to be coded in parallel. In the
examples represented in FIGS. 4A and 4B, the predetermined
number P 1s equal to 4 and the four subsets SE1, SE2, SE3,
SE4, represented dashed, consist respectively of the first four
rows of blocks of the image IE.

Such a grouping 1s performed by a calculation module
GRCO represented 1n FIG. 3A, with the aid of an algorithm
well known per se.

With reference to FIG. 2A, the third coding step C3 con-
sists 1n the coding 1n parallel of each of said subsets of blocks
SE1, SE2, SE3 and SFE4, the blocks of a subset considered
being coded according to a predetermined sequential order of
traversal PS. In the examples represented in FIGS. 4A and 4B,
the blocks of a current subset SEk (1=<k=4) are coded one after
the other, from left to right, as indicated by the arrow PS.

Such a coding 1n parallel 1s implemented by a number R of
coding units UCk (1=k=R) with R=4 as represented 1n FIG.
3A and allows a substantial acceleration of the coding
method. In a manner known as such, the coder CO comprises
a builer memory MT which 1s adapted for containing the
symbol occurrence probabilities such as progressively
updated in tandem with the coding of a current block.

As represented 1n greater detail in FIG. 3B, each of the
coding units UCK comprises:

a sub-unit for predictive coding of a current block with
respect to at least one previously coded and decoded
block, denoted SUCPKk:

a sub-unit for entropy coding of said current block by using,
at least one probability of symbol occurrence calculated
for said previously coded and decoded block, denoted
SUCEKk.

The predictive coding sub-unit SUCPK 1s able to perform a
predictive coding of the current block, according to the con-
ventional prediction techniques, such as for example 1n Intra
and/or Inter mode.

The entropy coding sub-umt SUCEk 1s for its part of
CABAC type, but modified according to the present imnven-
tion, as will be described further on 1n the description.

As a variant, the entropy coding sub-unit SUCEk could be
a Huflman coder known as such.

In the examples represented 1n FIGS. 4A and 4B, the first
unit UC1 codes the blocks of the first row SE1, from lett to
right. When 1t reaches the last block of the first row SE1, 1t
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passes to the first block of the (N+1)* row, here the 57 row,
etc. The second unit UC2 codes the blocks of the second row
SE2, from left to right. When 1t reaches the last block of the
second row SE2, it passes to the first block of the (N+2)"“ row,
here the 6” row, etc. This traversal is repeated until the unit

UC4, which codes the blocks of the fourth row SE4, from left
to right. When 1t reaches the last block of the first row, it
passes to the first block of the (N+4)” row, here the 8” row,
and so on and so forth until the last block of the 1image IE 1s
coded.

Other types of traversal than that which has just been
described hereinabove are of course possible. Thus, it 1s pos-
sible to cut the image IE into several sub-images and to
independently apply a cutting of this type to each sub-image.
It 1s also possible for each coding unit to process not nested
rows, as explained hereinabove, but nested columns. It 1s also
possible to traverse the rows or columns 1n either direction.

With reference to FI1G. 2A, the fourth coding step C4 1s the
production of N sub-bitstreams Fk (1=<k=N) representing the
processed blocks compressed by each of the aforementioned

coding units, as well as a decoded version of the processed
blocks of each subset SEk. The decoded processed blocks of

a subset considered, denoted SED1, SED2, .. ., SEDK, .
SEDP may be reused by some of the Codmg units UCl
uC2,...,UCKk, ..., UCPrepresented in FIG. 3A, accordmg
to a synchronization mechanism which will be detailed fur-
ther on 1n the description.

With reference to FIG. 2A, the fifth coding step C5 consists
in constructing a global stream F on the basis of the afore-
mentioned sub-streams Fk. According to one embodiment,
the sub-streams Fk are simply juxtaposed, with an extra infor-
mation 1tem intended to indicate to the decoder the location of
cach sub-stream Fk 1n the global stream F. The latter 1s trans-
mitted by a communication network (not represented), to a
remote terminal. The latter comprises the decoder DO repre-
sented 1n FIG. 6A.

Thus, as will be described 1n detail further on 1n the descrip-
tion, the decoder according to the ivention 1s able to 1solate
the sub-streams Fk within the global stream F and to assign
them to each component decoding unit of the decoder. It will
be noted that such a decomposition of the sub-streams into
global stream 1s independent of the choice of the use of
several coding units operating in parallel, and that it 1s pos-
sible with this approach to have just the coder or just the
decoder which comprises units operating 1n parallel.

Such a construction of the global stream F 1s implemented
in a stream construction module CF, such as represented 1n
FIG. 3A.

The various specific sub-steps of the invention, such as are
implemented during the atorementioned parallel coding step
C3, in a coding unit UCKk, will now be described with refer-
ence to F1G. 2B.

In the course of a step C31, the coding unit UCKk selects as
current block the first block to be coded of a current row SEk
represented 1n FIG. 4A or 4B.

In the course of a step C32, the unit UCK tests whether the
current block 1s the first block (situated at the top and on the
left) of the image IE which has been cut up into blocks 1n the
alforementioned step C1.

If such 1s the case, 1n the course of a step C33, the coding
probabilities are 1imitialized to values Pinit previously defined
in the coder CO of FIG. 3A.

If such 1s not the case, there 1s undertaken, in the course of
a step C40 which will be described later in the subsequent
description, the determination of the availability of the nec-
essary previously coded and decoded blocks.
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In the course of a step C34, there 1s undertaken the coding
of the first current block MB1 of the first row SE1 represented
in FIG. 4A or 4B. Such a step C34 comprises a plurality of
sub-steps C341 to C348 which will be described hereinbelow.

In the course of a first sub-step C341, there 1s undertaken
the predictive coding of the current block MB1 by known
techniques of intra and/or inter prediction, 1n the course of
which the block MB1 1s predicted with respect to at least one
previously coded and decoded block.

It goes without saying that other modes of intra prediction
such as proposed in the H.264 standard are possible.

The current block MB1 can also be subjected to a predic-
tive coding in inter mode, 1n the course of which the current
block 1s predicted with respect to a block arising from a
previously coded and decoded image. Other types of predic-
tion are of course concetvable. Among the possible predic-
tions for a current block, the optimal prediction 1s chosen
according to a rate distortion criterion well known to the
person skilled in the art.

Said aforementioned predictive coding step makes 1t pos-
sible to construct a predicted block MBp, which 1s an
approximation of the current block MB,. The information
relating to this predictive coding will subsequently be written
into the stream F transmitted to the decoder DO. Such infor-
mation comprises especially the type of prediction (inter or
intra), and if appropriate, the mode of intra prediction, the
type of partitioning of a block or macroblock 11 the latter has
been subdivided, the reference image index and the displace-
ment vector used 1n the inter prediction mode. This informa-
tion 1s compressed by the coder CO.

In the course of a following sub-step C342, there 1s under-
taken the subtraction of the predicted block MBp, from the
current block MB, to produce a residual block MBr, .

In the course of a following sub-step C343, there 1s under-
taken the transtormation of the residual block MBr, accord-
ing to a conventional operation of direct transformation such
as for example a discrete cosine transiformation of DCT type,
to produce a transformed block MBt,.

In the course of a following sub-step C344, there 1s under-
taken the quantization of the transtformed block MBt, accord-
ing to a conventional quantization operation, such as for
example a scalar quantization. A block of quantized coefli-
cients MBq, 1s then obtained.

In the course of a following sub-step C345, there 1s under-
taken the entropy coding of the block of quantized coetii-
cients MBq,. In the preferred embodiment, this entails a
CABAC entropy coding.

In the course of a following sub-step C346, there 1s under-
taken the dequantization of the block MBq, according to a
conventional dequantization operation, which 1s the opera-
tion inverse to the quantization performed in step C344. A
block of dequantized coetlicients MBDq, 1s then obtained.

In the course of a following sub-step C347, there 1s under-
taken the mverse transformation of the block of dequantized
coellicients MBDq, which 1s the operation inverse to the
direct transformation performed in step C343 hereinabove. A
decoded residual block MBDr, 1s then obtained.

In the course of a following sub-step C348, there 1s under-
taken the construction of the decoded block MBD), by adding
to predicted block MBp, the decoded residual block MBDr, .
It should be noted that the latter block 1s the same as the
decoded block obtained on completion of the method of
decoding the image IE which will be described turther on 1n
the description. The decoded block MBD), 1s thus rendered
available to be used by the coding unit UC1 or any other
coding unit forming part of the predetermined number R of
coding units.
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On completion of the aforementioned coding step C34, the
entropy coding sub-unit SUCEKk such as represented 1n FIG.
3B contains all the probabilities such as progressively
updated 1n tandem with the coding of the first block. These
probabilities correspond to the various possible syntax ele-
ments and to the various associated coding contexts.

Subsequent to the aforementioned coding step C34, a test 1s
performed, 1n the course of a step C35, to determine whether
the current block 1s the jth block of this same row, were 1 1s a
known predetermined value of the coder CO which 1s at least
equal to 1.

If such 1s the case, in the course of a step C36, the set of
probabilities calculated for the jth block 1s stored 1n the butier
memory MT of the coder CO such as represented 1n FIG. 3A
and 1n FIGS. 4A and 4B, the size of said memory being
suitable for storing the calculated number of probabilities.

In the course of a step C37, the unit UCK tests whether the
current block of the row SEk which has just been coded 1s the

last block of the image IE.

If such 1s the case, 1n the course of a step C38, the coding
method 1s ended.

If such 1s not the case, there 1s undertaken, 1n the course of
step C39, the selection of the following block MB. to be coded
in accordance with the order of traversal represented by the
arrow PS 1n FIG. 4A or 4B.

If 1 the course of step C35, the current block 1s not the jth
block of the row SEk considered, then step C37 hereinabove
1s undertaken.

In the course of a step C40, there 1s undertaken the deter-
mination of the availability of previously coded and decoded
blocks which are necessary for coding the current block MB..
Having regard to the fact that this entails a parallel coding ef
the blocks of the image IE by different coding units UCK, it
may be that these blocks were not coded and decoded by the
coding unit assigned to the coding of these blocks and that
they are therefore not yet available. Said determining step
consists 1n verifying whether a predetermined number N' of
blocks situated 1n the previous row SEk-1, for example the
two blocks situated respectively above and above to the right
ol the current block, are available for the coding of the current
block, that is to say 11 they have already been coded and then
decoded by the coding unit UCk-1 assigned to their coding.
Said determining step also consists 1n verifying the availabil-
ity of at least one block situated to the left of the current block
to be coded MB,. However, having regard to the order of
traversal PS chosen in the embodiment represented in FIG.
4A or 4B, the blocks are coded one after the other in arow SE
considered. Consequently, the left coded and decoded block
1s always available (with the exception of the first block of a
row). In the example represented 1n FI1G. 4A or 4B, this entails
the block situated immediately to the left of the current block
to be coded. For this purpose, only the availability of the two
blocks situated respectively above and above to the right of
the current block 1s tested.

This test step being liable to slow the coding method, 1n an
alternative manner 1n accordance with the invention, a clock
CLK represented in FIG. 3A 1s adapted for synchronizing the
progress of the coding of the blocks so as to guarantee the
availability of the two blocks situated respectively above and
above to the right of the current block, without it being nec-
essary to verily the availability of these two blocks. Thus, as
represented 1 FIG. 4A or 4B, a coding unit UCk always
begins to code the first block with a shift by a predetermined
number N' (here N'=2) of coded and decoded blocks of the
previous row SEk-1 which are used for the coding of the
current block. From a software point of view, the implemen-
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tation of such a clock makes 1t possible to noticeably accel-
erate the processing time required to process the blocks of the
image IE 1n the coder CO.

In the course of a step C41, a test 1s performed to determine
whether the current block 1s the first block of the row SEk
considered.

If such 1s the case, 1n the course of a step C42, there 1s
undertaken the reading 1n the butler memory MT solely of the
symbol occurrence probabilities calculated during the coding
of the jth block of the previous row SEk-1.

According to a first variant represented 1n FIG. 4A, the jth
block 1s the first block of the previous row SEk-1 (=1). Such
a reading consists 1 replacing the probabilities of the
CABAC coder with that present in the buffer memory MT.
Dealing as one 1s with the first respective blocks of the sec-
ond, third and fourth rows SE2, SE3 and SE4, this reading
step 1s delineated in F1G. 4 A by the arrows represented by thin
lines.

According to a second variant of the aforementioned step
C42 which s illustrated 1n F1G. 4B, the jth block 1s the second
block of the previous row SEk-1 (3=2). Such a reading con-
s1sts 1n replaemg the probabailities of the CABAC coder with
that present 1 the buifer memory MT. Dealing as one 1s with
the first respective blocks of the second, third and fourth rows
SE2, SE3 and SE4, this reading step 1s delineated in FIG. 4B
by the arrows represented by thin dashed lines.

Subsequent to step C42, the current block 1s coded and then
decoded by 1teration of steps C34 to C38 described above.

If subsequent to the aforementioned step C41, the current
block 1s not the first block of the row SEk considered, there 1s
advantageously not undertaken the reading of the probabili-
ties arising from the previously coded and decoded block
which 1s situated 1n the same row SEKk, that 1s to say the coded
and decoded block situated immediately to the left of the
current block, in the example represented. Indeed, having
regard to the sequential traversal of reading PS of the blocks
situated 1n the same row, as represented 1n F1G. 4A or 4B, the
symbol occurrence probabilities present in the CABAC coder
when beginning the coding of the current block are exactly
that which are present after coding/decoding of the preceding
block 1n this same row.

Consequently, 1n the course of a step C43, there 1s under-
taken the learning of the probabilities of symbol occurrence
for the entropy coding of said current block, which corre-
spond solely to those which were calculated for said preced-
ing block in the same row, as 1s represented by the double
solid arrows 1n FIG. 4A or 4B.

Subsequent to step C43, the current block 1s coded and then
decoded by 1teration of steps C34 to C38 described above.
Detailed Description of an Embodiment of the Decoding Part

An embodiment of the decoding method according to the
invention will now be described, in which the decoding
method 1s implemented in a software or hardware manner by
modifications of a decoder 1nitially in accordance with the
H.264/MPEG-4 AVC standard.

The decoding method according to the 1nvention 1s repre-
sented 1n the form of an algorithm comprising steps D1 to D4,
represented 1n FIG. 5A.

According to the embodiment of the imnvention, the decod-
ing method according to the ivention 1s implemented in a
decoding device DO represented in FIG. 6A.

With reference to FIG. 5A, the first decoding step D1 1s the
identification 1n said stream F of the N sub-streams F1,
F2,....Fk,...,FP eentaining respectively the N subsets SE1,
SJZ S' k , SEP of previously coded blocks or
macro- blecks MB, as represented in FIG. 4A or 4B. For this

purpose, each sub-stream Fk in the stream F 1s associated with
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an indicator intended to allow the decoder DO to determine
the location of each sub-stream Fk in the stream F. In the
example represented, said blocks MB have a square shape and
all have the same size. As a function of the size of the image
which 1s not necessarily a multiple of the size of the blocks,
the last blocks on the left and the last blocks at the bottom may
not be square. In an alternative embodiment, the blocks can be
for example of rectangular size and/or not aligned with one
another.

Each block or macroblock can moreover itself be divided
into sub-blocks which are themselves subdividable.

Such an 1dentification 1s performed by a stream extraction
module EXDO such as represented 1n FIG. 6A.

In the example represented 1n FI1G. 4A or 4B, the predeter-

mined number 1s equal to 4 and the four subsets SE1, SE2,

SE3, SE4 are represented dashed.
With reference to FIG. 5A, the second decoding step D2 1s

the decoding 1n parallel of each of said subsets of blocks SFE1,
SE2, SE3 and SE4, the blocks of a subset considered being
coded according to a predetermined sequential order of tra-
versal PS. In the example represented in FIG. 4A or 4B, the
blocks of a current subset SEk (1=k=4) are decoded one after
the other, from leit to right, as indicated by the arrow PS. On
completion of step D2, the subsets of decoded blocks SED1,
SED2, SED3, ..., SEDK, ..., SEDP are obtained.

Such a decoding in parallel 1s implemented by a number R
of decoding umits UDk (1=k=R) with R=4 as represented 1n
FIG. 6 A and allows a substantial acceleration of the decoding
method. In a manner known as such, the decoder DO com-
prises a bulfer memory MT which 1s adapted for containing
the probabilities ol occurrence of symbols such as progres-
stvely updated 1n tandem with the decoding of a current block.

As represented 1n greater detail in FIG. 6B, each of the
decoding units UDk comprises:

a sub-unit for entropy decoding of said current block by
learning of at least one probability of symbol occurrence
calculated for at least one previously decoded block,
denoted SUDEKk,

a sub-unit for predictive decoding of a current block with
respect to said previously decoded block, denoted
SUDPKk.

The predictive decoding sub-unit SUDPK 1s able to per-
form a predictive decoding of the current block, according to
the conventional prediction techniques, such as for example
in Intra and/or Inter mode.

The entropy decoding sub-unit SUDEKk 1s for its part of
CABAL type, but modified according to the present mven-
tion, as will be described further on 1n the description.

As a vaniant, the entropy decoding sub-unit SUDEk could
be a Hulflman decoder known as such.

In the example represented 1n FIG. 4A or 4B, the first unit
UD1 decodes the blocks of the first row SE1, from left to
right. When it reaches the last block of the first row SE1, it
passes to the first block of the (N+1)* row, here the 57 row,
etc. The second unit UC2 decodes the blocks of the second
row SE2, from lett to right. When 1t reaches the last block of
the second row SE2, it passes to the first block of the (N+2)"¢
row, here the 6” row, etc. This traversal is repeated until the
unit UD4, which decodes the blocks of the fourth row SE4,
from lett to right. When 1t reaches the last block of the first
row, it passes to the first block of the (N+4)™ row, here the 8”
row, and so on and so forth until the last block of the last
identified sub-stream 1s decoded.

Other types of traversal than that which has just been
described hereinabove are of course possible. For example,
cach decoding unit could process not nested rows, as
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explained hereinabove, but nested columns. It 1s also possible
to traverse the rows or columns 1n either direction.

With reference to FI1G. 5 A, the third decoding step D3 1s the
reconstruction of an 1mage decoded on the basis of each
decoded subset SED1, SED2, ..., SEDXk, ..., SEDP obtained
in the decoding step D2. More precisely, the decoded blocks
of each decoded subset SED1, SED?2, ..., SEDk, ..., SEDP
are transmitted to an 1mage reconstruction unit URI such as
represented 1n FIG. 6 A. In the course of this step D3, the unit
URI writes the decoded blocks 1 a decoded image as and
when these blocks become available.

In the course of a fourth decoding step D4 represented 1n
FIG. SA, a fully decoded image 1D 1s delivered by the unit
URI represented in FIG. 6A.

The various specific sub-steps of the invention, such as are
implemented during the aforementioned parallel decoding
step D2, 1n a decoding unit UDk, will now be described with
reference to FIG. 5B.

In the course of a step D21, the decoding unit UDK selects
as current block the first block to be decoded of the current
row SEKk represented in FIG. 4A or 4B.

In the course of a step D22, the umit UDKk tests whether the
current block 1s the first block of the decoded 1mage, 1n this
instance the first block of the sub-stream F1.

If such 1s the case, 1n the course of a step D23, the decoding,
probabilities are 1initialized to values Pinit previously defined
in the decoder DO of FIG. 6A.

If such 1s not the case, there 1s undertaken, 1n the course of
a step D30 which will be described later 1n the subsequent
description, the determination of the availability of the nec-
essary previously decoded blocks.

In the course of a step D24, there 1s undertaken the decod-
ing of the first current block MB1 of the first row SE1 repre-
sented 1n FIG. 4A or 4B. Such a step D24 comprises a plu-
rality of sub-steps D241 to D246 which will be described
hereinbelow.

In the course of a first sub-step D241, there 1s undertaken
the entropy decoding of the syntax elements related to the
current block. More precisely, the syntax elements related to
the current block are decoded by the CABAC entropy decod-
ing sub-unit SUDE1 such as represented in FIG. 6B. The
latter decodes the sub-bitstream F1 of the compressed file to
produce the syntax elements, and, at the same time, updates
its probabilities 1n such a way that, at the moment at which
this sub-unit decodes a symbol, the probabilities of occur-
rence of this symbol are 1dentical to those obtained during the
coding of this same symbol during the aforementioned
entropy coding step C345.

In the course of a following sub-step D242, there 1s under-
taken the predictive decoding of the current block MB1 by
known techniques of intra and/or inter prediction, in the
course of which the block MB1 1s predicted with respect to at
least one previously decoded block.

It goes without saying that other modes of intra prediction
such as proposed 1n the H.264 standard are possible.

In the course of this step, the predictive decoding 1s per-
formed with the aid of the syntax elements decoded in the
previous step and comprising especially the type of prediction
(inter or intra), and if appropriate, the mode of intra predic-
tion, the type of partitioning of a block or macroblock 1f the
latter has been subdivided, the reference image index and the
displacement vector used in the inter prediction mode.

Said aforementioned predictive decoding step makes 1t
possible to construct a predicted block MBp,.

In the course of a following sub-step D243, there 1s under-
taken the construction of a quantized residual block MBq;,
with the aid of the previously decoded syntax elements.
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In the course of a following sub-step D244, there 1s under-
taken the dequantization of the quantized residual block
MBq, according to a conventional dequantization operation
which 1s the operation 1nverse to the quantization performed
in the aforementioned step (344, to produce a decoded
dequantized block MBDX, .

In the course of a following sub-step 1245, there 1s under-
taken the inverse transformation of the dequantized block
MBDt, which 1s the operation 1nverse to the direct transtor-
mation performed in step C343 hereimnabove. A decoded
residual block MBDr, is then obtained.

In the course of a following sub-step 1246, there 1s under-
taken the construction of the decoded block MBD), by adding,
to predicted block MBp, the decoded residual block MBDr, .
The decoded block MBD, 1s thus rendered available to be
used by the decoding unit UD1 or any other decoding unit
forming part of the predetermined number N of decoding
units.

On completion of the atorementioned decoding step 12246,
the entropy decoding sub-unit SUDE1 such as represented in
FIG. 6B contains all the probabilities such as progressively
updated in tandem with the decoding of the first block. These
probabilities correspond to the various possible syntax ele-
ments and to the various associated decoding contexts.

Subsequent to the aforementioned decoding step D24, a
test 1s performed, 1n the course of a step D25, to determine
whether the current block 1s the jth block of this same row,
where 1 1s a known predetermined value of the decoder DO
which 1s at least equal to 1.

If such 1s the case, 1 the course of a step D26, the set of
probabilities calculated for the jth block 1s stored 1n the butier
memory MT of the decoder DO such as represented 1n FIG.
6A and in FIG. 4A or 4B, the size of said memory being
suitable for storing the calculated number of probabilities.

In the course of a step D27, the unit UDKk tests whether the
current block which has just been decoded 1s the last block of
the last sub-stream.

It such 1s the case, in the course of a step D28, the decoding,
method 1s ended.

If such 1s not the case, there 1s undertaken, 1n the course of
step D29, the selection of the following block MB, to be
decoded 1n accordance with the order of traversal represented
by the arrow PS 1n FIG. 4A or 4B.

If 1n the course of the aforementioned step D25, the current
block 1s not the jth block of the row SEDk considered, step
D27 hereinabove 1s undertaken.

In the course of a step D30 which follows the aloremen-
tioned step D29, there 1s undertaken the determination of the
availability of previously decoded blocks which are neces-
sary for decoding the current block MB,. Having regard to the
fact that this entails a parallel decoding of the blocks by
different decoding units UDK, it may be that these blocks
were not decoded by the decoding unit assigned to the decod-
ing of these blocks and that they are therefore not yet avail-
able. Said determining step consists 1n verifying whether a
predetermined number N' of blocks situated 1n the previous
row SEk-1, for example the two blocks situated respectively
above and above to the right of the current block, are available
for the decoding of the current block, that1s to say 1f they have
already been decoded by the decoding unit UDk-1 assigned to
their decoding. Said determining step also consists 1n verify-
ing the availability of at least one block situated to the left of
the current block to be decoded MB,. However, having regard
to the order of traversal PS chosen 1n the embodiment repre-
sented 1in FIG. 4A or 4B, the blocks are decoded one after the
other in arow SEk considered. Consequently, the left decoded
block 1s always available (with the exception of the first block
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of a row). In the example represented 1n FIG. 4A or 4B, this
entails the block situated immediately to the left of the current
block to be decoded. For this purpose, only the availability of
the two blocks situated respectively above and above to the
right of the current block 1s tested.

This test step being liable to slow the decoding method, 1n
an alternative manner in accordance with the invention, a
clock CLK represented 1in FIG. 6 A 1s adapted for synchroniz-
ing the progress of the decoding of the blocks so as to guar-
antee the availability of the two blocks situated respectively
above and above to the right of the current block, without 1t
being necessary to verily the availability of these two blocks.
Thus, as represented 1n FIG. 4A or 4B, a decoding unit UDk
always begins to decode the first block with a shift by a
predetermined number N' (here N'=2) of decoded blocks of

the previous row SEK-1 which are used for the decoding of the
current block. From a software point of view, the implemen-
tation of such a clock makes 1t possible to noticeably accel-

erate the processing time required to process the blocks of
cach subset SEK 1n the decoder DO.

In the course of a step D31, a test 1s performed to determine
whether the current block 1s the first block of the row SEk
considered.

If such 1s the case, in the course of a step D32, there 1s
undertaken the reading 1n the butlfer memory MT solely of the
symbol occurrence probabilities calculated during the decod-
ing of the jth block of the previous row SEKk-1.

According to a first variant represented 1n FIG. 4A, the jth
block 1s the first block of the previous row SEk-1 (=1). Such
a reading consists i replacing the probabilities of the
CABAC decoder with that present 1n the butler memory MT.
Dealing as one 1s with the first respective blocks of the sec-
ond, third and fourth rows SE2, SE3 and SE4, this reading
step 1s delineated in F1G. 4 A by the arrows represented by thin
lines.

According to a second variant of the alorementioned step
D32 which is illustrated 1n FIG. 4B, the jth block 1s the second
block of the previous row SEk-1 (3=2). Such a reading con-
s1sts 1n replacing the probabilities of the CABAC decoder
with that present 1n the buffer memory MT. Dealing as one 1s
with the first respective blocks of the second, third and fourth
rows SE2, SE3 and SE4, this reading step 1s delineated 1n FIG.
4B by the arrows represented by thin dashed lines.

Subsequent to step D32, the current block 1s decoded by
iteration of steps D24 to D28 described above.

I1 subsequent to the aforementioned step D31, the current
block 1s not the first block of the row SEk considered, there 1s
advantageously not undertaken the reading of the probabili-
ties arising from the previously decoded block which 1s situ-
ated 1n the same row SEK, that 1s to say the decoded block
situated immediately to the left of the current block, in the
example represented. Indeed, having regard to the sequential
traversal of reading PS of the blocks situated in the same row,
as represented m FIG. 4A or 4B, the symbol occurrence
probabilities present 1n the CABAC decoder when beginning
the decoding of the current block are exactly that which are
present alter decoding of the preceding block 1n this same
TOw.

Consequently, 1n the course of a step D33, there 1s under-
taken the learning of the probabilities of symbol occurrence
for the entropy decoding of said current block, which prob-
abilities correspond solely to those which were calculated for
said preceding block in the same row, as represented by the
double solid arrows 1n FIG. 4A or 4B.

Subsequent to step D33, the current block 1s decoded by
iteration of steps D24 to D28 described above.
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The mvention claimed 1s:
1. A computer-implemented method comprising:
receiving a stream representative of at least one coded
1mage;
identifying, from the stream, a predetermined plurality of
groups ol blocks;
providing each group of blocks to a first decoding unit; and
processing, by the first decoding unit, a first block 1n a
given group ol blocks, wherein the processing of the first
block comprises:
determining that the first block is first in an order of
blocks 1n the given group of blocks;
in response to determiming that the first block 1s first 1n
the order of blocks in the given group of blocks,
retrieving a first set of probability data from a buffer,
wherein the first set of probability data comprises a
first set of probabilities of occurrence of symbols
associated with a block that 1s situated immediately
adjacent to the first block and that belongs to another
group of blocks that 1s different from the given group
of blocks 1n the predetermined plurality of groups of
blocks:
entropy decoding the first block based on the first set of
probability data; and
processing, by the first decoding unit, a second block 1n the
given group of blocks, wherein the processing of the
second block comprises:
determining that the second block 1s not first in the order
of blocks 1n the given group of blocks;
in response to determining that the second block 1s not
firstin the order ol blocks 1n the given group of blocks,
retrieving a second set of probability data from a
memory unit, wherein the second set of probability
data comprises a second set of probabilities of occur-
rence of symbols associated with at least one other
already decoded block belonging to the given group
of blocks 1n the predetermined plurality of groups of
blocks, wherein the second set of probabilities of
occurrence ol symbols are not associated with blocks
that do not belong to the given subset of blocks; and
entropy decoding the second block based on the second
set of probabaility data.
2. The computer-implemented method of claim 1 compris-
ng:
generating a third set of probability data based on the
second set of probability data and data about the second
block; and
replacing the second set of probability data in the memory
umt with the third set of probabaility data.
3. The computer-implemented method of claim 1 wherein:
entropy decoding the first block based on the first set of
probability data comprises entropy decoding the first
block based on the first set of probability data using a
context-adaptive binary arithmetic coding (CABAC)
algorithm; and
entropy decoding the second block based on the second set
of probability data comprises entropy decoding the sec-
ond block based on the second set of probability data
using the CABAC algorithm.
4. The computer-implemented method of claim 1 compris-
ng:
generating a third set of probability data based on the first
set of probability data and data about the first block;
storing the third set of probability data to the memory unit
and
using at least the third set of probability data to generate the
second set of probability data.
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5. The computer-implemented method of claim 1 compris-
ng:
predictive decoding of each of the plurality of blocks with
respect to at least one previously decoded block.
6. The computer-implemented method of claim 1 compris-
ng:
processing, by the first decoding unit, a third block in the
given group of blocks, wherein the processing of the
third block comprises:
retrieving a third set of probability data from the
memory unit, wherein the third set of probability data
comprises a third set of probabilities of occurrence of
symbols associated with blocks in the predetermined
plurality of groups of blocks, and wherein the third set
of probability data 1s determined based at least on the

second set of probability data; and
entropy decoding the third block based on the third set of

probability data.

7. The method of claim 1,
wherein the processing of the second block comprises:
alter entropy decoding the second block:
determining a third set of probability data;
determining whether the second block 1s ordered as a
particular number in the order of blocks 1n the given
group of blocks;
in response to determining that the second block 1s
ordered as the particular number 1n the order ot blocks
in the given group of blocks, storing the third set of
probability data 1n the buifer, the stored third set of
probability data for entropy decoding another block
that 1s first 1n an order of blocks 1n another group of
blocks; and
in response to determining that the second block 1s not
ordered as the particular number 1n the order of blocks
in the given group of blocks, storing the third set of
probability data 1n the memory unit the stored third set
of probability data for entropy decoding, by the first
decoding unit, another block that i1s next to the par-
ticular number in the order of blocks 1n the given
group of blocks.
8. The method of claim 7, wherein the particular number 1s
first 1n the order of blocks 1n the given group of blocks.
9. The method of claim 7, wherein the particular number 1s
second 1n the order of blocks 1n the given group of blocks.
10. A system comprising:
one or more computers and one or more storage devices
storing instructions that are operable, when executed by
the one or more computers, to cause the one or more
computers to perform operations comprising:
receving a stream representative of at least one coded
1mage;
identifying, from the stream, a predetermined plurality of
groups ol blocks;
providing each group of blocks to a first decoding unit; and
processing, by the first decoding unit, a first block 1n a
given group of blocks, wherein the processing of the first
block comprises:
determining that the first block is first in an order of
blocks in the given group of blocks;
in response to determining that the first block 1s first 1n
the order of blocks in the given group of blocks,
retrieving a {irst set of probabaility data from a butier,
wherein the first set of probability data comprises a
first set of probabilities of occurrence of symbols
associated with a block that 1s situated immediately
adjacent to the first block and that belongs to another
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group of blocks that 1s different from the given group 16. A non-transitory computer-readable medium storing
of blocks 1n the predetermined plurality of groups of software comprising instructions executable by one or more
blocks: computers which, upon such execution, cause the one or more
entropy decoding the first block based on the first set of computers to perform operations comprising:
probability data; and d receving a stream representative of at least one coded
processing, by the first decoding unit, a second block 1n the 1mage;
given group ol blocks, wherein the processing of the identifying, from the stream, a predetermined plurality of
second block comprises: groups ol blocks;
determining that the second block is not first 1n the order providing each group of blocks to a first decoding unit; and
of blocks 1n the given group of blocks; 10 processing, by the first decoding umt, a first block 1n a
in response to determining that the second block 1s not given group ol blocks, wherein the processing of the first
firstin the order of blocks 1 the given group of blocks, block comprises:
retrieving a second set of probability data from a determining that the first block is first in an order of
memory unit, wheremn the second set of probability .. blocks in the given group of blocks;
data comprises a second set of probabilities of occur- in response to determiming that the first block 1s first 1n
rence of symbols associated with at least one other the order of blocks in the given group of blocks,
already decoded block belonging to the given group retrieving a first set of probabaility data from a buiier,
of blocks 1n the predetermined plurality of groups of wherein the first set of probability data comprises a
blocks, wherein the second set ol probabilities of 2g first set of probabilities of occurrence of symbols
occurrence of symbols are not associated with blocks associated with a block that 1s situated immediately
that do not belong to the given subset of blocks; and adjacent to the first block and that belongs to another
entropy decoding the second block based on the second group of blocks that 1s different from the given group
set of probability data. of blocks 1n the predetermined plurality of groups of
11. The system of claim 10, wherein the operations further 25 blocks;
comprise: entropy decoding the first block based on the first set of
generating a third set of probability data based on the probability data; and
second set of probability data and data about the second processing, by the first decoding unit, a second block in the
block; and given group of blocks, wherein the processing of the
replacing the second set of probability data in the memory 30 second block comprises:
umt with the third set of probabaility data. determining that the second block 1s not first 1n the order
12. The system of claim 10, wherein: of blocks 1n the given group of blocks;
entropy decoding the first block based on the first set of in response to determining that the second block 1s not
probability data comprises entropy decoding the first firstin the order of blocks in the given group of blocks,
block based on the first set of probability data using a 35 retrieving a second set of probability data from a
context-adaptive binary arithmetic coding (CABAC) memory unit, wherein the second set of probabaility
algorithm; and data comprises a second set of probabilities of occur-
entropy decoding the second block based on the second set rence of symbols associated with at least one other
of probability data comprises entropy decoding the sec- already decoded block belonging to the given group
ond block based on the second set of probability data 40 of blocks 1n the predetermined plurality of groups of
using the CABAC algorithm. blocks, wherein the second set of probabilities of
13. The system of claim 10, wherein the operations further occurrence of symbols are not associated with blocks
comprise: that do not belong to the given subset of blocks; and
generating a third set of probability data based on the first entropy decoding the second block based on the second
set of probability data and data about the first block; 45 set of probability data.
storing the third set of probability data to the memory unit 17. The non-transitory computer-readable medium of
and claim 16, wherein the operations further comprise:
using at least the third set of probability data to generate the generating a third set of probability data based on the
second set of probability data. second set of probability data and data about the second
14. The system of claim 10, wherein the operations further 50 block; and
comprise: replacing the second set of probability data in the memory
predictive decoding of each of the plurality of blocks with unit with the third set of probabaility data.
respect to at least one previously decoded block. 18. The non-transitory computer-readable medium of
15. The system of claim 10, wherein the operations further claim 16, wherein the operations further comprise:
comprise: 55  generating a third set of probability data based on the first
processing, by the first decoding unit, a third block 1n the set of probability data and data about the first block; and
given group of blocks, wherein the processing of the replacing the first set of probability data in the butler with
third block comprises: the third set of probability data.
retrieving a third set of probability data from the 19. The non-transitory computer-readable medium of
memory unit wherein the third set of probability data 60 claim 16, wherein:
comprises a third set of probabilities of occurrence of entropy decoding the first block based on the first set of
symbols associated with blocks in the predetermined probability data comprises entropy decoding the first
plurality of groups of blocks, and wherein the third set block based on the first set of probability data using a
of probability data i1s determined based at least on the context-adaptive binary arithmetic coding (CABAC)
second set of probability data; and 65 algorithm; and
entropy decoding the third block based on the third set of entropy decoding the second block based on the second set

probability data. of probability data comprises entropy decoding the sec-
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ond block based on the second set of probability data
using the CABAC algorithm.
20. The non-transitory computer-readable medium of
claim 16, wherein the operations further comprise:
processing, by the first decoding unit, a third block 1n the 5
given group ol blocks, wherein the processing of the
third block comprises:
retrieving a third set of probability data from the
memory unit, wherein the third set of probability data
comprises a third set of probabilities of occurrence of 10
symbols associated with blocks in the predetermined
plurality of groups of blocks, and wherein the third set
ol probability data 1s determined based at least on the
second set of probability data; and

entropy decoding the third block based on the third setof 15
probability data.
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