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CODING METHOD AND CODING
APPARATUS

CROSS REFERENCE TO RELATED
APPLICATIONS

This 1s a continuation of application Ser. No. 13/530,397,
filed Jun. 22, 2012, which claims the benefit of U.S. Provi-

sional Patent Application No. 61/500,793 filed on Jun. 24,

2011. The entire disclosures of the above-identified applica-
tions, including the specifications, drawings and claims are
incorporated herein by reference 1n their entirety.

TECHNICAL FIELD

The present invention relates to an i1mage decoding
method, an 1image coding method, an 1image decoding appa-
ratus, an 1mage coding apparatus, and an 1mage coding and
decoding apparatus, and 1n particular to an 1mage decoding
method, an 1mage coding method, an 1mage decoding appa-
ratus, an 1mage coding apparatus, and an 1mage coding and
decoding apparatus which use arithmetic coding or arithmetic
decoding.

BACKGROUND ART

Natural 1image signals have statistical variations showing
nonstationary behavior. One of the entropy coding methods
using the nonstationary statistical variations 1s Context-
Based Adaptive Binary Arithmetic Coding (CABAC) (see
NPL 1). CABAC 1s employed as the ITU-T/ISOIEC standard
tor video coding, H.264/AVC.

The meaning of the terms used in the CABAC scheme will
be described hereinaftter.

(1) “Context-Based Adaptive” means adapting the coding
and decoding methods to the statistical variations. In other
words, “Context-Based Adaptive” means predicting an
appropriate probability as an occurrence probability of a sym-
bol along with an event of surrounding conditions, when the
symbol 1s coded or decoded. In coding, when an occurrence
probability p(Xx) of each value of a symbol S 1s determined, a
conditional occurrence probability 1s applied using an actual
event or a sequence of events F(z) as a condition.

(2) “Binary” means representation of a symbol using a
binary sequence. A symbol represented by a multi-value 1s
once mapped to a binary sequence referred to as “bin string”.
A predicted probability (conditional probability) 1s switched
and used for each of the sequence elements, and occurrence of
one of the events of the two values 1s represented by a bit
sequence. Accordingly, the probability of a value can be man-
aged (1nitialized and updated) using a umt (binary element
unit) smaller than a unit of a signal type (see F1G. 2 and others
of NPL 1).

(3) “Anthmetic” means that the bit sequence 1s generated
not with reference to the correspondences 1n a table but by the
computation. In the coding scheme using the tables of vari-
able-length codes such as H.263, MPEG-4, and H.264, even
cach value of a symbol with an occurrence probability greater
than 0.5 (50%) needs to be associated with one binary
sequence (bit sequence). Thus, a value with the greatest prob-
ability needs to be associated with one bit for one symbol at
mimmum. In contrast, the arithmetic coding can represent the
occurrence of an event with a higher probability by an integer
equal to or smaller than one bit. When (1) there 1s a signal type
in which the occurrence probability of having the first binary
value as 0 exceeds 0.9 (90%) and (11) an event having the first
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binary value as O successively occurs N times, there 1s no need
to output data of 1 bit N times for each value of “0”.

CITATION LIST
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Binary Arithmetic Coding 1n the H.264/AVC Video Com-

pression Standard”, IEEE Transaction on circuits and sys-
tems for video technology, Vol. 13, No. 7, July 2003.

INPL 2] Joint Collaborative Team on Video Coding (JCT-
VC) of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/
WG11, 4th Meeting: Daegu, K R, 20-28 January, 2011
“WD2: Working Drait 2 of High-Efficiency Video Coding”

JCTVC-D503

http://witp3 .1tu.ant/av-arch/jctve-site/2011__01_D_Daegu/
JCTVC-D3503.doc

INPL 3] Joint Collaborative Team on Video Coding (JCT-
VC) of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/
WG11, 4th Meeting: Daegu, K R, 20-28 January, 2011,
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tions”, JCTVC-E700
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model,” ITU-T SG16 Q.6 Document, VCEG-AIL1, Berlin,
July 2008

SUMMARY OF INVENTION

Technical Problem

In such an 1mage coding method and an 1image decoding
method, memory usage (memory capacity to be used) 1s
desired to be reduced.

Here, the present invention has an object of providing an
image coding method or an image decoding method that can
reduce the memory usage.

Solution to Problem

In order to achieve the object, the image decoding method
according to an aspect of the present invention 1s an 1mage
decoding method using arithmetic decoding, and the method
includes: determining a context for use in a current block to be
processed, from among a plurality of contexts; performing
arithmetic decoding on a bit sequence corresponding to the
current block, using the determined context to reconstruct a
binary sequence, the bit sequence being obtained by perform-
ing arithmetic coding on a control parameter of the current
block; and inversely binarizing the binary sequence to recon-
struct the control parameter of the current block, wherein the
determining of a context includes: determining a signal type
ol the control parameter of the current block; determining the
context under a first condition that decoded control param-
cters ol neighboring blocks of the current block are used,
when the signal type 1s a first type, the neighboring blocks
being a lett block and an upper block of the current block; and
determining the context under a second condition that the
decoded control parameter of the upper block 1s not used,
when the signal type 1s a second type different from the first
type, the first type 1s one of “split_coding unit_flag” and
“skip_flag”, and the second type 1s “inter_pred_tlag™, the first
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type 1s one of “split_coding_unit_flag™” and “skip_1lag”, and
the second type 1s “inter_pred_flag”.

Advantageous Effects of Invention

The present invention can provide an image coding method
or an 1mage decoding method that can reduce the memory

usage.

BRIEF DESCRIPTION OF DRAWINGS

These and other objects, advantages and features of the
invention will become apparent from the following descrip-
tion thereof taken in conjunction with the accompanying
drawings that illustrate a specific embodiment of the present
invention. In the Drawings:

FIG. 1 1s a functional block diagram of an image coding
apparatus according to Embodiment 1;

FIG. 2 1s a functional block diagram of a variable length

coding unit according to Embodiment 1;

FIG. 3 15 a table of a context model of a control parameter
according to Embodiment 1;

FIG. 4 1s a flowchart indicating an arithmetic coding
method according to Embodiment 1;

FIG. 5 1s a functional block diagram of an image decoding,

apparatus according to Embodiment 2;

FIG. 6 1s a functional block diagram of a variable length
decoding unit according to Embodiment 2;

FIG. 7 1s a flowchart indicating an arithmetic decoding
method according to Embodiment 2;

FI1G. 8 1s a flowchart indicating a modification of the arith-
metic decoding method according to Embodiment 2;

FIG. 9 1llustrates partitioned blocks (a tree structure) in
accordance with HEVC according to Embodiment 2;

FI1G. 10 1llustrates a multi-layer block structure according,
Embodiment 2;

FIG. 11 1llustrates an arithmetic decoding method for
split_coding_unit_tlag according to Embodiment 3;

FIG. 12A 1s a table indicating a result of verification on
split_coding_unit_flag according to Embodiment 3;

FIG. 12B 1s a table indicating a result of verification on
split_coding_unit_flag according to Embodiment 3;

FIG. 13 illustrates an arithmetic decoding method for
skip_flag according to Embodiment 3;

FIG. 14A 1s a table indicating a result of verification on
skip_flag according to Embodiment 3;

FIG. 14B 1s a table indicating a result of verification on
skip_flag according to Embodiment 3;

FI1G. 151s a table indicating an arithmetic decoding method
for inter_pred_tlag according to Embodiment 3;

FIG. 16 A 1s a table indicating a result of verification on
inter_pred_flag according to Embodiment 3;

FIG. 16B 1s a table indicating a result of verification on
inter_pred_{lag according to Embodiment 3;

FIG. 17 illustrates context models using values of control
parameters corresponding to two neighboring blocks accord-
ing to Embodiments;

FIG. 18 illustrates increase i memory usage when an
upper block 1s used according to Embodiments;

FIG. 19 illustrates an overall configuration of a content
providing system for implementing content distribution ser-
ViCesS;

FIG. 20 illustrates an overall configuration of a digital
broadcasting system;

FIG. 21 1s a block diagram illustrating an example of a
configuration of a television;
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FIG. 22 1s a block diagram 1illustrating an example of a
configuration of an mformation reproducing/recording unit
that reads and writes mformation from or on a recording
medium that 1s an optical disc;

FIG. 23 illustrates an example of a configuration of a
recording medium that 1s an optical disc;

FIG. 24 A illustrates an example of a cellular phone;

FIG. 24B 1llustrates a block diagram showing an example
of a configuration of the cellular phone;

FIG. 25 illustrates a structure of multiplexed data;

FIG. 26 schematically 1llustrates how each stream 1s mul-
tiplexed 1n multiplexed data;

FIG. 27 illustrates how a video stream 1s stored 1n a stream
of PES packets 1n more detail;

FIG. 28 illustrates a structure of TS packets and source
packets 1n the multiplexed data;

FI1G. 29 1llustrates a data structure of a PMT;

FIG. 30 1llustrates an internal structure of multiplexed data
information;

FIG. 31 illustrates an internal structure of stream attribute
information;

FIG. 32 illustrates steps for identifying video data;

FIG. 33 1s a block diagram 1illustrating an example of a
configuration of an integrated circuit for implementing the
moving image coding method and the moving 1image decod-
ing method according to each of Embodiments;

FIG. 34 illustrates a configuration for switching between
driving frequencies;

FIG. 35 illustrates steps for identifying video data and
switching between driving frequencies;

FIG. 36 1llustrates an example of a look-up table in which
the standards of video data are associated with the driving
frequencies;

FIG. 37A 1llustrates an example of a configuration for
sharing a module of a signal processing unit; and

FIG. 37B illustrates another example of a configuration for
sharing a module of a signal processing unit.

DESCRIPTION OF EMBODIMENTS

Embodiment 1

(Knowledge on which the Present Invention 1s Based)

The present inventors have found the following problems.

In High-Efficiency Video Coding (HEVC) that 1s a next-
generation video coding scheme, the context model 1n coding
and decoding various control parameters 1s being studied
(NPL 2). The control parameter 1s included 1n a coded bit-
stream, and 1s a parameter (tlag, etc.) used in coding or decod-
ing processing. More specifically, the control parameter 1s a
syntax element.

The context model 1s information indicating (1) which con-
dition 1s considered for (1) a signal of which unit (each
clement of a multi-value, a binary value, a binary sequence
(bin string). Here, “which condition™ indicates which condi-
tion with the number of conditional elements 1s applied or
which signal type of a control parameter to be considered as
a condition 1s appropriate. As the conditions are divided into
smaller categories, that 1s, as the number of conditions T
increases, the number of the cases that hold true for the
conditions decreases. As a result, since the number of train-
ings decreases, the precision of the predicted probability
decreases (for example, see “dilution effect” in NPL 1).

Furthermore, decrease in the number of conditions 1ndi-
cates not considering a context (surrounding conditions), and
being not adaptive to the statistical vanations.
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In designing a context model, after determining a guideline
for designing the model, 1t 1s necessary to consider the valid-
ity of the model by conducting verifications specialized for an
image, such as the verifications of statistical variations 1n
details of an 1image and in control parameter for controlling
coding and decoding of an 1image.

In H.264, using advanced events of a limited number for
coding a symbol is a criterion of a rule, and the context models
are classified into four basic design types.

The first and second types relate to coding and decoding of
a control parameter.

The first context model uses coded values of up to two
neighboring coded values (see NPL 1). Although the defini-
tion of the two neighboring coded values depends on each
signal type, normally, values of corresponding control param-
eters included 1n neighboring blocks to the left and upper of
the current block are used.

The second type of context models 1s a type for determin-
ing a context based on a binary tree as an occurrence prob-
ability. More specifically, the second type of context models
1s applied to the control parameters mb_type and sub
mb_type.

The third and fourth types of context models relate to
coding and decoding of residual values (residual data), such
as 1mage data. The third type uses only the past coded or
decoded values 1n the scanning order of frequency coefli-
cients (or quantized coetficients). The fourth type determines
a context according to the decoded and accumulated values
(levels).

The advantages of the design principle and implementation
of the probability transition model 1n H.264, such as the first
type, have long been studied, and will be applied to HEVC
that 1s being studied (see NPL 2). For example, the first type
(context model using neighboring syntax elements) 1s being
studied to be used for the control parameters ali_cu_tlag,
split_coding_unit_flag, skip_flag, merge flag, intra_chro-
ma_pred_mode, inter_pred_flag, ref idx_Ic, ref 1dx_lO,
ref_1dx_11,mvd_10,mvd_l1, mvd_Ilc, no_residual_data_{lag,
cbi_luma, cbi_cb, and cbi_cr (see 9.3.3.1.1 of NPL 2).

However, the present inventors have found that there 1s a
problem in the memory usage in coding using the *“context
model using the two neighboring blocks™ of the first type.

FIG. 17 illustrates context models using values of control
parameters corresponding to the two neighboring blocks.
Furthermore, FIG. 17 1llustrates the context models using the
neighboring blocks 1n H. 264.

The block C in FIG. 17 includes a value of a control
parameter SE currently to be coded and decoded. When the
value of the control parameter SE 1s coded, values of control
parameters SE of the same type included 1n the upper block A
and the left block B that are already coded are used. More
specifically, the probability p(x) indicating whether the value
x of the control parameter SE of the block C (or the first binary
value of bin string of the control parameter SE) 1s 1 or O 1s
predicted based on a conditional probability p(x|(condition A
(value of the upper block) and condition B (value of the left
block)) using, as conditions, the value of the control param-
cter SE of the upper block A and the value of the control
parameter SE of the left block B.

FIG. 18 illustrates increase i memory usage when an
upper block 1s used.

In FIG. 18, (xP, yP) 1s a position of an upper lett pixel of a
prediction unit (PU, unit of motion prediction) including the
block C. Here, the block C 1s a block including a control
parameter (for example, skip_flag) currently to be coded.
Furthermore, (xP, yA) in FIG. 18 1s a position of a pixel that
1s included 1n the block B and 1s used as a condition A (value
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of the control parameter skip_tlag of the upper block). Fur-
thermore, (xL, yP) 1n FIG. 18 1s a position of a pixel that 1s
included 1n the block A and 1s used as a condition B (value of
the control parameter skip_{flag of the left block).

In order to code or decode the value of the control param-
cter skip_tlag of the block C, the coding apparatus or the
decoding apparatus needs to hold the value of skip_flag of PU
(or a result of determination of a condition) corresponding to
the position (xP, yA) included 1n the upper block B and the
position (XL, yP) included 1n the lett block A. Assuming that
the picture has a horizontal width of 4096 pixels, 1n order to
code one control parameter skip_flag, 1t 1s necessary to hold
all the determination values included in the upper row (Line L
in FI1G. 18). In other words, one control parameter needs the
memory capacity obtained by 4096 pixels/block size.

Here, the block C to be coded has variable sizes, for
example, 64x64, 16x16, or 4x4. Furthermore, the block size
of the block C to be later coded or decoded cannot be pre-
dicted when the blocks 1n the upper row (Line L) including
(xP, vA) are coded or decoded. This 1s because the size of each
of the blocks in the lower row (row including the block C) 1s
not known when the upper row (row including the block A) 1s
coded or decoded. Thus, the coding apparatus or the decoding
apparatus needs to hold a value of a control parameter (or
determination value) for each minimum block size, assuming
that the smallest block size from among all the sizes applied
to the control parameters 1s used as the block size of the lower
row. The positions of the black circles in FIG. 18 indicate
conditions that have to be held, although the conditional
values are not actually necessary when the lower row (row
including the block C) 1s coded and decoded.

Furthermore, the two neighboring blocks i FIG. 18 (the
lett block A and the upper block B) follow the concept of the
neighboring blocks 1n H.264, and no new perspective on the
division of hierarchical blocks is mntroduced. As described
below, there are cases where such conditional values to be
referred to 1n FIG. 18 do not always make sense for control
parameters adapted to the recursive quad tree partitioning to
be introduced in HEVC, because the control parameters fol-
low the recursive execution order, the hierarchical depth, or
positions of blocks.

As such, the present inventors have found that the memory
usage increases by using the conditional values of the upper
blocks 1n performing arithmetic coding or decoding on the
control parameters. Furthermore, the present inventors have
found that the memory usage further increases in HEVC.

In contrast, the image decoding method according to an
aspect of the present invention 1s an image decoding method
using arithmetic decoding, and the method 1ncludes: deter-
mining a context for use 1n a current block to be processed,
from among a plurality of contexts; performing arithmetic
decoding on a bit sequence corresponding to the current
block, using the determined context to reconstruct a binary
sequence, the bit sequence being obtained by performing
arithmetic coding on a control parameter of the current block;
and mversely binarizing the binary sequence to reconstruct
the control parameter of the current block, wherein the deter-
mining of a context includes: determining a signal type of the
control parameter of the current block; determining the con-
text under a first condition that decoded control parameters of
neighboring blocks of the current block are used, when the
signal type 1s a first type, the neighboring blocks being a left
block and an upper block of the current block; and determin-
ing the context under a second condition that the decoded
control parameter of the upper block 1s not used, when the
signal type 1s a second type different from the first type, the
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first type 1s one of “split_coding_unit_flag” and “skip_flag”,
and the second type 1s “inter_pred_flag”.

With the structure, the image decoding method can reduce
the memory usage. More specifically, in the image decoding
method, since the control parameter of the upper block is not
used for a control parameter of the second type, there 1s no
need to hold the control parameter of the second type of the
upper block. With the structure, compared to the case where
the left block and the upper block are used as uniformly
“using a context model based on values of control parameters
of neighboring blocks”, the memory usage can be reduced
according to the image decoding method. Furthermore, the
image decoding method can appropnately reduce the
memory usage of the control parameter of the second type
without, for example, failing to evaluate a BD-rate of an
1mage.

Furthermore, according to the image decoding method, the
context appropriate for a hierarchical tree structure that 1s a
data structure that 1s not consider i1n the conventional H.264
and 1s unique to the new standard HEVC can be used. Alter-
natively, memory reference can be performed.

Furthermore, the second condition may be a condition that
the decoded control parameters of the left block and the upper
block are not used.

With the structure, the image decoding method can reduce
the memory usage by not using the control parameter of the
left block 1n addition to the control parameter of the upper
block.

Furthermore, 1n the determining of a context, a predeter-
mined context may be determined under the second condi-
tion, as the context for use in the arithmetic decoding of the
current block, when the signal type 1s the second type.

With the structure, the image decoding method can reduce
the processing amount.

Furthermore, the context may be determined under the
second condition according to a hierarchical depth of a data
unit to which the control parameter of the current block
belongs, when the signal type 1s the second type.

With the structure, the image decoding method can select
an appropriate context while reducing the memory usage.

Furthermore, the determiming of a context may further
include: determining whether or not the decoded control
parameter of the upper block 1s available 1n decoding, based
on a position of the current block; and determining the context
under the second condition, when the decoded control param-
cter of the upper block 1s not available.

With the structure, the image decoding method can reduce
the processing amount.

Furthermore, 1n the determining of a context, 1t may be
determined that the decoded control parameter of the upper
block 1s not available in decoding, when the current block 1s
at a slice boundary.

Furthermore, 1n the determining of a context, 1t may be
determined whether or not the decoded control parameter of
the upper block 1s available 1n decoding, according to a hier-
archical depth of a data unit to which the control parameter of
the current block belongs.

Furthermore, the second type may be a control parameter
having a predetermined data structure.

Furthermore, the determiming of a context may further
include determining a context ol a control parameter of a
second unit smaller than a first unit by switching between the
first condition and the second condition, based on a control
parameter of the first unait.

Furthermore, the “split_coding unit_flag” may indicate
whether or not the current block 1s partitioned 1nto a plurality
of blocks, the “skip_flag” may indicate whether or not the
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current block 1s to be skipped, and “inter_pred_flag” may
indicate one of uni-prediction and bi-prediction to be used for
the current block.

Furthermore, decoding processes in accordance with a first
standard and decoding processes 1n accordance with a second
standard may be switched according to an 1dentifier indicat-
ing one of the first standard and the second standard, the
identifier being included 1n a coded signal, and the determin-
ing of a context, the performing, and the inversely binarizing
may be performed as the decoding processes 1n accordance
with the first standard, when the identifier indicates the first
standard.

Furthermore, the image coding method according to an
aspect of the present invention 1s an 1mage coding method
using arithmetic coding, and the method 1includes: binarizing
a control parameter of a current block to be processed to
generate a binary sequence; determining a context for use 1n
the current block, from among a plurality of contexts; and
performing arithmetic coding on the binary sequence using
the determined context to generate a bit sequence, wherein
the determiming of a context includes: determiming a signal
type of the control parameter of the current block; determin-
ing the context under a first condition that control parameters
of neighboring blocks of the current block are used, when the
signal type 1s a first type, the neighboring blocks being a left
block and an upper block of the current block; and determin-
ing the context under a second condition that the control
parameter of the upper block 1s not used, when the signal type
1s a second type different from the first type, the first type 1s
one of “split_coding_unit_flag™ and “skip_flag”, and the sec-
ond type 1s “inter_pred_{lag”.

With the structure, the image coding method can reduce the
memory usage. More specifically, in the image coding
method, since the control parameter of the upper block 1s not
used for a control parameter of the second type, there 1s no
need to hold the control parameter of the second type of the
upper block. With the structure, compared to the case where
the left block and the upper block are used as uniformly
“using a context model based on values of control parameters
ol neighboring blocks”, the memory usage can be reduced
according to the image coding method. Furthermore, the
image coding method can appropriately reduce the memory
usage of the control parameter of the second type without, for
example, failing to evaluate a BD-rate of an 1mage.

Furthermore, according to the image coding method, the
context appropriate for a hierarchical tree structure that 1s a
data structure that 1s not consider in the conventional H.264
and 1s unique to the new standard HEVC can be used. Alter-
natively, memory reference can be performed.

Furthermore, the image decoding apparatus according to
an aspect of the present invention 1s an 1mage decoding appa-
ratus using arithmetic decoding, and the apparatus includes: a
context control unit configured to determine a context for use
in a current block to be processed, from among a plurality of
contexts; an arithmetic decoding unit configured to perform
arithmetic decoding on a bit sequence corresponding to the
current block, using the determined context to reconstruct a
binary sequence, the bit sequence being obtained by perform-
ing arithmetic coding on a control parameter of the current
block; and an inverse binarization unit configured to inversely
binarize the binary sequence to reconstruct the control param-
eter of the current block, wherein the context control unit 1s
configured to: determine a signal type of the control param-
eter of the current block; determine the context under a first
condition that decoded control parameters of neighboring
blocks of the current block are used, when the signal type 1s a
first type, the neighboring blocks being a left block and an
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upper block of the current block; and determine the context
under a second condition that the decoded control parameter

of the upper block 1s notused, when the signal type is a second
type different from the first type, the first type 1s one of
“split_coding_unit_flag” and “skip_flag”, and the second
type 1s “inter_pred_tlag”.

With the configuration, the image decoding apparatus can
reduce the memory usage.

Furthermore, the image coding apparatus according to an
aspect of the present invention 1s an 1image coding apparatus
using arithmetic coding, and the apparatus includes: a bina-
rization unit configured to binarize a control parameter of a
current block to be processed to generate a binary sequence;
a context control unit configured to determine a context for
use 1n the current block, from among a plurality of contexts;
and an arithmetic coding unit configured to perform arith-
metic coding on the binary sequence using the determined
context to generate a bit sequence, wherein the context con-
trol unit 1s configured to: determine a signal type of the
control parameter of the current block; determine the context
under a first condition that control parameters of neighboring,
blocks of the current block are used, when the signal type 1s a
first type, the neighboring blocks being a lett block and an
upper block of the current block; and determine the context
under a second condition that the control parameter of the
upper block 1s not used, when the signal type 1s a second type
different from the first type, the first type 1s one of “split_cod-
ing_unit_flag” and “skip_tlag”, and the second type 1is
“inter_pred_{flag”.

With the configuration, the image coding apparatus can
reduce the memory usage.

Furthermore, the image coding and decoding apparatus
according to an aspect of the present invention 1s an 1mage
coding and decoding apparatus including the image decoding
apparatus and the image coding apparatus.

The general or specific aspects may be implemented by a
system, a method, an integrated circuit, a computer program,
or a recording medium, or by an arbitrary combination of the
system, the method, the integrated circuit, the computer pro-
gram, and the recording medium.

The image decoding apparatus and the image coding appa-
ratus according to an aspect of the present invention will be
specifically described with reference to drawings.

Embodiments described heremnafter indicate specific
examples of the present invention. The values, shapes, mate-
rials, constituent elements, positions and connections of the
constituent elements, steps, and orders of the steps indicated
in Embodiments are examples, and do not limit the present
invention. The constituent elements 1n Embodiments that are
not described in independent Claims that describe the most
generic concept of the present invention are described as
arbitrary constituent elements.

Embodiment 1

An 1mage coding apparatus according to Embodiment 1 of
the present invention will be described. The image coding
apparatus according to Embodiment 1 determines a context
by switching between (1) using the upper block and (2) with-
out using the upper block, according to a signal type of a
control parameter in arithmetic coding. With the structure, the
deterioration 1 i1mage quality can be suppressed, and
memory usage can be reduced.

First, a configuration of the image coding apparatus
according to Embodiment 1 will be described.

FIG. 1 1s a block diagram 1illustrating an 1mage coding
apparatus 100 according to Embodiment 1.
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The image coding apparatus 100 in FIG. 1 1s an image
coding apparatus using arithmetic coding, and codes an input
image signal 121 to generate a bitstream 124. The image
coding apparatus 100 includes a control unit 101, a subtract-
ing unit 102, a transformation and quantization unit 103, a
variable length coding unit 104, an 1nverse-quantization and
inverse-transformation unit 105, an adding unit 106, an 1ntra
prediction unit 107, an inter prediction unit 108, and a switch

109.

The control unit 101 calculates a control parameter 130
based on the input image signal 121 to be coded. For example,
the control parameter 130 includes information on a picture
type of the input image signal 121 to be coded, a size of a unit
of motion prediction (prediction unit, PU) of the current block
to be coded, and control information of the unit of motion
prediction. Here, the control parameter 130 (control data)
itself 1s to be coded. Thus, the control unit 101 outputs the
control parameter 130 to the variable length coding unit 104.

The subtracting unit 102 calculates a residual signal 122
that 1s a difference (residual value) between the input 1image
signal 121 and an 1mage prediction signal 129 on a block unit
basis.

The transformation and quantization unit 103 transforms
the residual signal 122 1nto frequency coetlicient values and
quantizes the obtained frequency coellicient values into
quantized transform coeflicients 123 (residual data).

The mverse-quantization and mverse-transformation unit
105 1nversely quantizes the quantized transform coefficients
123 into the frequency coellicient values and inversely trans-
forms the obtained frequency coellicient values into a recon-
structed residual signal 125.

The adding umt 106 adds the residual signal 125 to the
image prediction signal 129, and outputs a reconstructed
image signal 126.

The intra prediction unit 107 performs intra prediction
using the reconstructed image signal 126 to generate an
image prediction signal 127. The iter prediction unit 108
performs inter prediction using the reconstructed 1image sig-
nal 126 to generate an 1image prediction signal 128.

The switch 109 selects one of the image prediction signal
127 and the image prediction signal 128, and outputs the
selected signal as the 1image prediction signal 129.

The vaniable length coding unit 104 codes, using the
CABAC, the quantized transform coefficients 123 and the
control parameter 130 for each input block to generate the
bitstream 124.

Next, the configuration of the variable length coding unit
104 will be described.

FIG. 2 1s a functional block diagram of the variable length
coding unit 104. The variable length coding unit 104 includes
a binarizing unit 141, a context control unit 142, and a binary
arithmetic coding unit 143. The following describes the vari-
able length coding process on the control parameter 130.
Although the description about the variable length coding
process on the quantized transform coetficients 123 1s omit-
ted, the process can be implemented, for example, using a
known technique.

The binarization unit 141 binarizes the control parameter
130 to generate a binary sequence 151. More specifically, the
binarization unit 141 1s a processing unit that performs “II.1)
binarization processing” according to NPL 1. The binariza-
tion unit 141 transiorms the control parameter 130 into the
binary sequence 151 referred to as “bin string” for each signal
type, according to a predetermined binarization method. The
correspondence between the signal types and the binarization
methods will be described later. When the mnput control
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parameter 130 1s one binary value, such as a tlag, the bina-
rization unit 141 outputs the control parameter 130 as the
binary sequence 151 as 1t 1s.

The context control unit 142 determines a context for use in
arithmetic coding of the control parameter 130 included 1n a
current block to be processed, from among a plurality of
contexts (a probability state table). Furthermore, the context
control unit 142 outputs a context index 152 specitying the
determined context to the binary arithmetic coding unit 143.

More specifically, the context control unit 142 is a process-
ing unit that performs “2) context modeling” according to
NPL 1. The context control unit 142 sequentially receives a
plurality of elements included 1n the binary sequence 151
output from the binary arithmetic coding unit 143. The con-
text control unit 142 selects one of the contexts to be used for
the binary of the control parameter 130, according to the
signal type of the control parameter 130 and an element
position of the binary in the binary sequence 151, and outputs,
to the binary arithmetic coding unit 143, the context index 152
that 1s an 1ndex indicating the selected context.

Furthermore, the context control unit 142 holds the prob-
ability state table of values (context index values) obtained by
dividing the elements 1n the binary sequence of the control
parameter 130 1into conditions of conditional probabilities, as
states of the context, and 1mitializes and updates the probabil-
ity state table.

Furthermore, the context control unit 142 holds a state
(probability state index) for each occurrence condition T (for
cach context), as a further division of a signal type (for each
clement number 1n the binary sequence of the control param-
cter 130 when the number of elements 1n the binary sequence
1s two or more; the same will apply hereafter). The state 1s
represented by the total 7-bit value by combining the occur-
rence probability P (internal ratio, typically, a 6-bit value) that
1s the lower probability of one of two values 0 and 1, and a
1-bit value indicating which one of the values has the higher
probability. Furthermore, holding a state means 1nitializing,
and updating the state. For example, the updating corresponds
to changing the indexing that indicates a current probability
state (that 1s, a probability) as a transition among 64 finite
states as 1in H.264.

When an event X at the most probable side having the
highest probability between the two values occurs, a ratio of
the probability at the most probable side 1s slightly increased.
For example, the context control unit 142 can slightly
increase the ratio of the probabaility at the most probable side
by incrementing or decrementing, by 1, the value of the
probability state index corresponding to 64 tables. On the
other hand, when an event Not-X having the lower probabaility
(against the predicted probability) occurs, the context control
unit 142 largely decreases the ratio of the held most probable
probability based on a predetermined scale coelficient a (for
example, ~0.95) (see FIG. 6 of NPL 1). The context control
unit 142 according to Embodiment 1 transitions and holds a
state, based on a corresponding table index change value so as
to be associated with the change i consideration of a as in
H.264.

The binary arithmetic coding unit 143 performs arithmetic
coding on the binary sequence 151 using the context deter-
mined by the context control unit 142 to generate the bit-
stream 124 (b1t sequence).

More specifically, the binary arithmetic coding unit 143 1s
a processing unit that performs *“3) binary arithmetic coding”
according to NPL 1. The binary arithmetic coding unit 143
performs arithmetic coding on the binary sequence 151 using,
the context specified by the context index 152 to generate the
bitstream 124. Here, the arithmetic coding 1s to handle events
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occurring for the control parameters 130 of various signal
types as a cumulative sum of probabilities, and determine
correspondences between the events by narrowing down the
range to a predetermined range on one number line.

First, the binary arithmetic coding unit 143 divides the one
number line into two half sections, according to the occur-
rence probabilities of two possible values of the binary given
from the context control unit 142. When the actual value
occurring for the binary (for example, 0) 1s a value with a
higher probability (exceeding 0.5 (for example, 0.75)), the
binary arithmetic coding unit 143 maintains the lower limit
“Low” 1n the range on the number line without change, and
sets a value corresponding to a result of multiplying one time
a scale coetlicient 0.95 by the probability 0.75 this time, to a
new range. On the other hand, when the actually generated
binary value 1s a predicted value with a lower probability, the
binary arithmetic coding unit 143 shifts the lower limit “Low™
by the higher probability, and changes the range according to
the lower probability. The sections are held according to a
cumulative sum of results of multiplications of the probability
ranges. When a value with a lower probability successively
occurs, the precision of the length of the range becomes soon
lower than the precision that can be ensured by a computation.
Here, the binary arithmetic coding unit 143 enlarges
(renorms ) the range to maintain the precision, and outputs the
bit sequence indicating the current range. Conversely, when a
value with a higher probability (0.95, etc.) successively
occurs, the probability values can bear a number of compu-
tations (state transitions 1n the case of implementation by a
table) until the length of the range becomes shorter than a
predetermined length even with the multiplication of the val-
ues. Thus, the number of symbols that can be cumulated until
the bit 1s output 1s many.

FIG. 3 1s a table 1n which the control parameters 130 each
using a context model based on a value of the control param-
cter 130 of a neighboring block are sorted out.

The meaning of each column will be described from the left
of the table.

(c2) Signal type (syntax element) indicates a specific name
of a signal type of the control parameter 130. The meaning of
cach of the signal types will be described later.

(c3) Binarization scheme indicates a binarization scheme
to be applied to the control parameter 130 (SE) specified in
the immediately left column. The binarization unit 141 per-
forms the binarization process. In the column, “Fixed length”
means that the binarization umt 141 outputs the value of the
control parameter 130 at the immediately left section as a
binary sequence (bin string) of a fixed length. In HEVC, a
signal type of the control parameter 130 whose name ends
with “flag” 1s one binary value of either O or 1. Thus, the
binarization unit 141 outputs only the first element
(binldx=0) as the element of the binary sequence 151, and
does not output the elements after the second element
(binldx>=1). In other words, the binarization unit 141 outputs
the value of the control parameter 130 as the binary sequence
151 as 1t 1s.

Furthermore, “Variable length™ i the column means that
the binarization unit 141 maps, to a binary sequence, the value
of the control parameter 130 using binary sequences with
respective variable lengths whose values are associated to
have binary lengths in ascending order of the occurrence
frequencies (bin string or binary sequences each with the
number of elements=1), and outputs the binary sequence. For
example, the binarization unit 141 employs and outputs a
scheme according to the signal type, such as a (truncated)
unary scheme, and a combination of the unary and other
exponetional Golomb schemes (see “A. Binarization” of NPL
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1). In the case of “Vaniable length™, the number of elements of
the binary sequence 151 1s sometimes limited to 1, or 1s equal
to or larger than 2. An inverse binarization unit 1n an 1mage
decoding apparatus to be described later performs transior-
mation inverse to the binarization scheme to reconstruct the
input binary sequence nto a multi-value or a tlag value.

Regarding (c4) Context index of the first element
(binldx=0), the context control unit 142 indicates the choice
ol a context index (1increment) to be applied to the first ele-
ment included 1n a binary sequence generated according to
the binarization scheme specified 1n the column of ¢3. In the
column, “0, 1, 2" indicates that the context control unit 142
selects and applies one of three probability state tables (con-
texts). For example, three context indexes with detailed con-
ditions are prepared for the one signal type “skip_flag”, that
1s, three contexts are prepared, and the arithmetic coding 1s
performed on the context indexes.

Similarly, “0, 1, 2, 3” in the column ¢4 1ndicates that the
context to be applied to the first element (binldx=0) included
in the binary sequence 151 1s selected from among one of four
values, etther O, 1, 2, or 3. The binary sequence 151 1s
obtained by mapping, to a binary sequence, the value of the
control parameter 130 of the signal type specified 1n the
column of ¢2, according to the binarization scheme in the
column of ¢3. The conditional expressions 1n the column will
be described later.

Regarding (¢5) Ledt block condition L (condL), the context
control unit 142 indicates the left block condition to select one
010, 1, and 2 at the column c4. The left block condition L has
a value of true or false determined according to the value of
the control parameter of the left block corresponding to the
control parameter to be coded (or to be decoded).

For example, 1n the case where the control parameter (SE)
1s skip_tlag, the left block condition L has the value of true
when skip_flag[xL][yL] indicates true (for example, 1), and
has the value of false when it indicates false (for example, 0).

Regarding (c6) Upper block condition A, the context con-
trol unit 142 indicates the upper block condition to select one
of 0, 1, and 2 1n coding or decoding elements of a sequence
specified in the column c4. The upper block condition A has
a value of true or false determined according to the value of
the control parameter of the upper block corresponding to the
control parameter to be coded (or to be decoded). For
example, 1n the case where the control parameter (SE) 1s
skip_flag, the upper block condition A has the value of true
when skip_tlag[xA][yA] indicates true (for example, 1), and
has the value of false when it indicates false (for example, 0).

Although not 1llustrated, the signal type of more than two
bits 1s associated with “(c’7) Context increment to be applied
to binldx>=1". This (¢7) indicates the context model applied
by the context control unit 142 to a binary after the second
clement in the binary sequence (binary value of a binary
sequence element including an index value of binldx>=1).

In the coding method of Embodiment 1, the following
operations are switched according to the signal type of the
control parameter 130 for the left block condition L and the
upper block condition A (operated using different patterns):

(Pattern 1) Using two neighboring blocks (a determination
value of the leit block condition L and a determination value
of the upper block condition A);

(Pattern 2) Using one neighboring block (only a determi-
nation value of the left block condition L); and

(Pattern 3) Using zero neighboring block (using neither a
determination value of the left block condition L nor a deter-
mination value of the upper block condition A).
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FIG. 4 1s a flowchart indicating an 1image coding method
according to Embodiment 1 that 1s performed by the variable
length coding umt 104 1n FIG. 2.

First, the binarization unit 141 maps the value of the control
parameter 130 to a binary sequence according to a scheme
corresponding to the signal type of the control parameter 130
(5101).

Next, the context control unit 142 obtains a basic value of
a context for use 1n arithmetic coding of the control parameter
130 (5102). For example, the context control unit 142 deter-
mines the basic value according to the picture type (1, P, or B).

Next, the context control unit 142 determines a context
value using one of the patterns 1 to 3, based on the signal type
of the control parameter 130 (5103). Here, determining a
context value 1s equivalent to determining an adjustment
value (increment value CtxIdxInc) for the basic value of the
context.

First, the context control unit 142 determines the signal
type of the control parameter 130 (S103). When the signal
type of the control parameter 130 1s the first type correspond-
ing to the pattern 1 (the first type at S104), the context control
umt 142 determines a context value using a determination
value dertved from values of control parameters of two neigh-
boring blocks (block A and block B) (5105). In other words,
the context control unit 142 determines a context under a
condition that the control parameters of the two neighboring
blocks of the left block and the upper block are used. Here, the
context control unit 142 uses both of a result of the determi-
nation of (¢5) condL and a result of the determination of (c6)
condA 1 FIG. 3. Accordingly, data of one row of pictures are
held for the control parameters of the first type.

On the other hand, when the signal type of the control
parameter 130 1s the second type corresponding to the pattern
2 (the second type at S104), the context control unit 142
determines a context value using a value of a control param-
cter of one neighboring block (one immediately neighboring
block 1n coding order) (S106). In other words, the context
control umit 142 determines the context value under a condi-
tion that the control parameter of the upper block 1s not used.

On the other hand, when the signal type of the control
parameter 130 1s the third type corresponding to the pattern 3
(the third type at S104), the context control unit 142 fixedly
determines a context value without using both of the control

parameters of the upper block and the lett block (S107).

Next, the context control unit 142 adds the increment deter-
mined at Step S103 to the basic value of the context index
determined at Step S102 to determine a context index value
(S108).

Finally, the binary arithmetic coding unit 143 performs
arithmetic coding on the binary value of the first element
using the context value specified by the context index value
determined at Step S108 to generate the bit sequence (bit-
stream 124) (5109).

Next, when the processes from Steps S102 to S109 are not
executed on all the elements included 1n the binary sequence
(No at S110), the variable length coding unit 104 performs the
processes from Steps S102 to S109 on the next element
included 1n the binary sequence. On the other hand, when the
processes from Steps S102 to S109 are completed on all the
clements 1included in the binary sequence (Yes at S110), the
variable length coding unit 104 ends the coding processing on
the control parameter of the current block.

As described above, the image coding apparatus 100
according to Embodiment 1 determines a context using the
upper block in performing arithmetic coding on the control
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parameter of the first type, and determines a context without
using the upper block for the control parameters of the second
and third types.

Compared to the case where the left block and the upper
block are used as uniformly “using a context model based on
values of control parameters ol neighboring blocks™, the
image coding apparatus 100 can reduce the memory usage
with the configuration. Thus, the image coding apparatus 100
can suppress the deterioration in 1image quality, and reduce
the memory usage.

Embodiment 2

Embodiment 2 will describe an image decoding apparatus
that decodes the bitstream 124 generated by the image coding
apparatus 100.

FIG. 5 1s a block diagram 1llustrating an image decoding
apparatus 200 according to Embodiment 2. The image decod-
ing apparatus 200 1s an image decoding apparatus using arith-
metic decoding, and decodes the bitstream 124 to generate an
image signal 229. Here, the bitstream 124 1s, for example,
generated by the image coding apparatus 100.

The image decoding apparatus 200 includes a control unit
201, a vanable length decoding unit 202, an mverse quanti-
zation unit 204, an inverse transformation unit 205, an adding
unit 206, an intra prediction unit 207, and an inter prediction
unit 208.

The image decoding apparatus 200 performs decoding pro-
cessing for each bitstream of a predetermined processing unit.
The processing unit 1s, for example, a slice unit or a block
unit.

The variable length decoding unit 202 performs arithmetic
decoding on the bitstream 124 to generate a control parameter
230 (control data syntax element) and quantized transform
coellicients 223 (residual data syntax element values). The
control unit 201 receives the generated control parameter
230.

The control unit 201 controls each of the processing units
included 1n the image decoding apparatus 200, according to
the control parameter 230.

The inverse quantization unit 204 inversely quantizes the
quantized transform coeflicients 223 into orthogonal trans-
form coetficients 224.

The inverse transformation unit 205 mnversely transforms
the orthogonal transform coellficients 224 to reconstruct a
residual signal 225. The adding unit 206 adds the residual
signal 225 to an 1image prediction signal (1image signal 229) to
generate a decoded 1mage signal 226.

The intra prediction unit 207 performs intra prediction
using the decoded image signal 226 to generate an 1mage
prediction signal 227. The inter prediction unit 208 performs
inter prediction using the decoded image signal 226 to gen-
crate an 1mage prediction signal 228.

The switch 209 selects one of the image prediction signal
227 and the image prediction signal 228, and outputs the
selected signal as the image signal 229 (1mage prediction
signal).

Next, the configuration of the variable length decoding unit
202 will be described.

FIG. 6 1s a functional block diagram 1llustrating a configu-
ration of the variable length decoding unmit 202. The variable
length decoding unit 202 includes a binary arithmetic decod-
ing unit 243, a context control unit 242, and an 1nverse bina-
rization unit 241. The following describes the variable length
decoding process on the control parameter 230. Although the
description about the variable length decoding process on the
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quantized transform coellicients 223 1s omitted, the process
can be implemented, for example, using a known technmique.

The context control unit 242 determines a context for use in
arithmetic decoding of the control parameter 230 of the cur-
rent block, from among a plurality of contexts. Furthermore,
the context control unit 242 outputs a context index 2352
specilying the determined context to the binary arithmetic
decoding unit 243.

More specifically, the context control unit 242 uses the
same context model as that of the context control unit 142 in
FIG. 2 as a held probability transition model. When the arith-
metic coding unit 143 uses 64 probability states, the binary
arithmetic decoding unit 243 also holds the 64 probabaility
states. This 1s because both the coder and the decoder need to
interpret a range of the number line to be coded exactly 1n the
same manner. Thus, the decoder uses the same pattern as the
pattern selected by the coder from among the three patterns 1
to 3.

The arnthmetic decoding unit 243 performs arithmetic
decoding on the bit sequence (bitstream 124) using the con-
text determined by the context control unit 242 to reconstruct
the binary sequence 251. More specifically, the arithmetic
decoding unit 243 reconstructs the input bit sequence into the
binary sequence 251, according to the context (probability
state table) specified by the context index given from the
context control unit 242.

The 1nverse binarization unit 241 reconstructs the binary
sequence 2351 mto a control parameter 230 11 necessary
through the inverse binarization process. As such, the context
control umit 142 included 1n the image coding apparatus 100
and the context control unit 242 included in the image decod-
ing apparatus 200 use the same context model 1n both of the
arithmetic coding and the arithmetic decoding of a control
parameter ol a certain signal type.

FIG. 7 1s a flowchart indicating an 1image decoding method
according to Embodiment 2 that 1s performed by the variable
length decoding unit 202.

First, the variable length decoding unit 202 obtains the
bitstream 124 (S201).

Next, the context control unit 242 determines a signal type
ol a control parameter to be decoded, according to the data
structure of the bitstream 124 (S202).

Next, the context control unit 242 determines a basic value
of a context for use in arithmetic decoding of the control
parameter to be decoded (S203). For example, the context
control unit 242 determines the basic value according to the
picture type (I, P, or B).

Next, the context control unit 242 determines a context
value using one of the patterns 1 to 3, based on the signal type
of the control parameter (S204). Here, determining a context
value 1s equivalent to determining an adjustment value (incre-
ment value CtxIdxInc) for the basic value of the context. For
example, the context control unit 242 statically determines
one of the patterns 1 to 3 based on the signal type of the
control parameter by following a predetermined table.

The context control unit 242 switches between neighbor-
ing blocks for use 1n determining a context for obtaining a
binary value of the first element included in the binary
sequence 251 using the arithmetic decoding, according to the
signal type of the control parameter.

First, the context control unit 242 determines the signal
type of the control parameter 230 (S2035). When the signal
type 1s the first type corresponding to the pattern 1 (the first
type at S205), the context control unit 242 determines a con-
text value using control parameters of two neighboring blocks
(5206). In other words, the context control unit 242 deter-
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mines the context value under a condition that decoded con-
trol parameters of the two neighboring blocks of the left block
and the upper block are used.

On the other hand, when the signal type 1s the second type
corresponding to the pattern 2 (the second type at S205), the
context control umt 242 determines a context value using a
value of a control parameter of one neighboring block (one
immediately neighboring block in coding order) (S207). In
other words, the context control unit 242 determines the con-
text value under a condition that the decoded control param-
cter of the upper block 1s not used.

On the other hand, when the signal type is the third type
corresponding to the pattern 3 (the third type at S205), the
context control unit 242 fixedly determines a context value
(S208). In other words, the context control unit 242 deter-
mines the context value under a condition that the decoded
control parameters of the upper block and the left block are
not used.

Next, the context control unit 242 adds the increment deter-
mined at Step S204 to the basic value of the context index
determined at Step S203 to determine a context index value
(S209).

Next, the binary arithmetic decoding unit 243 determines
one of the elements of the binary sequence through decoding
using the context value indicated by the context index value
given from the context control unit 242 (S210).

Next, when the processes from Steps S203 to S210 are not
executed on all the elements included 1n the binary sequence
(No at S211), the vaniable length decoding unit 202 performs
the processes from Steps S203 to S210 on the next element
included in the binary sequence.

On the other hand, when the processes from Steps S203 to
5210 are completed on all the elements included in the binary
sequence (Yes at S211), the mverse binarization unit 241
changes one or more of the elements of the binary sequence
251 obtained by repeating the processes from Steps S203 to
S210 more than one time to generate the control parameter
230 (S212).

As described above, the image decoding apparatus 200
according to Embodiment 2 determines a context using the
upper block 1n performing arithmetic decoding on the control
parameter of the first type, and determines a context without
using the upper block for the control parameters of the second
and third types.

Compared to the case where the left block and the upper
block are used as uniformly “using a context model based on
values of control parameters ol neighboring blocks™, the
image decoding apparatus 200 can reduce the memory usage
with the configuration. Thus, the image decoding apparatus
200 can suppress the deterioration in 1mage quality, and
reduce the memory usage.

For example, when the binary sequence 251 1s a tlag and
has only one element, that 1s, the binary sequence 251 1s
composed of 1 binary, the mnverse binarization unit 241 may
output the binary sequence 251 as 1t 1s.

In addition to the description above, the control unit 101 or
201 may control each of the processing units or refer to a
value of a memory, through a signal line that 1s not 1llustrated.

Although the context control unit 142 or 242 switches
between the three patterns 1 to 3 according to a signal type of
a control parameter 1n the above description, 1t may switch
between two ol the patterns 1 to 3 according to the signal type.
In other words, the context control unit 142 or 242 may switch
between using and not using the upper block condition,
according to a signal type of a control parameter.

Furthermore, the context control unit 142 or 242 may
change a method of switching between the context models
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selected 1n such a manner (including a case where the context
model increment 1s changed; the same will apply hereafter)
according to predetermined 1mage information. For example,
the context control unit 142 or 242 may further switch the
switching policy itsell, according to the amount of memory,
or the size of the horizontal width or a sampling format of an
image that atfects the number of trainings of each context.
Although the context control unit 142 or 242 switches
between using and not using the upper block condition as the
simplified description, the context control unit 142 or 242
may combine a case where the upper block 1s not available to
the switching and apply the combined case. For example, the
context control unit 142 or 242 may change the switching
policy 1tsell, according to whether or not a slice to be pro-
cessed 1s an entropy slice (entropy_slice_flag indicates 1 or
0). Similarly, when the availability of the upper neighboring
block cannot be ensured, the context control unit 142 or 242

may change the switching policy so as not to use the upper
block.

For example, as illustrated in FIG. 8, the context control
unit 142 or 242 may switch the determination policy of the
context model between the first determination criterion
(5S302) and the second determination criterion (S303),
according to a value of a parameter of a predetermined unait.
Here, “according to a value of a parameter of a predetermined
umt” means according to whether or not a slice 1s an entropy
slice as described above. Furthermore, the first determination
criterion 1s a criterion based on which the processes in FIG. 7
are performed. The second determination criterion 1s a crite-
rion excluding Step S204 1n FIG. 7, and 1s, for example, a
conventional criterion. This 1s equivalent to determining the
context index increment, using a parameter of a predeter-
mined local unit and a value of a parameter of a unit larger
than the predetermined local unait.

In other words, the context control unit 142 or 242 may
switch from a determination criterion to be applied to a unit
smaller than the first unit, to another determination criterion
based on a value of a control parameter of the first unait.

Furthermore, the context control unit 142 or 242 may
change the determination criterion to be used, according to
the characteristics of an 1mage system. For example, the
context control unit 142 or 242 may change the determination
criterion to be used, according to intervals of I-pictures (set-
ting values of IntraPeriod).

Although the context control unit 142 or 242 switches
between the determination criterions according to the above
conditions, 1t may switch whether or not the upper block 1s
used.

Furthermore, the context control unit 142 or 242 may deter-
mine whether or not a control parameter of the upper block 1s
used, according to whether or not the control parameter of the
upper block 1s available in coding or decoding based on a
position of the control parameter. In other words, the context
control unit 142 or 242 may determine whether or not the
control parameter of the upper block 1s available in decoding,
based on a position of the current block, and determine a
context using one of the patterns 2 and 3 when the control
parameter of the upper block 1s not available. Furthermore,
the context control unit 142 or 242 may determine whether or
not a reference value of the upper block 1s available based on
a tree structure for partitioning TU, CU, or PU blocks. In other
words, the context control unit 142 or 242 may determine
whether or not the control parameter of the upper block 1s
available 1n decoding, according to the hierarchical depth of a
data unit to which each of the control parameters to be pro-
cessed belongs.
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FIG. 9 illustrates a relationship between a picture, slices,
and blocks 1n accordance with the HEVC standard. One pic-
ture 1s partitioned 1nto one or more slices. In the example of
FIG. 9, the picture 1s partitioned into two slices (SLICE 1 and
SLICE 2). One of the slices includes blocks 301 (for example,
treeblocks). Here, the block 301 1s the largest unit as a certain
control unit when a slice 1s partitioned 1n a predetermined
size, and has a size of a root when the unit is at the root 1n the
hierarchically-partitioned structure.

In the example of FIG. 9, SLICE 2 starts from a block
301A, and 1s composed of one sequence 1including blocks to
the bottom right corner of the picture through the hatched
blocks 301B and 301C. One of the hatched blocks 1n FIG. 9 1s
one block (TreeBlock) to be currently processed.

Each of the blocks 301 includes NxM pixels. One of the
blocks 301 1s recursively partitioned inside (typically into
four). In other words, one TreeBlock conceptually composes
one quad tree. In the block 301B in FIG. 9, the upper right
block obtained by partitioning the hatched block 301B 1nto
four are recursively partitioned into four blocks twice. In
other words, the block 301B includes 10 logical units from
the upper-lett zero-th unit to the lower-right ninth unit that are
partitioned with a certain perspective.

Here, the perspective indicates the concept of a plurality of
trees having different depths with a root as a base point, such
as a tree regarding a coding unit (CU) and a tree regarding
residual_data. Here, a value of each control parameter
belongs to one of leal nodes. Here, whether or not a value of
a control parameter of a certain signal type included 1n an
upper block 1s actually available depends on a type of a tree to
which the control parameter belongs. Thus, the context con-
trol unit 142 or 242 may change a determination criterion
according to a type of a tree to which the control parameter
belongs. This change 1s equivalent to the change to a syntax
unit. For example, the context control unit 142 or 242 may use
the pattern 2 or 3 1n which the upper block 1s not used for data
of an adaptive filter with a data structure such as ali_param,
whereas 1t may use the context model policy (pattern 1) for the
other syntaxes as conventionally used. In other words, the
second type or the third type may be a control parameter
having a predetermined data structure. Furthermore, this
means that the determination criterion may be changed
according to the type of a tree of a neighboring block.

Furthermore, whether or not the value of the control
parameter can be actually used or produces the advantage of
reducing the memory usage differs depending on a position of
a block 1n the hierarchical relationship. In other words, the
context control umt 142 or 242 may switch between using or
not using the upper block, according to a depth of a block and
a hierarchical position of the block.

For example, 1n FIG. 9, the numbers O to 9 in the block
301B are in decoding order. In this case, the control param-
cters of the blocks 1 and 2 are available when the block 4 1s
coded or decoded.

Furthermore, in order to reduce memory usage, the context
control unit 142 or 242 may select the pattern 1 using the
upper block, when the block 1s not at a depth 0 and the own
position 1s one of the second to the subsequent elements 1n the
vertical partitioning. Here, “depth” indicates the depth from
the root. In other words, when a certain block 1s defined as
block[xn],[yO][depth], the determination criterion may be
changed according to whether or not the current block satis-
fies block[xn][(y0)+1][depth]. In other words, the upper
blocks are used for the blocks 4 to 9 1n FIG. 9. When the tree
1s coded or decoded 1n the order as numbered (starting from O
and ending at 9), 1t 1s clear that the blocks 4 to 9 can use the
control parameters included 1n the upper blocks. Further-
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more, there 1s an advantage that these blocks have only to
temporally hold data. Furthermore, this indicates that the
context value 1s determined according to the 3D position
including the depth 1n addition to the x and vy coordinates.
Besides, a conditional value of a block 1n the higher layer can
be used (followed) as a conditional value of a block 1n the
lower layer.

Furthermore, the context control unit 142 or 242 may
change these criteria in consideration of the position relation-
ship between the current block and the other slices. Herein-
aiter, the three hatched blocks 301A, 3018, and 301C in FIG.
9 will be described.

Here, the block 301A 1s a start block, and both of the left
block and the upper block of the block 301 A are included 1n
another slice. The upper block of the block 301B i1s included
in another slice. Both of the left block and the upper block of
the block 301C are 1included 1n the same slice including the
block 301C. The context control unit 142 or 242 may switch
the criterion according to such a condition. In other words, the
context control unit 142 or 242 may switch the criterion (1)
according to whether or not the upper block i1s included 1n
another slice, (11) according to whether or not the left block 1s
included 1n another slice, or (111) according to both (1) and (11).
In other words, the context control unit 142 or 242 may
determine that the control parameter of the upper block 1s not
available 1n decoding when the current block 1s at the slice
boundary. Accordingly, when the decoding processing on the
upper SLICE 1 1s not completed, for example, 1t 1s possible to
perform the decoding processing 1n consideration of whether
or not SLICE 2 can obtain information by itself.

Next, the hierarchical processing unit (multi-layer block
structure) will be described. FIG. 10 1llustrates the hierarchi-
cal processing unit (multi-layer block structure).

The image coding apparatus 100 codes moving pictures on
a per processing unit, and the image coding apparatus 200
decodes a coded stream on a per processing unit. The pro-
cessing unit 1s layered by partitioning the processing unit into
small processing units and further partitioning the small pro-
cessing units ito smaller processing units. As the processing
unit 1s smaller, the depth of the processing unit 1s greater and
1s hierarchically lower, and the value indicating the depth 1s
larger. Conversely, as the processing unit 1s larger, the depth
ol the processing unit 1s less and 1s hierarchically higher, and
the value indicating the depth 1s smaller.

The processing unmit includes a coding unit (CU), a predic-
tion unit (PU), and a transformation unit (TU). A CU 1s a
block of 128x128 pixels at maximum, and 1s a unit corre-
sponding to a conventional macroblock. A PU 1s a basic unit
for the nter prediction. A TU 1s a basic unit for orthogonal
transformation, and has a size identical to that of PU or much
smaller than PU. A CU 1s, for example, partitioned into 4
sub-CUs, and one of the sub-CUs includes a PU and a TU
having the same size as that of the sub-CU (here PU and TU
overlap one another). For example, the PU 1s turther parti-
tioned 1nto 4 sub-PUs, and the TU 1s further partitioned into 4
sub-CUs. When the processing unit 1s partitioned into smaller
processing units, each of the smaller processing units 1s
referred to as a sub-processing unit. For example, when the
processing unit 1s a CU, the sub-processing unit 1s a sub-CU.
When the processing unit 1s a PU, the sub-processing unit 1s
a sub-PU. Furthermore, when the processing unitis a TU, the
sub-processing unit 1s a sub-TU.

More specifically, the below indicates the details.

One picture 1s partitioned into one or more slices. A slice1s
a sequence of the largest coding unit. The position of the
largest coding unit 1s indicated by an address of the largest
coding unit IcuAddr.
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Each of the coding units including the respective largest
coding units 1s partitioned 1nto four coding units. As a result,
a quad tree having the size of a CU 1s constructed. The
position of the CU 1s indicated by a coding unit index culdx
having a sample (pixel or coetlicients) at the upper left corner

of the largest coding unit as a starting point.

When partitioning of a CU 1s not permitted, the CU 1s
handled as a PU. Similarly as the CU, the position of a PU 1s
indicated by a prediction unit index puldx having a sample at
the upper leit comner of the largest coding unit as a starting,
point.

The PU may include partitions (PU partitions or sub-PUs).
The PU partition 1s indicated by a prediction-umit partition
index puPartldx having a sample at the upper lett corner of the
PU as a starting point.

The PUmay include TUs. Sitmilarly as the CU, the TU may
be partitioned into four smaller TUs (sub-TUs). This indi-
cates the permission of the quad tree partitioning of a residual
signal. The position of the TU 1s indicated by a transformation
unit index tuldx having a sample at the upper left corner of the
PU as a starting point.

Here, the definition of each of the processing units 1s as
tollows:

CTB (coding tree block): Basic unit for identifying quad
tree partitioning of a square region. Having various square
S1ZES;

LCTB (largest coding tree block): The largest CTB permit-
ted 1n a slice. A slice includes a plurality of LCTBs that do not
overlap one another;

SCTB (smallest coding tree block): The smallest CTB
permitted in a slice. Partitioning of a SCTB 1nto smaller CTBs
1s not permitted;

PU (prediction unit): Basic unit for identiiying prediction
processing. A PU 1s as large as a CU 1n which partitioning 1s
not permitted. Although partitioning a CU into four square
regions 1s permitted, a PU can be partitioned into a plurality of
partitions having any shape;

TU (transform unit): Basic unit for identitying transforma-
tion and quantization;

CU (coding unit): Same as CTB;

LCU (largest coding unit): Same as the largest CTB; and

SCU (smallest coding unit): Same as the smallest CTB.

Furthermore, quantization parameters include at least one
ol a delta quantization scale parameter (delta QP or QP delta),
a quantization ofifset parameter, an index (Q matrix select
1dc), and a quantization dead zone oifset parameter. The index
1s Tor selecting one of quantized scaling matrices.

The delta quantization scale parameter (delta QP or QP
delta) 1s a difference between a quantization scale parameter
to be applied to transform coelficients and a quantization
scale parameter specified by a sequence header or a slice
header (or a quantization scale parameter immediately before
in 7. scanning order).

The quantization offset parameter 1s also referred to as a
quantization ofiset, and 1s an adjustment value (offset value)
for rounding a signal in performing quantization. Thus, when
the 1mage coding apparatus 100 performs quantization, it
codes the quantization oifset. Then, the image decoding appa-
ratus 200 decodes the coded quantization offset. Next, the
image decoding apparatus 200 performs correction using the
quantization offset when inversely quantizing the transform
coellicients.

An mdex (Qmatrix select 1dc) 1s referred to as an adaptive
quantization matrix, and indicates which quantization scaling
matrix 1s used from among a plurality of quantization scaling,
matrices. Furthermore, when there 1s only one quantization
scaling matrix, Qmatrix select idc indicates whether or not the
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quantization scaling matrix 1s used. The adaptive quantiza-
tion matrix can be controlled per block unit (processing unit).

The quantization dead zone offset parameter 1s referred to
as an adaptive dead zone, and 1s control information for
adaptively changing a dead zone per block. The dead zone 1s
a width whose frequency coellicients become 0 by quantiza-
tion (last width that becomes +1 or -1 after the quantization).

Although a case where the pattern 3 with which a prede-
termined fixed value 1s used as a context value 1s described
hereinbelore, the case may be performed under the condition
that the control parameters of the upper block and the left
block are not used, and further under the condition without
using the control parameters of the upper block and the left
block as the pattern 3. For example, the context control unit
142 or 242 may determine a context according to the hierar-
chical depth of a data unit to which each of the control param-
cters belongs, as the pattern 3.

Embodiment 3

Embodiment 3 will describe which signal type should be
used as the first type and the second type (or the third type).
More specifically, the present inventors have verified each

of the signal types below among the signal types as indicated
in FIG. 3 (Section 9.3.3.1.1.1 of NPL 2). Each of the signal
types has been verified, because there are various parameters,
and 1t 1s difficult to predict whether or not each pattern of the
other signal types satisfies the validity, based on a result of the
verification on one of the signal types (which one of the
patterns 1 to 3 1s approprate).

The verification 1s 1n conformity with the structure (setting
parameter and soltware version HM3.0) described in
JCTVC-E700, “Common test conditions and software refer-
ence configurations” (see NPL 3). Furthermore, each of the
test images has a length limited to 49 frames.

The image coding method and the 1mage decoding method
according to Embodiment 3 relate to CABAC. Thus, the
verification has been conducted using the following four test
patterns that are a set of setting values each indicating 1 as the
value of Symbol Mode (#0:LCEC, 1: CABAC):

4.1 Intra, high-etficiency setting;

4.3 Random access, high-elliciency setting;

4.5 Low delay, high-efficiency setting; and

4.7 Low delay, high-efficiency setting (P slices only).

The evaluation 1s made based on an evaluation value called
a “BD-rate” that 1s used as an evaluation standard uniformly
used for an implementation evaluation in HEVC.Y BD-rate,
U BD-rate, and V BD-rate are BD-rates for a YUV color
space, and are evaluation standard values. According to
VCEG-AI11 (NPL 4), the BD-rate 1s an evaluation value
obtained by integrating two pairs of code amounts with a
result of PSNR, and representing the coding eificiency
according to the area ratio. Furthermore, the BD-rate indicat-
ing a minus value means that the coding efficiency has been
improved. The comparison criteria are based on a result of the
output of a reference program which implements the pattern
1. The results of the patterns 2 and 3 are shown with respect to
the result of the pattern 1.

The following describes a result of the verification on each
of the signal types:

(First venification) split_coding_unit_flag;

(Second verification) skip_flag; and

(Third verification) inter_pred_tlag.

(First Verification) Split_Coding_Unit_Flag

FIG. 11 illustrates an arithmetic decoding method for

split_coding_unit_tlag.
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The verification 1s conducted by changing the context
model from the pattern 1 to the pattern 2 or 3 only for a signal
type to be verified, without changing the context model for the
other signal types and the verification parameter specified 1n
NPL 3. In the column 1n FIG. 11, the value of “Fixed” indi-
cates that the condition (the leit block condition or the upper
block condition) of the column specified by “Fixed” 1s not
used when a context value (or increment) 1s derived. In other
words, when only one of the left block condition and the
upper block condition 1s “Fixed”, only the other condition 1s
used. Furthermore, when both of the left block condition and
the upper block condition are “Fixed”, a predetermined value
(for example, 0) 1s used as a context value (or increment).

The meaning of the signal type “split_coding_unit_flag™ 1s
defined as follows.

split_coding_unit_flag|[x0][y0] specifies whether a coding
unit 1s split into coding units with half horizontal and vertical
s1ze. The array indices x0, y0 specily the location (x0, y0) of
the top-left luma sample of the considered coding block rela-
tive to the top-left luma sample of the picture. In other words,
“split_coding_unit_{lag™ indicates whether or not the target
CU 1s partitioned into four. More specifically, the target CU 1s
partitioned when split_coding unit_flag indicates 1, whereas
the target CU 1s not partitioned when split_coding_unit_{flag
indicates O.

Data of split_coding_unit_{flag 1s structured 1nto a coding
tree syntax as a syntax. The image decoding apparatus parses
a bit sequence 1n accordance with the syntax of this data
structure.

FIGS. 12A and 12B are tables for describing results of the
verification on split_coding_unit_tlag.

FIG. 12 A 1ndicates the result of the verification using one
neighboring block (only a determination value of the left
block condition L) of the pattern 2. FIG. 12B indicates the
result of the verification using zero neighboring block (using,
neither the upper block condition L nor the left block condi-
tion L) of the pattern 3.

The result of the verification 1n each of FIGS. 12A and 12B
indicates the increment and decrement of the BD-rate accord-
ing to the four test patterns.

Furthermore, the evaluation value 1s represented by the
evaluation standard indicating a value relative to an evalua-
tion value 1n the case of the pattern 1 1n which both of the left
block and the upper block are used. More specifically, when
the evaluation value 1s positive, the result 1s inferior to the
evaluation value (BD-rate) in the case of the pattern 1. Fur-
thermore, when the evaluation value 1s negative, the result 1s
more improved than the evaluation value in the case of the
pattern 1.

The result clarifies that the pattern 1 1s superior as a pattern
of a context model for split_coding_umt_{flag. In other words,
the evaluation values obtained by the patterns 2 and 3 are
inferior to that of the pattern 1.

Thus, when the signal type of a control parameter 1s
split_coding_unit_flag, the context control unit 142 or 242
determines a context value using the pattern 1 that 1s a con-
ventional pattern of a context model, 1n terms of the BD-rate.
(Second Verfication) Skip_Flag

FIG. 13 illustrates an arithmetic decoding method for
skip_flag. Here, the vernification method 1s the same as that in
the first verification.

The meaning of the signal type “skip_tlag™ 1s defined as
follows.

skip_flag[x0][y0] equal to 1 specifies that for the current
coding unit, when decoding a P or B slice, no more syntax
clements except the motion vector predictor indices are
parsed after skip_flag[x0][yO]. skip_1tlag[x0][y0] equal to 1
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specifies that the coding unait 1s not to be skipped. The array
indices x0, yO specity the location (x0, yO) of the top-left luma
sample of the considered coding block relative to the top-left
luma sample of the picture. In other words, skip_flag indi-
cates whether or not the target CU 1s to be skipped (handled as
a skipped block).

Data of skip_flag is structured into a coding unit syntax as
a syntax. In other words, skip_flag 1s set for each CU. The
image decoding apparatus parses a bit sequence in accor-
dance with the syntax of this data structure.

FIGS. 14A and 14B are tables for describing results of the
verification on skip_flag.

FIG. 14 A indicates the result of the verification using one
neighboring block (only a determination value of the left
block condition L) of the pattern 2. FIG. 14B indicates the
result of the verification using zero neighboring block (using
neither the upper block condition L nor the left block condi-
tion L) of the pattern 3.

The result of the verification in each of FIGS. 14A and 14B
indicates the increment and decrement of the BD-rate accord-
ing to the four test patterns as described for the first verifica-
tion. Furthermore, the meaning of the evaluation value 1s the
same as that of the first verification.

The result clarifies that the pattern 1 1s superior as a pattern
of a context model for “skip_flag”. In other words, the evalu-
ation values obtained by the patterns 2 and 3 are inferior to
that of the pattern 1.

Thus, when the signal type of a control parameter 1s
“skip_flag”, the context control unit 142 or 242 determines a
context value using the pattern 1 that 1s a conventional pattern
of a context model, in terms of the BD-rate.

(Third Venfication) “Inter_Pred_Flag”

FIG. 1515 a table indicating an arithmetic decoding method
for inter_pred_{lag.

The meaning of the signal type “inter_pred_{lag” 1s defined
as follows.

inter_pred_flag[x0][y0] specifies whether umi-prediction,
or bi-prediction 1s used for the current prediction unit accord-
ing to Table 7 11. The array indices x0, yO specity the location
(x0, y0) of the top-leit luma sample of the considered predic-
tion block relative to the top-left luma sample of the picture.
Here, uni-prediction 1s prediction using Ic (list combination),
and bi-prediction 1s prediction using the list O and the list 1.
Furthermore, the list combination 1s obtained by combining
(merging) the list O and the list 1. Furthermore, inter_
pred_flag 1s used only when the current slice 1s a B-slice.

Data of inter_pred_flag 1s structured into a prediction unit
as a syntax. The image decoding apparatus parses a bit
sequence 1n accordance with the syntax of this data structure.

FIGS. 16A and 16B are tables for describing results of the
verification on inter_pred_{lag.

FIG. 16 A indicates the result of the verification using one
neighboring block (only a determination value of the left
block condition L) of the pattern 2. FIG. 16B indicates the
result of the verification using zero neighboring block (using
neither the upper block condition L nor the left block condi-
tion L) of the pattern 3.

The result of the verification 1n each of FIGS. 16 A and 16B
indicates the increment and decrement of the BD-rate accord-
ing to the four test patterns as described for the first verifica-
tion. Furthermore, the meaning of the evaluation value 1s the
same as that of the first verification.

The result 1s different from those of the first verification of
split_coding_unit_flag and the second verfication of
skip_flag. There 1s no sigmificant difference in BD-rate
between the patterns 1 and 2 or 3 as a pattern of a context
model for mter_pred_flag.
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Thus, under a mixed environment with a plurality of con-
trol parameters of signal types, the context control unit 142 or

242 determines a context value without using the upper block
as aneighboring block particularly when the signal type of the
control parameter 1s inter_pred_tlag. In other words, the con-
text control unit 142 or 242 determines a context value using,
the pattern 2 or 3 when the signal type of the control param-
eter 1s inter_pred_flag. In other words, the first type includes
“split_coding_unit_flag™ or “skip_flag”, and the second type
or the third type includes “inter_pred_tlag”. Accordingly, the
image coding apparatus and the image decoding apparatus
according to Embodiment 3 can reduce memory usage while
suppressing the decrease 1in the BD-rate.

When the pattern 2 1s compared with the pattern 3 for
inter_pred_flag, these BD-rates have no sigmificant differ-
ence. Thus, 1t 1s preferred to use the pattern 3 for inter_
pred_flag. Accordingly, 1t 1s possible to further reduce the
memory usage and the processing amount.

Here, inter_pred_{lag i1s used 1n the normal inter prediction
mode that 1s neither a skip mode nor a merge mode. Although
the same motion vector for the upper block and the left block
1s used as a motion vector of the current block 1n the skip
mode and the merge mode, a motion vector different from that
for the upper block and the left block 1s used as a motion
vector of the current block 1n the normal inter prediction
mode other than the skip mode and the merge mode. Accord-
ingly, the coding efficiency 1s decreased using the upper block
and the left block for inter_pred_tlag as in the pattern 1. In
other words, it 1s possible to improve the coding efliciency
using the pattern 2 or 3 for inter_pred_tlag. Furthermore, as
described above, 1t 1s possible to further improve the coding
elficiency by determining a context value according to a depth
of the current block for inter_pred_tlag.

Although the i1mage coding apparatus and the image
decoding apparatus according to Embodiments 1 to 3 of the
present invention are described, the present invention 1s not
limited to these Embodiments.

For example, at least part of the 1mage coding apparatus,
the 1mage decoding apparatus, and functions of the modifi-
cations of these apparatuses according to Embodiments 1 to 3
may be combined.

Furthermore, all the values and the logical values described
above are exemplifications for specifically describing the
present mnvention, and the present invention is not limited by
the exemplified values.

Furthermore, the divisions of the functional blocks in the
block diagrams are examples. Thus, the functional blocks
may be implemented as one functional block, one functional
block may be divided into a plurality of functional blocks, and
a part of the functions may be switched to another functional
block. Furthermore, a plurality of functional blocks having
similar functions may be processed by single hardware or
soltware 1n parallel or with time division.

The orders of the steps of the image coding method per-
formed by the image coding apparatus and the image decod-
ing method performed by the image decoding apparatus are
for specifically describing the present invention, and may be
an order other than the above orders. Furthermore, part of the
steps may be performed simultaneously (1n parallel) with the
other steps.

Embodiment 4

The processing described 1n each of Embodiments can be
simply implemented by a computer system by recording, onto
a recording medium, a program for implementing the struc-
ture of the moving image coding method or the moving image
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decoding method described in Embodiment. The recording
medium may be any recording medium as long as the pro-
gram can be recorded thereon, such as a magnetic disk, an
optical disc, a magnetic optical disc, an IC card, and a semi-
conductor memory.

Heremnaftter, the applications to the moving image coding
method or the moving image decoding method described in
cach of Embodiments and a system using the same will be
described.

FIG. 19 illustrates an overall configuration of a content
providing system ex100 for implementing content distribu-
tion services. The area for providing communication services
1s divided 1nto cells of desired size, and base stations ex106 to
ex110 which are fixed wireless stations are placed 1n each of
the cells.

The content providing system ex100 1s connected to
devices, such as a computer ex111, a personal digital assistant
(PDA) ex112, a camera ex113, a cellular phone ex114 and a
game machine ex115, via an Internet ex101, an Internet ser-
vice provider ex102, a telephone network ex104, as well as
the base stations ex106 to ex110.

However, the configuration of the content providing sys-
tem ex100 1s not limited to the configuration shown 1n FIG.
19, and a combination in which any of the elements are
connected 1s acceptable. In addition, each of the devices may
be directly connected to the telephone network ex104, rather
than via the base stations ex106 to ex110 which are the fixed
wireless stations. Furthermore, the devices may be 1ntercon-
nected to each other via a short distance wireless communi-
cation and others.

The camera ex113, such as a digital video camera, 1s
capable of capturing moving images. A camera ex116, such
as a digital video camera, 1s capable of capturing both still
images and moving images. Furthermore, the cellular phone
e¢x114 may be the one that meets any of the standards such as
Global System for Mobile Communications (GSM), Code
Division Multiple Access (CDMA), Wideband-Code Divi-
sion Multiple Access (W-CDMA), Long Term Evolution
(LTE), and High Speed Packet Access (HSPA). Alternatively,
the cellular phone ex114 may be a Personal Handyphone
System (PHS).

In the content providing system ex100, a streaming server
ex103 1s connected to the camera ex113 and others via the
telephone network e€x104 and the base station ex109, which
enables distribution of a live show and others. For such a
distribution, a content (for example, video of a music live
show) captured by the user using the camera ex113 1s coded
as described above 1n each of Embodiments, and the coded
content 1s transmitted to the streaming server ex103. On the
other hand, the streaming server ex103 carries out stream
distribution of the received content data to the clients upon
their requests. The clients include the computer ex111, the
PDA ex112, the camera ex113, the cellular phone ex114, and
the game machine ex115 that are capable of decoding the
above-mentioned coded data. Each of the devices that have
received the distributed data decodes and reproduces the
coded data.

The captured datamay be coded by the camera ex113 or the
streaming server €x103 that transmits the data, or the coding
processes may be shared between the camera ex113 and the
streaming server €x103. Similarly, the distributed data may be
decoded by the clients or the streaming server ex103, or the
decoding processes may be shared between the clients and the
streaming server €x103. Furthermore, the data of the still
images and moving 1images captured by not only the camera
ex113 but also the camera ex116 may be transmitted to the
streaming server ex103 through the computer ex111. The
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coding processes may be performed by the camera ex116, the
computer ex111, or the streaming server ex103, or shared
among them.

Furthermore, generally, the computer ex111 and an LSI
ex500 included 1n each of the devices perform such coding
and decoding processes. The LSI ex500 may be configured of
a single chip or a plurality of chips. Software for coding and
decoding moving images may be integrated into some type of
a recording medium (such as a CD-ROM, a flexible disk, a
hard disk) that 1s readable by the computer ex111 and others,
and the coding and decoding processes may be performed
using the software. Furthermore, when the cellular phone
ex114 1s equipped with a camera, the video data obtained by
the camera may be transmitted. The video data 1s data coded
by the LSI ex500 included 1n the cellular phone ex114.

Furthermore, the streaming server ex103 may be com-
posed of servers and computers, and may decentralize data
and process the decentralized data, record, or distribute data.

As described above, the clients can recetve and reproduce
the coded data in the content providing system ex100. In other
words, the clients can receive and decode information trans-
mitted by the user, and reproduce the decoded data in real
time 1n the content providing system ex100, so that the user
who does not have any particular right and equipment can
implement personal broadcasting.

The present mvention 1s not limited to the above-men-
tioned content providing system ex100, and at least either the
moving image coding apparatus or the moving image decod-
ing apparatus described in each of Embodiments can be incor-
porated into a digital broadcasting system €x200 as shown in
FIG. 20. More specifically, a broadcast station ex201 com-
municates or transmits, via radio waves to a broadcast satel-
lite €x202, multiplexed data obtained by multiplexing the
audio data and the video data. The video data 1s data coded
according to the moving image coding method described 1n
cach of Embodiments. Upon receipt of the video data, the
broadcast satellite ex202 transmuits radio waves for broadcast-
ing. Then, a home-use antenna €x204 capable of recerving a
satellite broadcast receives the radio waves. A device, such as
a television (recerver) €x300 and a set top box (STB) ex217,
decodes the recerved multiplexed data and reproduces the
data.

Furthermore, a reader/recorder ex218 that (1) reads and
decodes the multiplexed data recorded on a recording media
ex215, such as a DVD and a BD, or (11) codes video signals 1n
the recording medium ex215, and in some cases, writes data
obtained by multiplexing an audio signal on the coded data
can include the moving image decoding apparatus or the
moving image coding apparatus as shown in each of Embodi-
ments. In this case, the reproduced video signals are dis-
played on the monitor ex219, and another apparatus or system
can reproduce the video signals, using the recording medium
e¢x215 on which the multiplexed data 1s recorded. Further-
more, 1t 1s also possible to implement the moving image
decoding apparatus 1n the set top box €x217 connected to the
cable ex203 for a cable television or the antenna ex204 for
satellite and/or terrestrial broadcasting, so as to display the
video signals on the monitor €x219 of the television ex300.
The moving image decoding apparatus may be included not
in the set top box but in the television ex300.

FI1G. 21 1llustrates the television (recerver) ex300 that uses
the moving image coding method and the moving image
decoding method described 1n each of Embodiments. The
television ex300 includes: a tuner ex301 that obtains or pro-
vides multiplexed data obtained by multiplexing the audio
data and the video data through the antenna ex204 or the cable
ex203, etc. that recetves a broadcast; a modulation/demodu-
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lation unit ex302 that demodulates the recerved multiplexed
data or modulates data into multiplexed data to be supplied
outside; and a multiplexing/demultiplexing unit €x303 that
demultiplexes the modulated multiplexed data into video data
and audio data, or multiplexes the video data and audio data
coded by the signal processing unit ex306 into data.

Furthermore, the television ex300 further includes: a signal
processing unit ex306 including an audio signal processing
unit €x304 and a video signal processing unit ex305 that
decode audio data and video data and code audio data and
video data, respectively; a speaker ex307 that provides the
decoded audio signal; and an output unit €x309 including a
display unit €x308 that displays the decoded video signal,
such as a display. Furthermore, the television ex300 includes
an interface unit ex317 including an operation mmput unit
ex312 that recerves an input of a user operation. Furthermore,
the television ex300 includes a control unit €x310 that con-
trols overall each constituent element of the television ex300,
and a power supply circuit unit €x311 that supplies power to
cach of the elements. Other than the operation mput unit
ex312, the interface unit €x317 may include: a bridge ex313
that 1s connected to an external device, such as the reader/
recorder €x218; a slot unit ex314 for enabling attachment of
the recording medium ex216, such as an SD card; a driver
ex315 to be connected to an external recording medium, such
as a hard disk; and a modem ex316 to be connected to a
telephone network. Here, the recording medium e€x216 can
clectrically record information using a non-volatile/volatile
semiconductor memory element for storage. The constituent
clements of the television ex300 are connected to one another
through a synchronous bus.

First, a configuration 1 which the television ex300
decodes the multiplexed data obtained from outside through
the antenna ex204 and others and reproduces the decoded
data will be described. In the television ex300, upon receipt of
a user operation from a remote controller ex220 and others,
the multiplexing/demultiplexing unit ex303 demultiplexes
the multiplexed data demodulated by the modulation/de-
modulation unit ex302, under control of the control unit
¢x310 including a CPU. Furthermore, the audio signal pro-
cessing unit ex304 decodes the demultiplexed audio data, and
the video signal processing unit ex305 decodes the demulti-
plexed video data, using the decoding method described in
cach of Embodiments, in the television ex300. The output
unit ex309 provides the decoded video signal and audio signal
outside. When the output unit ex309 provides the video signal
and the audio signal, the signals may be temporarily stored 1n
buifers €x318 and ex319, and others so that the signals are
reproduced in synchronization with each other. Furthermore,
the television ex300 may read the multiplexed data not
through a broadcast and others but from the recording media
ex215 and ex216, such as a magnetic disk, an optical disc, and
an SD card. Next, a configuration in which the television
ex300 codes an audio signal and a video signal, and transmits
the data outside or writes the data on a recording medium will
be described. In the television ex300, upon receipt of a user
operation from the remote controller ex220 and others, the
audio signal processing unit €x304 codes an audio signal, and
the video signal processing unmt €x305 codes a video signal,
under control of the control unit ex310 using the 1image cod-
ing method as described 1n each of Embodiments. The mul-
tiplexing/demultiplexing unit ex303 multiplexes the coded
video signal and audio signal, and provides the resulting
signal outside. When the multiplexing/demultiplexing unit
ex303 multiplexes the video signal and the audio signal, the
signals may be temporarily stored in buifers ex320 and
ex321, and others so that the signals are reproduced 1n syn-
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chronization with each other. Here, the buflers ex318 to
¢x321 may be plural as illustrated, or at least one bufler may
be shared in the television €x300. Furthermore, data may be
stored 1n a buller other than the butfers ex318 to ex321 so that
the system overflow and undertlow may be avoided between
the modulation/demodulation unmit €x302 and the multiplex-
ing/demultiplexing unit ex303, for example.

Furthermore, the television ex300 may include a configu-
ration for receiving an AV iput from a microphone or a
camera other than the configuration for obtaining audio and
video data from a broadcast or a recording medium, and may
code the obtained data. Although the television ex300 can
code, multiplex, and provide outside data in the description, 1t
may be not capable of performing all the processes but
capable of only one of receving, decoding, and providing
outside data.

Furthermore, when the reader/recorder ex218 reads or
writes the multiplexed data from or in a recording medium,
one of the television €x300 and the reader/recorder ex218
may decode or code the multiplexed data, and the television
ex300 and the reader/recorder €x218 may share the decoding
or coding.

As an example, FIG. 22 1illustrates a configuration of an
information reproducing/recording unit ex400 when data 1s
read or written from or 1n an optical disc. The information
reproducing/recording unit ex400 includes constituent ele-
ments ex401 to ex407 to be described hereinatter. The optical
head ex401 1rradiates a laser spot on arecording surface of the
recording medium ex215 that 1s an optical disc to write infor-
mation, and detects reflected light from the recording surface
of the recording medium ex215 to read the information. The
modulation recording unit ex402 electrically drives a semi-
conductor laser included in the optical head ex401, and
modulates the laser light according to recorded data. The
reproduction demodulating unit ex403 amplifies a reproduc-
tion signal obtained by electrically detecting the reflected
light from the recording surface using a photo detector
included 1n the optical head ex401, and demodulates the
reproduction signal by separating a signal component
recorded on the recording medium ex213 to reproduce the
necessary mformation. The buffer ex404 temporarily holds
the information to be recorded on the recording medium
e¢x215 and the information reproduced from the recording
medium ex215. A disk motor ex405 rotates the recording
medium ex215. A servo control unit ex406 moves the optical
head ex401 to a predetermined information track while con-
trolling the rotation drive of the disk motor ex405 so as to
tollow the laser spot. The system control unit €x407 controls
overall the mformation reproducing/recording umt ex400.
The reading and writing processes can be implemented by the
system control unit ex407 using various information stored in
the builer ex404 and generating and adding new information
as necessary, and by the modulation recording unit ex402, the
reproduction demodulating unit ex403, and the servo control
unit ex406 that record and reproduce information through the
optical head ex401 while being operated in a coordinated
manner. The system control unit ex407 includes, for example,
a microprocessor, and executes processing by causing a com-
puter to execute a program for read and write.

Although the optical head ex401 1rradiates a laser spot 1n
the description, 1t may perform high-density recording using,
near field light.

FIG. 23 schematically illustrates the recording medium
ex215 that 1s the optical disc. On the recording surface of the
recording medium ex215, guide grooves are spirally formed,
and an information track ex230 records, 1n advance, address
information indicating an absolute position on the disk
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according to change in a shape of the guide grooves. The
address information includes information for determining
positions of recording blocks €x231 that are a unit for record-
ing data. An apparatus thatrecords and reproduces data repro-
duces the information track ex230 and reads the address
information so as to determine the positions of the recording
blocks. Furthermore, the recording medium ex215 includes a
data recording area ex233, an iner circumierence area
ex232, and an outer circumierence area ex234. The data
recording area €x233 1s an area for use 1n recording the user
data. The mnner circumierence area €x232 and the outer cir-
cumierence area €x234 that are inside and outside of the data
recording area ex233, respectively are for specific use except
for recording the user data. The information reproducing/
recording unit 400 reads and writes coded audio data, coded
video data, or multiplexed data obtained by multiplexing the
coded audio data and the coded video data, from and on the
data recording area €x233 of the recording medium ex215.

Although an optical disc having a layer, such as a DVD and
a BD 1s described as an example in the description, the optical
disc 1s not limited to such, and may be an optical disc having
a multilayer structure and capable of being recorded on a part
other than the surface. Furthermore, the optical disc may have
a structure for multidimensional recording/reproduction,
such as recording of information using light of colors with
different wavelengths 1n the same portion of the optical disc
and recording information having different layers from vari-
ous angles.

Furthermore, the car ex210 having the antenna e€x205 can
receive data from the satellite €x202 and others, and repro-
duce video on the display device such as the car navigation
system e€x211 set 1n the car ex210, 1n a digital broadcasting
system €x200. Here, a configuration of the car navigation
system ex211 will be the one for example, including a GPS
receiving unit in the configuration illustrated 1n FIG. 21. The
same will be true for the configuration of the computer ex111,
the cellular phone ex114, and others.

FIG. 24 A 1llustrates the cellular phone ex114 that uses the
moving image coding method and the moving image decod-
ing method described 1n each of Embodiments. The cellular
phone ex114 includes: an antenna ex350 for transmitting and
receiving radio waves through the base station ex110; a cam-
era unit ex365 capable of capturing moving and still images;
and a display unit ex338 such as a liquid crystal display for
displaying the data such as decoded video captured by the
camera unit €x365 or received by the antenna €x350. The
cellular phone ex114 further includes: a main body unit
including a set of operation keys ex366; an audio output unit
ex357 such as a speaker for output of audio; an audio mput
unit ex356 such as a microphone for mnput of audio; amemory
umit €x367 for storing captured video or still pictures,
recorded audio, coded or decoded data of the received video,
the still images, e-mails, or others; and a slot unit ex364 that
1s an 1nterface unit for a recording medium that stores data 1n
the same manner as the memory unit ex367.

Next, an example of a configuration of the cellular phone
ex114 will be described with reference to FIG. 24B. In the
cellular phone ex114, a main control unit €x360 designed to
control overall each unit of the main body including the
display unit €x358 as well as the operation keys €x366 is
connected mutually, via a synchronous bus €x370, to a power
supply circuit umt €x361, an operation input control unit
ex362, a video signal processing unit €x3535, a camera nter-
face unit ex363, a liquid crystal display (LLCD) control unit
€x359, a modulation/demodulation unit ex332, a multiplex-
ing/demultiplexing unit €x353, an audio signal processing
unit €x354, the slot unit ex364, and the memory unit ex367.
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When a call-end key or a power key 1s turned ON by a
user’s operation, the power supply circuit unit ex361 supplies
the respective units with power from a battery pack so as to
activate the cell phone ex114.

In the cellular phone ex114, the audio signal processing
unit €x354 converts the audio signals collected by the audio
inputunit €x356 1n voice conversation mode into digital audio
signals under the control of the main control unit ex360
including a CPU, ROM, and RAM. Then, the modulation/
demodulation umt ex3352 performs spread spectrum process-
ing on the digital audio signals, and the transmitting and
receiving unit €x351 performs digital-to-analog conversion
and frequency conversion on the data, so as to transmit the
resulting data via the antenna e€x350. Also, in the cellular
phone ex114, the transmitting and receiving unit ex351
amplifies the data recetved by the antenna €x350 in voice
conversation mode and performs frequency conversion and
the analog-to-digital conversion on the data.

Then, the modulation/demodulation umt ex3352 performs
inverse spread spectrum processing on the data, and the audio
signal processing unit ex334 converts 1t mto analog audio
signals, so as to output them via the audio output unit ex3357.
Furthermore, when an e-mail in data communication mode 1s
transmitted, text data of the e-mail mputted by operating the
operation keys €x366 and others of the main body 1s sent out
to the main control unit €x360 via the operation mput control
unit €x362. The main control unit ex360 causes the modula-
tion/demodulation unit €x352 to perform spread spectrum
processing on the text data, and the transmitting and receiving,
unit ex351 performs the digital-to-analog conversion and the
frequency conversion on the resulting data to transmit the data
to the base station ex110 via the antenna €x3350. When an
¢-mail 1s recerved, processing that 1s approximately imnverse to
the processing for transmitting an e-mail 1s performed on the
received data, and the resulting data 1s provided to the display
unit €x358.

When video, still images, or video and audio 1n data com-
munication mode 1s or are transmitted, the video signal pro-
cessing unit ex355 compresses and codes video signals sup-
plied from the camera unit €x365 using the moving image
coding method shown 1n each of Embodiments, and transmits
the coded video data to the multiplexing/demultiplexing unit
¢x353. In contrast, during when the camera unit €x365 cap-
tures video, still images, and others, the audio signal process-
ing unit €x354 codes audio signals collected by the audio
iput unit €x356, and transmits the coded audio data to the
multiplexing/demultiplexing unit ex353.

The multiplexing/demultiplexing unit €x353 multiplexes
the coded video data supplied from the video signal process-
ing unit ex335 and the coded audio data supplied from the
audio signal processing unit €x354, using a predetermined
method. Then, the modulation/demodulation unit €x352 per-
forms spread spectrum processing on the multiplexed data,
and the transmitting and receiving unit €x351 performs digi-
tal-to-analog conversion and frequency conversion on the
data so as to transmit the resulting data via the antenna ex350.

When recerving data of a video file which 1s linked to a Web
page and others 1n data communication mode or when receiv-
ing an e-mail with video and/or audio attached, 1n order to
decode the multiplexed data recerved via the antenna €x350,
the multiplexing/demultiplexing unit ex353 demultiplexes
the multiplexed data into a video data bit stream and an audio
data bitstream, and supplies the video signal processing unit
ex355 with the coded video data and the audio signal process-
ing unit ex354 with the coded audio data, through the syn-
chronous bus €x370. The video signal processing unit ex3535
decodes the video signal using a moving image decoding
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method corresponding to the moving 1image coding method
shown 1n each of Embodiments, and then the display unit

ex358 displays, for instance, the video and still images
included 1n the video file linked to the Web page via the LCD
control unit ex3359. Furthermore, the audio signal processing
unit €x354 decodes the audio signal, and the audio output unit
ex357 provides the audio.

Furthermore, similarly to the television ex300, a terminal
such as the cellular phone ex114 probably have 3 types of
implementation configurations including not only (1) a trans-
mitting and receiving terminal including both a coding appa-
ratus and a decoding apparatus, but also (1) a transmitting
terminal including only a coding apparatus and (111) a rece1v-
ing terminal including only a decoding apparatus. Although
the digital broadcasting system ex200 receives and transmits
the multiplexed data obtained by multiplexing audio data
onto video data in the description, the multiplexed data may
be data obtained by multiplexing not audio data but character
data related to video onto video data, and may be not multi-
plexed data but video data 1tsell.

As such, the moving image coding method and the moving
image decoding method 1n each of Embodiments can be used
in any of the devices and systems described. Thus, the advan-
tages described 1n each of Embodiments can be obtained.

Furthermore, the present invention 1s not limited to
Embodiments, and various modifications and revisions are
possible without departing from the scope of the present
invention.

Embodiment 5

Video data can be generated by switching, as necessary,
between (1) the moving image coding method or the moving
image coding apparatus shown 1n each of Embodiments and
(1) amoving 1mage coding method or a moving image coding,
apparatus 1n conformity with a different standard, such as
MPEG-2, MPEG4-AVC, and VC-1.

Here, when a plurality of video data that conforms to the
different standards 1s generated and 1s then decoded, the
decoding methods need to be selected to conform to the
different standards. However, since to which standard each of
the plurality of the video data to be decoded conforms cannot
be detected, there 1s a problem that an appropnate decoding
method cannot be selected.

In order to solve the problem, multiplexed data obtained by
multiplexing audio data and others onto video data has a
structure including identification information indicating to
which standard the video data conforms. The specific struc-
ture of the multiplexed data including the video data gener-
ated 1n the moving 1image coding method and by the moving
image coding apparatus shown in each of Embodiments will
be herematter described. The multiplexed data 1s a digital
stream 1n the MPEG-2 Transport Stream format.

FIG. 25 illustrates a structure of multiplexed data. As 1llus-
trated 1 FIG. 25, the multiplexed data can be obtained by
multiplexing at least one of a video stream, an audio stream,
a presentation graphics stream (P(G), and an interactive graph-
ics stream. The video stream represents primary video and
secondary video of a movie, the audio stream (I1G) represents
a primary audio part and a secondary audio part to be mixed
with the primary audio part, and the presentation graphics
stream represents subtitles of a movie. Here, the primary
video 1s normal video to be displayed on a screen, and the
secondary video 1s video to be displayed on a smaller window
in the main video. Furthermore, the interactive graphics
stream represents an interactive screen to be generated by
arranging the GUI components on a screen. The video stream
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1s coded 1n the moving image coding method or by the mov-
ing 1image coding apparatus shown in each of Embodiments,
or 1n a moving 1image coding method or by a moving image
coding apparatus 1n conformity with a conventional standard,
such as MPEG-2, MPEG4-AVC, and VC-1. The audio stream
1s coded 1n accordance with a standard, such as Dolby-AC-3,
Dolby Dagital Plus, MLP, DTS, DTS-HD, and linear PCM.

Each stream included 1n the multiplexed data 1s 1dentified
by PID. For example, Ox1011 1s allocated to the video stream
to be used for video of a movie, 0x1100 to Ox111F are allo-
cated to the audio streams, 0x1200 to Ox121F are allocated to
the presentation graphics streams, Ox1400 to 0x141F are
allocated to the interactive graphics streams, Ox1B0O0 to
Ox1B1F are allocated to the video streams to be used for
secondary video of the movie, and 0x1 A00 to Ox1AIlF are
allocated to the audio streams to be used for the secondary
video to be mixed with the primary audio.

FIG. 26 schematically illustrates how data 1s multiplexed.
First, a video stream e€x235 composed of video frames and an
audio stream €x238 composed of audio frames are trans-
formed 1nto a stream of PES packets €x236 and a stream of
PES packets €x239, and further into TS packets ex237 and TS
packets ex240, respectively. Similarly, data of a presentation
graphics stream ex241 and data of an interactive graphics
stream ex244 are transformed 1nto a stream of PES packets
ex242 and a stream of PES packets €x245, and turther into TS
packets €x243 and TS packets €x246, respectively. These TS
packets are multiplexed 1nto a stream to obtain multiplexed
data ex247.

FI1G. 27 illustrates how a video stream 1s stored 1n a stream
of PES packets 1n more detail. The first bar in FIG. 27 shows
a video frame stream 1n a video stream. The second bar shows
the stream of PES packets. As indicated by arrows denoted as
vvl,yy2, yy3, and yy4 1n FI1G. 27, the video stream 1s divided
into pictures as I pictures, B pictures, and P pictures each of
which 1s a video presentation unit, and the pictures are stored
in a payload of each of the PES packets. Each of the PES
packets has a PES header, and the PES header stores a Pre-
sentation Time-Stamp (P'1S) indicating a display time of the
picture, and a Decoding Time-Stamp (DTS) indicating a
decoding time of the picture.

FIG. 28 1llustrates a format of TS packets to be finally
written on the multiplexed data. Each of the TS packets 1s a
188-byte fixed length packet including a 4-byte TS header
having information, such as a PID for identifying a stream and
a 184-byte TS payload for storing data. The PES packets are
divided, and stored 1n the TS payloads, respectively. When a
BD ROM 1s used, each of the TS packets 1s given a 4-byte
TP_Extra_Header, thus resulting 1n 192-byte source packets.
The source packets are written on the multiplexed data. The
TP Extra Header stores information such as an
Arrval_Time_Stamp (ATS). The ATS shows a transfer start
time at which each of the TS packets 1s to be transferred to a
PID filter. The numbers incrementing from the head of the
multiplexed data are called source packet numbers (SPNs) as
shown at the bottom of FIG. 28.

Each of the TS packets included in the multiplexed data
includes not only streams of audio, video, subtitles and oth-
ers, but also a Program Association Table (PAT), a Program
Map Table (PMT), and a Program Clock Reference (PCR).
The PAT shows what a PID 1n a PMT used 1n the multiplexed
data indicates, and a PID of the PAT 1tself 1s registered as zero.
The PMT stores PIDs of the streams of video, audio, subtitles
and others included 1in the multiplexed data, and attribute
information of the streams corresponding to the PIDs. The
PMT also has various descriptors relating to the multiplexed
data. The descriptors have information such as copy control

10

15

20

25

30

35

40

45

50

55

60

65

34

information showing whether copying of the multiplexed
data 1s permitted or not. The PCR stores STC time informa-
tion corresponding to an ATS showing when the PCR packet
1s transferred to a decoder, 1n order to achieve synchroniza-
tion between an Arrival Time Clock (ATC) that 1s a time axis
of ATSs, and an System Time Clock (STC) that 1s a time axis
of PTSs and DTSs.

FIG. 29 1llustrates the data structure of the PMT in detail. A
PMT header 1s disposed at the top of the PMT. The PMT
header describes the length of data included in the PMT and
others. A plurality of descriptors relating to the multiplexed
data1s disposed after the PMT header. Information such as the
copy control information 1s described in the descriptors. After
the descriptors, a plurality of pieces of stream information
relating to the streams included 1n the multiplexed data 1s
disposed. Fach piece of stream information includes stream
descriptors each describing information, such as a stream
type foridentiiying a compression codec of a stream, a stream
PID, and stream attribute information (such as a frame rate or
an aspectratio). The stream descriptors are equal in number to
the number of streams 1n the multiplexed data.

When the multiplexed data 1s recorded on a recording
medium and others, 1t 1s recorded together with multiplexed
data information files.

Each of the multiplexed data information files 1s manage-
ment information of the multiplexed data as shown in FI1G. 30.
The multiplexed data information files are 1n one to one
correspondence with the multiplexed data, and each of the
files includes multiplexed data information, stream attribute
information, and an entry map.

As 1llustrated 1n FI1G. 30, the multiplexed data information
includes a system rate, a reproduction start time, and a repro-
duction end time. The system rate indicates the maximum
transier rate at which a system target decoder to be described
later transfers the multiplexed data to a PID filter. The inter-
vals of the ATSs included 1n the multiplexed data are set to not
higher than a system rate. The reproduction start time 1ndi-
cates a PTS 1n a video frame at the head of the multiplexed
data. An 1nterval of one frame 1s added to a PTS 1n a video
frame at the end of the multiplexed data, and the PTS 1s set to
the reproduction end time.

As shown 1n FIG. 31, a piece of attribute information 1s
registered in the stream attribute information, for each PID of
cach stream included in the multiplexed data. Each piece of
attribute information has different information depending on
whether the corresponding stream 1s a video stream, an audio
stream, a presentation graphics stream, or an interactive
graphics stream. Fach piece of video stream attribute infor-
mation carries information including what kind of compres-
s10n codec 1s used for compressing the video stream, and the
resolution, aspect ratio and frame rate of the pieces of picture
data that 1s included 1n the video stream. Each piece of audio
stream attribute information carries mformation including
what kind of compression codec 1s used for compressing the
audio stream, how many channels are included 1n the audio
stream, which language the audio stream supports, and how
high the sampling frequency is. The video stream attribute
information and the audio stream attribute information are
used for imtialization of a decoder before the player plays
back the information.

In Embodiment 5, the multiplexed data to be used 1s of a
stream type included in the PMT. Furthermore, when the
multiplexed data i1s recorded on a recording medium, the
video stream attribute information included in the multi-
plexed data mnformation 1s used. More specifically, the mov-
ing 1mage coding method or the moving 1image coding appa-
ratus described 1n each of Embodiments includes a step or a
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unit for allocating unique information indicating video data
generated by the moving image coding method or the moving

image coding apparatus 1 each of Embodiments, to the
stream type included 1n the PMT or the video stream attribute
information. With the structure, the video data generated by
the moving 1mage coding method or the moving image cod-
ing apparatus described 1n each of Embodiments can be dis-
tinguished from video data that conforms to another standard.

Furthermore, FI1G. 32 illustrates steps of the moving image
decoding method according to Embodiment 5. In Step
exS100, the stream type included 1n the PMT or the video
stream attribute information is obtained from the multiplexed
data. Next, in Step exS101, 1t1s determined whether or not the
stream type or the video stream attribute information 1ndi-
cates that the multiplexed data 1s generated by the moving
image coding method or the moving 1image coding apparatus
in each of Embodiments. When 1t 1s determined that the
stream type or the video stream attribute information indi-
cates that the multiplexed data 1s generated by the moving
image coding method or the moving 1image coding apparatus
in each of Embodiments, in Step €x5102, the stream type or
the video stream attribute information 1s decoded by the mov-
ing 1mage decoding method 1n each of Embodiments. Fur-
thermore, when the stream type or the video stream attribute
information indicates conformance to the conventional stan-
dards, such as MPEG-2, MPEG4-AVC, and VC-1, 1in Step
exS103, the stream type or the video stream attribute infor-
mation 1s decoded by a moving image decoding method in
conformity with the conventional standards.

As such, allocating a new unique value to the stream type or
the video stream attribute information enables determination
whether or not the moving 1image decoding method or the
moving image decoding apparatus that 1s described 1n each of
Embodiments can perform decoding. Even upon an mput of
multiplexed data that conforms to a different standard, an
appropriate decoding method or apparatus can be selected.
Thus, 1t becomes possible to decode information without any
error. Furthermore, the moving image coding method or
apparatus, or the moving image decoding method or appara-
tus in Embodiment 5 can be used 1n the devices and systems
described above.

Embodiment 6

Each of the moving image coding method, the moving
image coding apparatus, the moving image decoding method,
and the moving image decoding apparatus in each of Embodi-
ments 1s typically achieved in the form of an integrated circuit
or a Large Scale Integrated (LSI) circuit. As an example of the
LSI, FIG. 33 illustrates a configuration of the LSI ex3500 that
1s made into one chip. The LSI ex500 includes elements
ex501, ex302, ex3503, ex504, ex305, ex506, ex307, ex308,
and ex509 to be described below, and the elements are con-
nected to each other through a bus ex510. The power supply
circuit unit €x305 1s activated by supplying each of the ele-
ments with power when the power supply circuit unit ex3505 1s
turned on.

For example, when coding 1s performed, the LSI ex500
receives an AV signal from a microphone ex117, a camera
ex113, and others through an AV 10 ex509 under control of a
control unit ex501 1ncluding a CPU ex502, a memory con-
troller €x503, a stream controller ex504, and a driving ire-
quency control unit ex512. The received AV signal 1s tempo-
rarily stored 1mn an external memory ex511, such as an
SDRAM. Under control of the control unit ex501, the stored
data 1s segmented into data portions according to the process-
ing amount and speed to be transmitted to a signal processing
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unmt ex507. Then, the signal processing unit ex507 codes an
audio signal and/or a video signal. Here, the coding of the

video signal 1s the coding described 1n each of Embodiments.
Furthermore, the signal processing unit ex507 sometimes
multiplexes the coded audio data and the coded video data,
and a stream 10 ex3506 provides the multiplexed data outside.
The provided multiplexed data 1s transmitted to the base
station ex107, or written on the recording media ex215. When
data sets are multiplexed, the data sets should be temporarily
stored 1n the butler ex508 so that the data sets are synchro-
nized with each other.

Although the memory e€x511 1s an element outside the LSI
ex500, 1t may be included 1n the LSI ex500. The buifer ex508
1s not limited to one builer, but may be composed of butifers.
Furthermore, the LSI ex500 may be made into one chip or a
plurality of chips.

Furthermore, although the control unit ex501 includes the
CPU ex502, the memory controller ex503, the stream con-
troller ex504, the driving frequency control unit ex512, the
configuration of the control unit ex501 1s not limited to such.
For example, the signal processing unit ex507 may further
include a CPU. Inclusion of another CPU 1n the signal pro-
cessing unit €x3507 can improve the processing speed. Fur-
thermore, as another example, the CPU ex502 may serve as or
be a part of the signal processing unit ex507, and, for
example, may include an audio signal processing unit. In such
a case, the control unit ex501 1ncludes the signal processing
unit ex507 or the CPU ex502 including a part of the signal
processing unit ex507.

The name used here 1s LSI, but 1t may also be called IC,
system LSI, super LSI, or ultra LSI depending on the degree
of integration.

Moreover, ways to achieve integration are not limited to the
L.SI, and a special circuit or a general purpose processor and
so forth can also achieve the integration. Field Programmable
Gate Array (FPGA) that can be programmed after manufac-
turing L.SIs or a reconfigurable processor that allows re-con-
figuration of the connection or configuration of an LSI can be
used for the same purpose.

In the future, with advancement in semiconductor technol-
0gy, a brand-new technology may replace LSI. The functional
blocks can be integrated using such a technology. The possi-
bility 1s that the present invention 1s applied to biotechnology.

Embodiment 7

When video data 1s decoded by the moving image coding
method or by the moving image coding apparatus described
in each ol Embodiments, compared to when video data that
conforms to a conventional standard, such as MPEG-2,
MPEG4-AVC, and VC-1, the computing amount probably
increases. Thus, the LSI ex500 needs to be set to a driving
frequency higher than that of the CPU ex502 to be used when
video data 1n conformity with the conventional standard 1s
decoded. However, when the driving frequency 1s set higher,
there 1s a problem that the power consumption increases.

In order to solve the problem, the moving 1image decoding,
apparatus, such as the television ex300 and the LSI ex500 1s
configured to determine to which standard the video data
conforms, and switch between the driving frequencies
according to the determined standard. FIG. 34 illustrates a
configuration €x800 in Embodiment 7. A drniving frequency
switching unit ex803 sets a driving frequency to a higher
driving frequency when video data 1s generated by the mov-
ing 1mage coding method or the moving 1image coding appa-
ratus described 1n each of Embodiments. Then, the driving
frequency switching unit ex803 instructs a decoding process-
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ing unit ex801 that executes the moving image decoding
method described in each of Embodiments to decode the
video data. When the video data conforms to the conventional
standard, the dnving frequency switching unit ex803 sets a
driving frequency to alower driving frequency than that of the
video data generated by the moving image coding method or
the moving 1mage coding apparatus described in each of
Embodiments. Then, the driving frequency switching unit
ex803 instructs the decoding processing unit ex802 that con-
forms to the conventional standard to decode the video data.

More specifically, the drniving frequency switching unit
ex803 includes the CPU ex502 and the driving frequency
control unit ex512 i FIG. 33. Here, each of the decoding
processing unit ex801 that executes the moving 1mage decod-
ing method described in each of Embodiments and the decod-
ing processing unit €x802 that conforms to the conventional
standard corresponds to the signal processing unmt ex507 1n
FIG. 33. The CPU ex502 determines to which standard the
video data conforms. Then, the driving frequency control unit
ex512 determines a driving frequency based on a signal from
the CPU ex502. Furthermore, the signal processing unit
ex507 decodes the video data based on a signal from the CPU
ex502. For example, the identification information described
in Embodiment 5 1s probably used for 1identifying the video
data. The 1dentification information 1s not limited to the one
described in Embodiment 5 but may be any information as
long as the information indicates to which standard the video
data conforms. For example, when which standard video data
conforms to can be determined based on an external signal for
determining that the video data 1s used for a television or a
disk, etc., the determination may be made based on such an
external signal. Furthermore, the CPU ex502 selects a driving
frequency based on, for example, a look-up table in which the
standards of the video data are associated with the driving
frequencies as shown 1n FIG. 36. The driving frequency can
be selected by storing the look-up table 1n the bufier ex508
and an 1nternal memory of an LSI and with reference to the
look-up table by the CPU ex302.

FI1G. 35 1llustrates steps for executing a method 1n Embodi-
ment 7. First, in Step exS200, the signal processing unit ex507
obtains 1dentification information from the multiplexed data.
Next, 1n Step €xS201, the CPU ex502 determines whether or
not the video data i1s generated based on the i1dentification
information by the coding method and the coding apparatus
described 1n each of Embodiments. When the video data 1s
generated by the coding method and the coding apparatus
described 1n each of Embodiments, 1n Step €x5202, the CPU
ex502 transmits a signal for setting the driving frequency to a
higher driving frequency to the driving frequency control unit
ex512. Then, the driving frequency control unit ex512 sets the
driving frequency to the higher driving frequency. On the
other hand, when the 1dentification information indicates that
the video data conforms to the conventional standard, such as
MPEG-2, MPEG4-AVC, and VC-1, in Step €xS203, the CPU
ex502 transmits a signal for setting the driving frequency to a
lower driving frequency to the driving frequency control unit
¢x512. Then, the driving frequency control unit ex3512 sets the
driving frequency to the lower driving frequency than that 1n
the case where the video data 1s generated by the coding
method and the coding apparatus described i each of
Embodiments.

Furthermore, along with the switching of the driving fre-
quencies, the power conservation etlect can be improved by
changing the voltage to be applied to the LSI ex500 or an
apparatus including the LSI ex500. For example, when the
driving frequency 1s set lower, the voltage to be applied to the
LSI ex500 or the apparatus including the LSI ex3500 1s prob-
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ably set to a voltage lower than that 1n the case where the
driving frequency 1s set higher.

Furthermore, when the computing amount for decoding 1s
larger, the driving frequency may be set higher, and when the
computing amount for decoding i1s smaller, the driving fre-
quency may be set lower as the method for setting the driving
frequency. Thus, the setting method 1s not limited to the ones
described above. For example, when the computing amount
for decoding video data 1n conformity with MPEG4-AVC 1s
larger than the computing amount for decoding video data
generated by the moving image coding method and the mov-
ing 1mage coding apparatus described in each of Embodi-
ments, the driving frequency 1s probably set in reverse order
to the setting described above.

Furthermore, the method for setting the driving frequency
1s not limited to the method for setting the driving frequency
lower. For example, when the 1identification information 1ndi-
cates that the video data i1s generated by the moving image
coding method and the moving image coding apparatus
described 1n each of Embodiments, the voltage to be applied
to the LSI ex500 or the apparatus including the LSI ex500 1s
probably set higher. When the identification information indi-
cates that the video data conforms to the conventional stan-
dard, such as MPEG-2, MPEG4-AVC, and V-1, the voltage
to be applied to the LSI ex500 or the apparatus including the
LSI ex500 1s probably set lower. As another example, when
the 1dentification information indicates that the video data 1s
generated by the moving image coding method and the mov-
ing 1mage coding apparatus described in each of Embodi-
ments, the driving of the CPU ex502 does not probably have
to be suspended. When the identification information indi-
cates that the video data conforms to the conventional stan-
dard, such as MPEG-2, MPEG4-AVC(C, and VC-1, the driving
of the CPU ex502 1s probably suspended at a given time
because the CPU ex502 has extra processing capacity. Even
when the 1dentification information indicates that the video
data 1s generated by the moving image coding method and the
moving 1mage coding apparatus described 1 each of
Embodiments, 1in the case where the CPU ex502 may have a
time delay, the driving of the CPU ex502 1s probably sus-
pended at a given time. In such a case, the suspending time 1s
probably set shorter than that in the case where when the
identification information indicates that the video data con-
forms to the conventional standard, such as MPEG-2,
MPEG4-AVC, and VC-1.

Accordingly, the power conservation eflect can be
improved by switching between the driving frequencies 1n
accordance with the standard to which the video data con-
forms. Furthermore, when the LSI ex3500 or the apparatus
including the LSI ex500 1s driven using a battery, the battery
life can be extended with the power conservation effect.

Embodiment 8

There are cases where a plurality of video data that con-
forms to different standards, 1s provided to the devices and
systems, such as a television and a cellular phone. In order to
enable decoding the plurality of video data that conforms to
the different standards, the signal processing unit ex3507 of the
[.SI ex500 needs to contorm to the different standards. How-
ever, the problems of increase in the scale of the circuit of the
L.SI ex300 and increase i the cost arise with the individual
use of the signal processing units ex507 that conform to the
respective standards.

In order to solve the problem, what 1s conceived 1s a con-
figuration 1n which the decoding processing unit for imple-
menting the moving image decoding method described in
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cach of Embodiments and the decoding processing unit that
conforms to the conventional standard, such as MPEG-2,

MPEG4-AVC, and VC-1 are partly shared. Ex900 i FIG.
37 A shows an example of the configuration. For example, the

moving image decoding method described in each of >

Embodiments and the moving image decoding method that
conforms to MPEG4-AVC have, partly in common, the
details of processing, such as entropy coding, inverse quan-
tization, deblocking filtering, and motion compensated pre-
diction. The details of processing to be shared probably
include use of a decoding processing umt €x902 that con-
forms to MPEG4-AVC. In contrast, a dedicated decoding
processing unit €x901 1s probably used for other processing,
unique to the present invention. Since the present invention 1s
characterized by the arithmetic decoding in particular, for
example, the dedicated decoding processing unit ex901 1s
used for the arithmetic decoding. Otherwise, the decoding
processing unit 1s probably shared for one of the inverse
quantization, deblocking filtering, and motion compensation,
or all of the processing. The decoding processing unit for
implementing the moving image decoding method described
in each of Embodiments may be shared for the processing to
be shared, and a dedicated decoding processing unit may be
used for processing unique to that of MPEG4-AVC.

Furthermore, ex1000 1n FIG. 37B shows another example
in which processing 1s partly shared. This example uses a
configuration including a dedicated decoding processing unit
ex1001 that supports the processing unique to the present
invention, a dedicated decoding processing unmit ex1002 that
supports the processing unique to another conventional stan-
dard, and a decoding processing unit ex1003 that supports
processing to be shared between the moving image decoding,
method 1n the present invention and the conventional moving
image decoding method. Here, the dedicated decoding pro-
cessing units ex1001 and ex1002 are not necessarily special-
1zed for the processing of the present invention and the pro-
cessing of the conventional standard, and may be the ones
capable of implementing general processing. Furthermore,
the configuration of Embodiment 8 can be implemented by
the LSI ex500.

As such, reducing the scale of the circuit of an LSI and
reducing the cost are possible by sharing the decoding pro-
cessing unit for the processing to be shared between the
moving image decoding method in the present invention and
the moving 1mage decoding method in conformity with the
conventional standard.

Although only some exemplary embodiments of the
present invention have been described in detail above, those
skilled 1n the art will readily appreciate that many modifica-
tions are possible 1n the exemplary embodiments without
materially departing from the novel teachings and advantages
of the present invention. Accordingly, all such modifications
are mtended to be included within the scope of the present
invention.

INDUSTRIAL APPLICABILITY

The present invention 1s applicable to an 1mage coding
method, an 1image decoding method, an image coding appa-
ratus, and an 1mage decoding apparatus, and 1n particular, 1s
applicable to an 1mage coding method, an 1mage decoding
method, an 1image coding apparatus, and an 1image decoding,
apparatus which use arithmetic coding and arithmetic decod-
ing.
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The mvention claimed 1s:

1. A coding method for coding a control parameter for
controlling coding of an 1image, the coding method compris-
ng:

determiming a context for a current block in the image,
from among a plurality of contexts; and

performing arithmetic coding on the control parameter for
the current block, using the determined context to gen-
erate a bitstream corresponding to the current block,
wherein the determining further includes:

determining a signal type under which the control param-
eter for the current block 1s classified;

determining the context by using both of coded control
parameters for a left block and an upper block, when the
signal type 1s a first type, the left block being a neigh-
boring block to the left of the current block, and the
upper block being a neighboring block on top of the
current block; and

determiming the context by using a hierarchical depth of a
data unit to which the control parameter for the current
block belongs, without using any coded control param-
cters for the left block and the upper block, when the
signal type 1s a second type different from the first type,

wherein the control parameter determined as the first type
belongs to the current block having a size larger than or
equal to a size of a block to which the control parameter
determined as the second type belongs,

wherein one of a split flag and a skip tlag 1s classified under
the first type, the split flag indicating whether or not the
current block is partitioned into a plurality of blocks, and
the skip flag indicating whether or not the current block
1s to be skipped, and

wherein inter-prediction information is classified under the
second type, the inter-prediction information imndicating
which of uni-prediction and bi-prediction 1s used for
predicting the current block.

2. A coding apparatus for coding a control parameter for
controlling coding of an image, the coding apparatus com-
prising;:

a context control unit configured to determine a context for
a current block 1n the 1mage, from among a plurality of
contexts; and

an arithmetic coding unit configured to perform arithmetic
coding on the control parameter for the current block,
using the determined context to generate a bitstream
corresponding to the current block,

wherein the context control unit 1s further configured to:

determine a signal type under which the control parameter
for the current block 1s classified:

determine the context by using both of coded control
parameters for a left block and an upper block, when the
signal type 1s a first type, the left block being a neigh-
boring block to the left of the current block, and the
upper block being a neighboring block on top of the
current block; and

determine the context by using a hierarchical depth of a
data unit to which the control parameter for the current
block belongs, without using any coded control param-
cters for the left block and the upper block, when the
signal type 1s a second type different from the first type,

wherein the control parameter determined as the first type
belongs to the current block having a size larger than or
equal to a size of a block to which the control parameter
determined as the second type belongs,

wherein one of a split flag and a skip tlag 1s classified under
the first type, the split tlag indicating whether or not the
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current block 1s partitioned into a plurality of blocks, and
the skip flag indicating whether or not the current block
1s to be skipped, and

wherein inter-prediction information 1s classified under the

second type, the inter-prediction information indicating,
which of uni-prediction and bi-prediction 1s used for
predicting the current block.

3. A coding apparatus for coding a control parameter for
controlling coding of an 1image, the coding apparatus com-
prising:

processing circuitry; and

storage coupled to the processing circuitry,

wherein the processing circuitry performs the following

using the storage:

determining a context for a current block 1n the image,

from among a plurality of contexts; and

performing arithmetic coding on the control parameter for

the current block, using the determined context to gen-
erate a bitstream corresponding to the current block,
wherein the determiming further includes:

determining a signal type under which the control param-

eter for the current block 1s classified;

determining the context by using both of coded control

parameters for a left block and an upper block, when the
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signal type 1s a {first type, the left block being a neigh-
boring block to the left of the current block, and the
upper block being a neighboring block on top of the
current block; and

determiming the context by using a hierarchical depth of a
data unit to which the control parameter for the current
block belongs, without using any coded control param-
cters for the left block and the upper block, when the
signal type 1s a second type different from the first type,

wherein the control parameter determined as the first type
belongs to the current block having a size larger than or
equal to a si1ze of a block to which the control parameter
determined as the second type belongs,

wherein one of a split flag and a skip flag 1s classified under
the first type, the split tlag indicating whether or not the
current block is partitioned into a plurality of blocks, and
the skip flag indicating whether or not the current block
1s to be skipped, and

wherein inter-prediction information is classified under the
second type, the inter-prediction information indicating,
which of uni-prediction and bi-prediction 1s used for
predicting the current block.
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