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checking, while the values of the respective syntax elements
from other respective syntax structures, such as sequence
parameter sets, may be active or valid otherwise.
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METHOD AND APPARATUS FOR VIDEO
CODING

TECHNICAL FIELD

The present application relates generally to an apparatus, a
method and a computer program product for video coding
and decoding.

BACKGROUND

This section 1s intended to provide a background or context
to the invention that is recited 1n the claims. The description
herein may include concepts that could be pursued, but are not
necessarily ones that have been previously concerved or pur-
sued. Therefore, unless otherwise 1indicated herein, what 1s
described 1n this section 1s not prior art to the description and
claims 1n this application and 1s not admitted to be prior art by
inclusion in this section.

Typical audio and video coding standards specily “pro-
files” and “levels.” A “profile” may be defined as a subset of
algorithmic features of the standard and a “level” may be
defined as a set of limits to the coding parameters that impose
a set of constraints 1n decoder resource consumption. Indi-
cated profile and level can be used to signal properties of a
media stream and to signal the capabaility of a media decoder.

In many video coding standards the syntax structures may
be arranged 1n different layers, where a layer may be defined
as one of a set of syntactical structures 1n a non-branching
hierarchical relationship. Generally, higher layers may con-
tain lower layers. The coding layers may consist for example
of the coded video sequence, picture, slice, and treeblock
layers. Some video coding standards mtroduce a concept of a
parameter set. An 1nstance of a parameter set may include all
picture, group of pictures (GOP), and sequence level data
such as picture size, display window, optional coding modes
employed, macroblock allocation map, and others. Each
parameter set instance may include a unique 1dentifier. Each
slice header may 1nclude a reference to a parameter set 1den-
tifier, and the parameter values of the referred parameter set
may be used when decoding the slice. Parameter sets may be
used to decouple the transmission and decoding order of
inirequently changing picture, GOP, and sequence level data
from sequence, GOP, and picture boundaries. Parameter sets
can be transmitted out-of-band using a reliable transmission
protocol as long as they are decoded betore they are referred.
If parameter sets are transmitted in-band, they can be repeated
multiple times to improve error resilience compared to con-
ventional video coding schemes. The parameter sets may be
transmitted at a session set-up time. However, 1n some sys-
tems, mainly broadcast ones, reliable out-of-band transmis-
s10n of parameter sets may not be feasible, but rather param-
eter sets are conveyed 1n-band 1n Parameter Set NAL unaits.

SUMMARY

A method, apparatus and computer program product are
provided according to example embodiments of the present
invention that permit values of certain parameters or syntax
clements, such as the HRD parameters and/or a level indica-
tor, to be taken from a syntax structure, such as a sequence
parameter set. In this regard, values of certain parameters or
syntax elements, such as the HRD parameters and/or a level
indicator, may be taken from a syntax structure of a certain
other layer, such as the highest layer, present 1n an access unit,
coded video sequence and/or bitstream even 11 the other layer,
such as the highest layer, were not decoded. The syntax ele-
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2

ment values from the other layer, such as the highest layer,
may be semantically valid and may be used for conformance
checking, while the values of the respective syntax elements
from other respective syntax structures, such as sequence
parameter sets, may be active or valid otherwise.

In one embodiment, a method 1s provided that includes
producing, with a processor, two or more scalability layers of
a scalable data stream. Each of the two or more scalability
layers may have a different coding property, 1s associated
with a scalability layer identifier and 1s characterized by a first
set of syntax elements that includes at least a profile and a
second set of syntax elements that includes at least one of a
level or hypothetical reference decoder (HRD) parameters.
The method of this embodiment also inserts a first scalability
layer 1dentifier value 1n a first elementary unit including data
from a first of two or more scalability layers. The method may
also cause the first of the two or more scalability layers to be
signaled with the first and second set of syntax elements 1n a
first parameter set elementary unit such that the first param-
cter set elementary unit 1s readable by a decoder to determine
the values of the first and second set of syntax elements
without decoding a scalability layer of the scalable data
stream. The method of this embodiment also inserts a first
scalability layer identifier value in the first parameter set
clementary unit and inserts a second scalability layer 1denti-
fier value 1n the second elementary unit including data from a
first of two or more scalability layers. The method of this
embodiment also causes the second of the two or more scal-
ability layers to be signaled with the first and second set of
syntax elements in a second parameter set elementary units
such that the second parameter set elementary unitis readable
by a decoder to determine the coding property without decod-
ing the scalability layer of the data stream. The method may
also msert the second scalability layer identifier value 1n the
second parameter set elementary unait.

In this embodiment, the values of the first set of syntax
clements 1n the first parameter set elementary unit are valid in
an istance in which the first elementary unit 1s processed and
the second elementary unit 1s 1ignored or removed. Addition-
ally, the values of the second set of syntax elements 1n the first
parameter set elementary unit may be valid 1n an 1nstance in
which the first elementary unit 1s processed and the second
clementary unit 1s removed. The values of the first set of
syntax elements in the second parameter set elementary unit
may be valid 1 an 1nstance 1n which the second elementary
unit 1s processed and the values of the second set of syntax
clements in the second parameter set elementary unit may be
valid 1n an istance in which the second elementary unit 1s
ignored or processed.

In another embodiment, an apparatus 1s provided that
includes at least one processor and at least one memory
including computer program code with the memory and the
computer program code configured to, with the at least one
processor, cause the apparatus to produce two or more scal-
ability layers of a scalable data stream. Each of the two or
more scalability layers may have a different coding property,
1s associated with a scalability layer 1dentifier and 1s charac-
terized by a first set of syntax elements that includes at least a
profile and a second set of syntax elements that includes at
least one of a level or hypothetical reference decoder (HRD)
parameters. The memory and the computer program code are
also configured to, with the at least one processor, cause the
apparatus to mnsert a first scalability layer identifier value 1n a
first elementary unit including data from a first of two or more
scalability layers. The memory and the computer program
code may also be configured to, with the at least one proces-
sor, cause the apparatus to also cause the first of the two or
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more scalability layers to be signaled with the first and second
set of syntax elements 1n a first parameter set elementary unit
such that the first parameter set elementary unit 1s readable by
a decoder to determine the values of the first and second set of
syntax elements without decoding a scalability layer of the
scalable data stream. The memory and the computer program
code may be configured to, with the at least one processor,
cause the apparatus to 1nsert a first scalability layer identifier
value 1n the first parameter set elementary unit and nsert a
second scalability layer identifier value in the second elemen-
tary unit including data from a first of two or more scalability
layers. The memory and the computer program code are also
configured to, with the at least one processor, cause the appa-
ratus to cause the second of the two or more scalability layers
to be signaled with the first and second set of syntax elements
in a second parameter set elementary units such that the
second parameter set elementary unit 1s readable by a decoder
to determine the coding property without decoding the scal-
ability layer of the data stream. The memory and the computer
program code may also be configured to, with the at least one
processor, cause the apparatus to insert the second scalability
layer identifier value 1n the second parameter set elementary
unit.

In this embodiment, the values of the first set of syntax
clements 1n the first parameter set elementary unit are valid in
an mstance 1n which the first elementary unit is processed and
the second elementary unit 1s 1gnored or removed. Addition-
ally, the values of the second set of syntax elements 1n the first
parameter set elementary unit may be valid 1n an 1nstance in
which the first elementary unit 1s processed and the second
clementary unit 1s removed. The values of the first set of
syntax elements 1n the second parameter set elementary unit
may be valid 1 an 1nstance 1n which the second elementary
unit 1s processed and the values of the second set of syntax
clements in the second parameter set elementary unit may be
valid 1n an imstance in which the second elementary unit 1s
ignored or processed.

In a further embodiment, a computer program product 1s
provided that includes at least one non-transitory computer-
readable storage medium having computer-executable pro-
gram code portions stored therein with the computer-execut-
able program code portions including program code
instructions for producing two or more scalability layers of a
scalable data stream. Each of the two or more scalability
layers may have a different coding property, 1s associated
with a scalability layer identifier and 1s characterized by a first
set of syntax elements that includes at least a profile and a
second set of syntax elements that includes at least one of a
level or hypothetical reference decoder (HRD) parameters.
The computer-executable program code portions of one
embodiment may also include program code 1nstructions for
iserting a first scalability layer identifier value in a first
clementary unit including data from a first of two or more
scalability layers. The computer-executable program code
portions of one embodiment may also include program code
instructions for causing the first of the two or more scalability
layers to be signaled with the first and second set of syntax
clements 1n a first parameter set elementary unit such that the
first parameter set elementary unit 1s readable by a decoder to
determine the values of the first and second set of syntax
clements without decoding a scalability layer of the scalable
data stream. The computer-executable program code portions
of one embodiment may also include program code 1nstruc-
tions for inserting a first scalability layer identifier value in the
first parameter set elementary unit and inserting a second
scalability layer identifier value 1n the second elementary unit
including data from a first of two or more scalability layers.
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The computer-executable program code portions ol one
embodiment may also include program code instructions for
the second of the two or more scalability layers to be signaled
with the first and second set of syntax elements 1n a second
parameter set elementary units such that the second param-
cter set elementary unit 1s readable by a decoder to determine
the coding property without decoding the scalability layer of
the data stream. The computer-executable program code por-
tions of one embodiment may also include program code
instructions for mnserting the second scalability layer 1dent-
fier value 1n the second parameter set elementary unit.

In this embodiment, the values of the first set of syntax
clements in the first parameter set elementary unit are valid in
an mstance in which the first elementary unit is processed and
the second elementary unit 1s 1ignored or removed. Addition-
ally, the values of the second set of syntax elements 1n the first
parameter set elementary unit may be valid 1n an instance in
which the first elementary unit 1s processed and the second
clementary unit 1s removed. The values of the first set of
syntax elements 1n the second parameter set elementary unit
may be valid 1 an 1nstance 1n which the second elementary
unit 1s processed and the values of the second set of syntax
clements in the second parameter set elementary unit may be
valid 1n an imstance in which the second elementary unit 1s
ignored or processed.

In yet another embodiment, an apparatus 1s provided that
includes means for producing two or more scalability layers
of a scalable data stream. Each of the two or more scalability
layers may have a different coding property, 1s associated
with a scalability layer identifier and 1s characterized by a first
set of syntax elements that includes at least a profile and a
second set of syntax elements that includes at least one of a
level or hypothetical reterence decoder (HRD) parameters.
The apparatus of this embodiment also includes means for
iserting a first scalability layer identifier value in a first
clementary unit including data from a first of two or more
scalability layers. The apparatus may also include means for
causing the first of the two or more scalability layers to be
signaled with the first and second set of syntax elements 1n a
first parameter set elementary unit such that the first param-
cter set elementary unit 1s readable by a decoder to determine
the values of the first and second set of syntax elements
without decoding a scalability layer of the scalable data
stream. The apparatus of this embodiment also includes
means for mserting a first scalability layer identifier value in
the first parameter set elementary unit and means for inserting,
a second scalability layer identifier value in the second
clementary unit including data from a first of two or more
scalability layers. The apparatus of this embodiment also
includes means for causing the second of the two or more
scalability layers to be signaled with the first and second set of
syntax elements in a second parameter set elementary units
such that the second parameter set elementary unitis readable
by a decoder to determine the coding property without decod-
ing the scalability layer of the data stream. The apparatus may
also 1nclude means for inserting the second scalability layer
identifier value 1n the second parameter set elementary unit.

In this embodiment, the values of the first set of syntax
clements 1n the first parameter set elementary unit are valid in
an istance in which the first elementary unit 1s processed and
the second elementary unit 1s ignored or removed. Addition-
ally, the values of the second set of syntax elements 1n the first
parameter set elementary unit may be valid 1n an instance in
which the first elementary unit 1s processed and the second
clementary unit 1s removed. The values of the first set of
syntax elements 1n the second parameter set elementary unit
may be valid 1 an mnstance 1n which the second elementary
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unit 1s processed and the values of the second set of syntax
clements 1n the second parameter set elementary unit may be
valid 1n an istance in which the second elementary unit 1s
1gnored or processed.

In one embodiment, a method 1s provided that includes
receiving a first scalable data stream including scalability
layers having different coding properties. Each of the two or
more scalability layers 1s associated with a scalability layer
identifier and 1s characterized by a first of syntax elements
comprising at least a profile and a second set of syntax ele-
ments icluding at least one of a level or Hypothetical Ret-
erence Decoder (HRD) parameters. A first scalability layer
identifier value may reside 1n a first elementary unit including
data from the first of two or more scalability layers. A firstand
second set of syntax elements may be signaled 1n a first
parameter set elementary unit for the first of the two or more
scalability layers such that a first parameter set 1s readable by
a decoder to determine the values of the first and second set of
syntax elements without decoding a scalability layer of the
scalable data stream. The first scalability layer identifier value
may reside in the first parameter set elementary unit. A second
scalability layer identifier value may reside i a second
clementary unit including data from a second of two or more
scalability layers. The first and second set of syntax elements
may be signaled 1n a second parameter set elementary unit for
the second of the two or more scalability layers such that a
second parameter set 1s readable by the decoder to determine
the coding property without decoding the scalability layer of
the scalable data stream. The second scalability layer identi-
fier value may reside 1n the second parameter set elementary
unit. The method of this embodiment may also include
removing, with a processor, from the first scalable data stream
the second elementary unit and the second parameter set
clementary unmit on the basis of the second elementary unit and
the second parameter set elementary unit including the sec-
ond scalability layer identifier value.

In another embodiment, an apparatus 1s provided that
includes at least one processor and at least one memory
including computer program code with the memory and the
computer program code configured to, with the at least one
processor, cause the apparatus to recerve a first scalable data
stream 1ncluding scalability layers having different coding
properties. Each of the two or more scalability layers 1s asso-
ciated with a scalability layer identifier and 1s characterized
by a first of syntax elements comprising at least a profile and
a second set of syntax elements including at least one of a
level or Hypothetical Reference Decoder (HRD) parameters.
A first scalability layer identifier value may reside 1n a first
clementary unit including data from the first of two or more
scalability layers. A first and second set of syntax elements
may be signaled in a first parameter set elementary unit for the
first of the two or more scalability layers such that a first
parameter set 1s readable by a decoder to determine the values
of the first and second set of syntax elements without decod-
ing a scalability layer of the scalable data stream. The first
scalability layer identifier value may reside in the first param-
cter set elementary unit. A second scalability layer identifier
value may reside 1n a second elementary unit including data
from a second of two or more scalability layers. The first and
second set of syntax elements may be signaled 1n a second
parameter set elementary unit for the second of the two or
more scalability layers such that a second parameter set 1s
readable by the decoder to determine the coding property
without decoding the scalability layer of the scalable data
stream. The second scalability layer identifier value may
reside 1n the second parameter set elementary unit. The appa-
ratus of this embodiment may also include the memory and
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the computer program code configured to, with the at least
one processor, cause the apparatus to remove from the first
scalable data stream the second elementary unit and the sec-
ond parameter set elementary unit on the basis of the second
clementary unit and the second parameter set elementary unit
including the second scalability layer 1identifier value.

In a further embodiment, a computer program product 1s
provided that includes at least one non-transitory computer-
readable storage medium having computer-executable pro-
gram code portions stored therein with the computer-execut-
able program code portions 1including program code
instructions for receiving a first scalable data stream includ-
ing scalability layers having different coding properties. Each
of the two or more scalability layers 1s associated with a
scalability layer identifier and 1s characterized by a first of
syntax elements comprising at least a profile and a second set
of syntax elements including at least one of a level or Hypo-
thetical Reference Decoder (HRD) parameters. A {first scal-
ability layer identifier value may reside 1n a first elementary
unit including data from the first of two or more scalability
layers. A first and second set of syntax elements may be
signaled 1n a first parameter set elementary unit for the first of
the two or more scalability layers such that a first parameter
set 1s readable by a decoder to determine the values of the first
and second set of syntax elements without decoding a scal-
ability layer of the scalable data stream. The first scalability
layer 1dentifier value may reside in the first parameter set
clementary unit. A second scalability layer identifier value
may reside in a second elementary unit including data from a
second of two or more scalability layers. The first and second
set of syntax elements may be signaled 1n a second parameter
set elementary unit for the second of the two or more scal-
ability layers such that a second parameter set 1s readable by
the decoder to determine the coding property without decod-
ing the scalability layer of the scalable data stream. The
second scalability layer i1dentifier value may reside in the
second parameter set elementary unit. The computer-execut-
able program code portions of this embodiment may also
include program code instructions for removing from the first
scalable data stream the second elementary unit and the sec-
ond parameter set elementary unit on the basis of the second
clementary unit and the second parameter set elementary unit
including the second scalability layer identifier value.

In yet another embodiment, an apparatus 1s provided that
includes means for receiving a first scalable data stream
including scalability layers having different coding proper-
ties. Each of the two or more scalability layers 1s associated
with a scalability layer identifier and 1s characterized by a first
of syntax elements comprising at least a profile and a second
set of syntax elements including at least one of a level or
Hypothetical Reference Decoder (HRD) parameters. A {first
scalability layer identifier value may reside 1n a first elemen-
tary unit including data from the first of two or more scalabil-
ity layers. A first and second set of syntax elements may be
signaled 1n a first parameter set elementary unit for the first of
the two or more scalability layers such that a first parameter
set 1s readable by a decoder to determine the values of the first
and second set of syntax elements without decoding a scal-
ability layer of the scalable data stream. The first scalability
layer 1dentifier value may reside in the first parameter set
clementary unit. A second scalability layer identifier value
may reside 1n a second elementary unmit including data from a
second of two or more scalability layers. The first and second
set of syntax elements may be signaled 1n a second parameter
set elementary unit for the second of the two or more scal-
ability layers such that a second parameter set 1s readable by
the decoder to determine the coding property without decod-
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ing the scalability layer of the scalable data stream. The
second scalability layer i1dentifier value may reside in the
second parameter set elementary umit. The apparatus of this
embodiment may also include means for removing from the
first scalable data stream the second elementary unit and the
second parameter set elementary unit on the basis of the
second elementary umit and the second parameter set elemen-
tary unit including the second scalability layer identifier
value.

In one embodiment, a method 1s provided that includes
receiving a first scalable data stream including scalability
layers having different coding properties. Each of the two or
more scalability layers 1s associated with a scalability layer
identifier and 1s characterized by a coding property. A first
scalability layer identifier value may reside 1n a first elemen-
tary unit including data from a first of two or more scalability
layers. The first of the two or more scalability layers with
decoding properties are signals 1n a first parameter set
clementary unit such that the coding property is readable by a
decoder to determine the coding property without decoding a
scalability layer of a scalable data stream. The first scalability
layer 1dentifier value may reside in the first parameter set
clementary unit. A second scalability layer identifier value
may reside 1n a second elementary unit including data from a
second of two or more scalability layers. The first and second
sets of syntax elements may be signaled in a second parameter
set elementary unit for the second of the two or more scal-
ability layers such that a first parameter set 1s readable by a
decoder to determine the values of first and second sets of
syntax elements without decoding the scalability layer of the
scalable data stream. The second scalability layer identifier
value may reside in the second parameter set elementary unit.
The method of this embodiment may also receive a set of
scalability layer identifier values indicating scalability layers
to be decoded and may remove from the recerved first scalable
data stream, with the processor, the second elementary unit
and the second parameter set elementary unit on the basis of
the second elementary unit and the second parameter set
clementary unit including the second scalability layer identi-
fier value not being among the set of scalability layer 1denti-
fier values.

In another embodiment, an apparatus 1s provided that
includes at least one processor and at least one memory
including computer program code with the memory and com-
puter program code configured to, with the at least one pro-
cessor, cause the apparatus to receive a first scalable data
stream 1ncluding scalability layers having different coding
properties. Each of the two or more scalability layers 1s asso-
ciated with a scalability layer identifier and 1s characterized
by a coding property. A first scalability layer identifier value
may reside 1n a first elementary unit including data from a first
of two or more scalability layers. The first of the two or more
scalability layers with decoding properties are signals 1n a
first parameter set elementary unit such that the coding prop-
erty 1s readable by a decoder to determine the coding property
without decoding a scalability layer of a scalable data stream.
The first scalability layer identifier value may reside in the
first parameter set elementary unit. A second scalability layer
identifier value may reside in a second elementary unit
including data from a second of two or more scalability lay-
ers. The first and second sets of syntax elements may be
signaled 1n a second parameter set elementary unit for the
second of the two or more scalability layers such that a first
parameter set 1s readable by a decoder to determine the values
of first and second sets of syntax elements without decoding
the scalability layer of the scalable data stream. The second
scalability layer identifier value may reside in the second
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parameter set elementary unit. The memory and computer
program code may also be configured to, with the at least one
processor, cause the apparatus to receive a set of scalability
layer identifier values indicating scalability layers to be
decoded and to remove from the recerved first scalable data
stream the second elementary unit and the second parameter
set elementary unit on the basis of the second elementary unit
and the second parameter set elementary unit including the
second scalability layer 1dentifier value not being among the
set of scalability layer 1identifier values.

In a further embodiment, a computer program product 1s
provided that includes at least one non-transitory computer-
readable storage medium having computer-executable pro-
gram code portions stored therein with the computer-execut-
able program code portions including program code
instructions for receiving a first scalable data stream 1nclud-
ing scalability layers having different coding properties. Each
of the two or more scalability layers i1s associated with a
scalability layer identifier and 1s characterized by a coding
property. A first scalability layer identifier value may reside in
a first elementary unit including data from a first of two or
more scalability layers. The first ol the two or more scalability
layers with decoding properties are signals 1n a first parameter
set elementary unit such that the coding property 1s readable
by a decoder to determine the coding property without decod-
ing a scalability layer of a scalable data stream. The first
scalability layer identifier value may reside in the first param-
cter set elementary unit. A second scalability layer identifier
value may reside 1n a second elementary unit including data
from a second of two or more scalability layers. The first and
second sets of syntax elements may be signaled 1n a second
parameter set elementary unit for the second of the two or
more scalability layers such that a first parameter set 1s read-
able by a decoder to determine the values of first and second
sets of syntax elements without decoding the scalability layer
of the scalable data stream. The second scalability layer 1den-
tifier value may reside 1n the second parameter set elementary
unit. The computer-executable program code portions may
also 1nclude program code instructions for receiving a set of
scalability layer identifier values indicating scalability layers
to be decoded and program code instructions for removing
from the received first scalable data stream the second
clementary unit and the second parameter set elementary unit
on the basis of the second elementary umt and the second
parameter set elementary unit including the second scalabil-
ity layer identifier value not being among the set of scalability
layer identifier values.

In yet another embodiment, an apparatus 1s provided that
includes means for receiving a first scalable data stream
including scalability layers having different coding proper-
ties. Each of the two or more scalability layers 1s associated
with a scalability layer identifier and 1s characterized by a
coding property. A first scalability layer identifier value may
reside 1n a first elementary unit including data from a first of
two or more scalability layers. The first of the two or more
scalability layers with decoding properties are signals 1n a
first parameter set elementary unit such that the coding prop-
erty 1s readable by a decoder to determine the coding property
without decoding a scalability layer of a scalable data stream.
The first scalability layer identifier value may reside 1n the
first parameter set elementary unit. A second scalability layer
identifier value may reside in a second eclementary unit
including data from a second of two or more scalability lay-
ers. The first and second sets of syntax elements may be
signaled 1n a second parameter set elementary unit for the
second of the two or more scalability layers such that a first
parameter set 1s readable by a decoder to determine the values
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of first and second sets of syntax elements without decoding
the scalability layer of the scalable data stream. The second
scalability layer identifier value may reside in the second
parameter set elementary unit. The apparatus may also
include means for receiving a set of scalability layer identifier
values mdicating scalability layers to be decoded and means
for removing from the recerved first scalable data stream the
second elementary unit and the second parameter set elemen-
tary unmt on the basis of the second elementary unit and the
second parameter set elementary unit including the second

scalability layer 1dentifier value not being among the set of
scalability layer identifier values.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of example embodi-
ments of the present invention, reference 1s now made to the
following descriptions taken in connection with the accom-
panying drawings in which:

FIG. 1 shows schematically an electronic device employ-
ing some embodiments of the invention;

FIG. 2 shows schematically a user equipment suitable for
employing some embodiments of the mnvention;

FIG. 3 further shows schematically electronic devices
employing embodiments of the mvention connected using
wireless and wired network connections;

FI1G. 4a shows schematically an embodiment of the mnven-
tion as incorporated within an encoder;

FIG. 4b shows schematically an embodiment of an inter
predictor according to some embodiments of the invention;

FIG. 5 shows a simplified model of a DIBR-based 3DV
system;

FIG. 6 shows a simplified 2D model of a stereoscopic
camera setup,

FI1G. 7 shows an example of definition and coding order of
access units;

FIG. 8 shows a high level flow chart of an embodiment of
an encoder capable of encoding texture views and depth
VIEWS;

FI1G. 9 shows a high level flow chart of an embodiment of
a decoder capable of decoding texture views and depth views;
and

FIGS. 10-12 are flow charts illustrating operations per-
formed 1n accordance with an example embodiment of the
present invention.

DETAILED DESCRIPTION OF SOME EXAMPLE
EMBODIMENTS

Some embodiments of the present invention will now be
described more fully herematter with reference to the accom-
panying drawings, in which some, but not all embodiments of
the invention are shown. Indeed, various embodiments of the
invention may be embodied 1n many different forms and
should not be construed as limited to the embodiments set
forth herein; rather, these embodiments are provided so that
this disclosure will satisfy applicable legal requirements.
Like reference numerals refer to like elements throughout. As
used herein, the terms “data,” “content,” “information” and
similar terms may be used interchangeably to refer to data
capable of being transmitted, received and/or stored 1n accor-
dance with embodiments of the present invention. Thus, use
of any such terms should not be taken to limait the spirit and
scope of embodiments of the present invention.

Additionally, as used herein, the term ‘circuitry’ refers to
(a) hardware-only circuit implementations (e.g., implemen-
tations 1n analog circuitry and/or digital circuitry); (b) com-
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binations of circuits and computer program product(s) com-
prising software and/or firmware instructions stored on one or
more computer readable memories that work together to
cause an apparatus to perform one or more Iunctions
described herein; and (c) circuits, such as, for example, a
microprocessor(s) or a portion of a microprocessor(s), that
require soltware or firmware for operation even if the soft-
ware or firmware 1s not physically present. This definition of
‘circuitry’ applies to all uses of this term herein, including in
any claims. As a further example, as used herein, the term
‘circuitry’ also includes an implementation comprising one or
more processors and/or portion(s ) thereof and accompanying
soltware and/or firmware. As another example, the term ‘cir-
cuitry’ as used herein also includes, for example, a baseband
integrated circuit or applications processor integrated circuit
for a mobile phone or a similar integrated circuit 1n a server,
a cellular network device, other network device, and/or other
computing device.

As defined herein, a “computer-readable storage medium,”
which refers to a non-transitory, physical storage medium
(e.g., volatile or non-volatile memory device), can be differ-
entiated from a “computer-readable transmission medium,”
which refers to an electromagnetic signal.

In the following, several embodiments of the invention will
be described in the context of one video coding arrangement.
It 1s to be noted, however, that the invention 1s not limited to
this particular arrangement. In fact, the different embodi-
ments have applications widely 1n any environment where
improvement of reference picture handling 1s required. For
example, the mvention may be applicable to video coding
systems like streaming systems, DVD players, digital televi-
s10n recervers, personal video recorders, systems and com-
puter programs on personal computers, handheld computers
and communication devices, as well as network elements
such as transcoders and cloud computing arrangements
where video data 1s handled.

The H.264/AVC standard was developed by the Joint Video
Team (JVT) of the Video Coding Experts Group (VCEG) of
the Telecommunications Standardization Sector of Interna-
tional Telecommunication Union (ITU-T) and the Moving
Picture Experts Group (MPEG) of International Organisation
for Standardization (ISO)/International Electrotechnical
Commission (IEC). The H.264/AVC standard 1s published by
both parent standardization organizations, and 1t 1s referred to
as ITU-T Recommendation H.264 and ISO/IEC International
Standard 14496-10, also known as MPEG-4 Part 10
Advanced Video Coding (AVC). There have been multiple
versions of the H.264/AVC standard, each integrating new
extensions or features to the specification. These extensions

include Scalable Video Coding (SVC) and Multiview Video
Coding (MVC).

There 1s a currently ongoing standardization project of
High Efficiency Video Coding (HEVC) by the Joint Collabo-
rative Team-Video Coding (JCT-VC) of VCEG and MPEG.

Some key definitions, bitstream and coding structures, and
concepts of H.264/AVC and HEVC are described i this
section as an example of a video encoder, decoder, encoding
method, decoding method, and a bitstream structure, wherein
the embodiments may be implemented. Some of the key
definitions, bitstream and coding structures, and concepts of
H.264/AVC are the same as in a draft HEVC standard—
hence, they are described below jointly. The aspects of the
invention are not limited to H.264/AVC or HEVC, but rather
the description 1s given for one possible basis on top of which
the invention may be partly or fully realized.

Similarly to many earlier video coding standards, the bit-
stream syntax and semantics as well as the decoding process
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for error-ifree bitstreams are specified i H.264/AVC and
HEVC. The encoding process 1s not specified, but encoders
must generate conforming bitstreams. Bitstream and decoder
conformance can be verified with the Hypothetical Reference
Decoder (HRD). The standards contain coding tools that help
in coping with transmission errors and losses, but the use of
the tools 1 encoding 1s optional and no decoding process has
been specified for erroneous bitstreams.

Common notation for arithmetic operators, logical opera-
tors, relational operators, bit-wise operators, assignment
operators, and range notation e.g. as specified in H.264/AVC
or a draft HEVC may be used. Furthermore, common math-
ematical functions e.g. as specified in H.264/AVC or a draft
HEVC may be used and a common order of precedence and
execution order (from left to right or from right to left) of
operators e.g. as specified in H.264/AVC or a drait HEVC
may be used.

In the description of existing standards as well as 1n the
description of example embodiments, a syntax element may
be defined as an element of data represented in the bitstream.
A syntax structure may be defined as zero or more syntax
clements present together 1n the bitstream 1n a specified order.
The following descriptors may be used to specily the parsing
process ol each syntax element.

b(8): byte having any pattern of bit string (8 bits).

se(v): signed imteger Exp-Golomb-coded syntax element
with the left bit first.

u(n): unsigned mteger using n bits. When n 1s “v” 1n the
syntax table, the number of bits varies 1 a manner
dependent on the value of other syntax elements. The
parsing process for this descriptor 1s specified by n next
bits from the bitstream interpreted as a binary represen-
tation of an unsigned integer with the most significant bit
written first.

ue(v): unsigned integer Exp-Golomb-coded syntax ele-
ment with the left bit first.

An Exp-Golomb bit string may be converted to a code

number (codeNum) for example using the following table:

Bit string codeNum
1 0
010 1
011 2
00100 3
00101 4
00110 5
00111 6
0001000 7
0001001 8
0001010 9

A code number corresponding to an Exp-Golomb bit string

may be converted to se(v) for example using the following
table:

codeNum syntax element value
0 0
1 1
2 —1
3 2
4 -2
5 3
6 -3
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Syntax structures, semantics of syntax elements, and
decoding process may be specified as follows. Syntax ele-
ments 1n the bitstream are represented 1n bold type. Each
syntax element 1s described by its name (all lower case letters
with underscore characters), optionally its one or two syntax
categories, and one or two descriptors for 1ts method of coded
representation. The decoding process behaves according to
the value of the syntax element and to the values of previously
decoded syntax elements. When a value of a syntax element is
used 1n the syntax tables or the text, 1t appears in regular (1.¢.,
not bold) type. In some cases the syntax tables may use the
values of other varniables derived from syntax elements val-
ues. Such variables appear 1n the syntax tables, or text, named
by a mixture of lower case and upper case letter and without
any underscore characters. Varnables starting with an upper
case letter are derived for the decoding of the current syntax
structure and all depending syntax structures. Variables start-
ing with an upper case letter may be used in the decoding
process for later syntax structures without mentioning the
originating syntax structure of the variable. Variables starting
with a lower case letter are only used within the context in
which they are derived. In some cases, “mnemonic” names
for syntax element values or variable values are used inter-
changeably with their numerical values. Sometimes “mne-
monic” names are used without any associated numerical
values. The association of values and names 1s specified in the
text. The names are constructed from one or more groups of
letters separated by an underscore character. Each group
starts with an upper case letter and may contain more upper
case letters.

A syntax structure may be specified using the following. A
group of statements enclosed 1n curly brackets 1s a compound
statement and 1s treated functionally as a single statement. A
“while” structure specifies a test of whether a condition 1s
true, and if true, specifies evaluation of a statement (or com-
pound statement) repeatedly until the condition 1s no longer
true. A “do . . . while” structure specifies evaluation of a
statement once, followed by a test of whether a condition 1s
true, and if true, specifies repeated evaluation of the statement
until the condition 1s no longer true. An “1if . . . else” structure
speciflies a test of whether a condition 1s true, and 1if the
condition 1s true, specifies evaluation of a primary statement,
otherwise, specifies evaluation of an alternative statement.
The “else” part of the structure and the associated alternative
statement 1s omitted 11 no alternative statement evaluation 1s
needed. A “for” structure specifies evaluation of an initial
statement, followed by a test of a condition, and if the condi-
tion 1s true, specifies repeated evaluation of a primary state-
ment followed by a subsequent statement until the condition
1s no longer true.

A profile may be defined as a subset of the entire bitstream
syntax that 1s specified by a decoding/coding standard or
specification. Within the bounds imposed by the syntax of a
given profile 1t 1s still possible to require a very large varation
in the performance of encoders and decoders depending upon
the values taken by syntax elements 1n the bitstream such as
the specified size of the decoded pictures. In many applica-
tions, 1t might be neither practical nor economic to implement
a decoder capable of dealing with all hypothetical uses of the
syntax within a particular profile. In order to deal with this
issues, levels may be used. A level may be defined as a
specified set of constraints imposed on values of the syntax
clements 1n the bitstream and variables specified in a decod-
ing/coding standard or specification. These constraints may
be simple limits on values. Alternatively or 1n addition, they
may take the form of constraints on arithmetic combinations
of values (e.g., picture width multiplied by picture height
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multiplied by number of pictures decoded per second). Other
means for specitying constraints for levels may also be used.
Some of the constraints specified in a level may for example
relate to the maximum picture size, maximum bitrate and
maximum data rate 1n terms of coding units, such as macrob-
locks, per a time period, such as a second. The same set of
levels may be defined for all profiles. It may be preferable for
example to 1ncrease interoperability of terminals implement-
ing different profiles that most or all aspects of the definition
of each level may be common across different profiles.

The elementary unit for the mput to an H.264/AVC or
HEVC encoder and the output of an H.264/AVC or HEVC
decoder, respectively, 1s a picture. In H.264/AVC and HEVC,
a picture may either be a frame or a field. A frame comprises
a matrix ol luma samples and corresponding chroma samples.
A field 1s a set of alternate sample rows of a frame and may be
used as encoder mput, when the source signal 1s 1nterlaced.
Chroma pictures may be subsampled when compared to luma
pictures. For example, in the 4:2:0 sampling pattern the spa-
tial resolution of chroma pictures 1s half of that of the luma

picture along both coordinate axes.

In H.264/AVC, a macroblock 1s a 16x16 block of luma
samples and the corresponding blocks of chroma samples.
For example, in the 4:2:0 sampling pattern, a macroblock
contains one 8x8 block of chroma samples per each chroma
component. In H.264/AVC, a picture 1s partitioned to one or
more slice groups, and a slice group contains one or more
slices. In H.264/ AV C, a slice consists of an integer number of
macroblocks ordered consecutively 1n the raster scan within a
particular slice group.

In a draft HEVC standard, video pictures are divided 1nto
coding units (CU) covering the area of the picture. A CU
consists of one or more prediction units (PU) defimng the
prediction process for the samples within the CU and one or
more transform units (1TU) defining the prediction error cod-
ing process for the samples in the CU. Typically, a CU con-
s1sts of a square block of samples with a size selectable from
a predefined set of possible CU sizes. A CU with the maxi-
mum allowed size 1s typically named as LCU (largest coding,
unit) or a coding tree unit (CTU) and the video picture 1s
divided 1nto non-overlapping LCUs. An LCU can be further
split into a combination of smaller CUs, e.g. by recursively
splitting the LCU and resultant CUs. Each resulting CU typi-

ly has at least one PU and at least one TU associated with

cal
it. Each PU and TU can further be split into smaller PUs and
TUs 1n order to increase granularity of the prediction and
prediction error coding processes, respectively. The PU split-
ting can be realized by splitting the CU 1into four equal size
square PUs or splitting the CU 1nto two rectangle PUs verti-
cally or horizontally 1n a symmetric or asymmetric way. The
division of the image mto CUs, and division of CUs into PUs
and TUs 1s typically signalled 1n the bitstream allowing the
decoder to reproduce the intended structure of these units.

In a draft HEVC standard, a picture can be partitioned in
tiles, which are rectangular and contain an integer number of
L.CUs. In a drait HEVC standard, the partitioning to tiles
forms a regular grid, where heights and widths of tiles differ
from each other by one LCU at the maximum. In a draft
HEVC, a slice consists of an integer number of CUs. The CUs
are scanned 1n the raster scan order of LCUSs within tiles or
within a picture, if tiles are not 1n use. Within an LCU, the
CUs have a specific scan order.

In a Working Draft (WD) 5 of HEVC, some key definitions
and concepts for picture partitioming are defined as follows. A
partitioning 1s defined as the division of a set into subsets such
that each element of the set 1s 1n exactly one of the subsets.
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A basic coding unit in a HEVC WD?3 1s a treeblock. A
treeblock 1s an NxN block of luma samples and two corre-
sponding blocks of chroma samples of a picture that has three
sample arrays, or an NxN block of samples of a monochrome
picture or a picture that 1s coded using three separate colour
planes. A treeblock may be partitioned for different coding
and decoding processes. A treeblock partition 1s a block of
luma samples and two corresponding blocks of chroma
samples resulting from a partitioning of a treeblock for a
picture that has three sample arrays or a block of luma
samples resulting from a partitioning of a treeblock for a
monochrome picture or a picture that 1s coded using three
separate colour planes. Each treeblock 1s assigned a partition
signalling to 1dentify the block sizes for intra or inter predic-
tion and for transform coding. The partitioning 1s a recursive
quadtree partitioning. The root of the quadtree 1s associated
with the treeblock. The quadtree 1s split until a leaf 1s reached,
which s referred to as the coding node. The coding node 1s the
root node of two trees, the prediction tree and the transform
tree. The prediction tree specifies the position and size of
prediction blocks. The prediction tree and associated predic-
tion data are referred to as a prediction unit. The transform
tree specifies the position and size of transform blocks. The
transform tree and associated transform data are referred to as
a transform unit. The splitting information for luma and
chroma 1s 1dentical for the prediction tree and may or may not
be 1dentical for the transform tree. The coding node and the
associated prediction and transform umts form together a
coding unit.

Ina HEVC WD)5, pictures are divided into slices and tiles.
A slice may be a sequence of treeblocks but (when referring
to a so-called fine granular slice) may also have its boundary
within a treeblock at a location where a transform unit and
prediction unit coincide. Treeblocks within a slice are coded
and decoded 1n a raster scan order. For the primary coded
picture, the division of each picture 1nto slices 1s a partition-
ng.

Ina HEVC WD)5, a tile 1s defined as an integer number of
treeblocks co-occurring 1n one column and one row, ordered
consecutively 1in the raster scan within the tile. For the pri-
mary coded picture, the division of each picture into tiles 1s a
partitioning. Tiles are ordered consecutively 1n the raster scan
within the picture. Although a slice contains treeblocks that
are consecutive in the raster scan within a tile, these tree-
blocks are not necessarily consecutive in the raster scan
within the picture. Slices and tiles need not contain the same
sequence of treeblocks. A tile may comprise treeblocks con-

tained 1n more than one slice. Similarly, a slice may comprise
treeblocks contained 1n several tiles.

In H.264/AVC and HEVC, 1n-picture prediction may be
disabled across slice boundaries. Thus, slices can be regarded
as a way to split a coded picture into independently decodable
pieces, and slices are therefore often regarded as elementary
units for transmission. In many cases, encoders may indicate
in the bitstream which types of in-picture prediction are
turned off across slice boundaries, and the decoder operation
takes this information 1nto account for example when con-
cluding which prediction sources are available. For example,
samples from a neighboring macroblock or CU may be
regarded as unavailable for intra prediction, if the neighbor-
ing macroblock or CU resides 1n a different slice.

The elementary unit for the output of an H.264/AVC or
HEVC encoder and the input of an H.264/AVC or HEVC
decoder, respectively, 1s a Network Abstraction Layer (NAL)
unit. For transport over packet-oriented networks or storage
into structured files, NAL units may be encapsulated into
packets or similar structures. A bytestream format has been
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specified 1n H.264/AVC and HEVC for transmission or stor-
age environments that do not provide framing structures. The
bytestream format separates NAL units from each other by
attaching a start code 1n front of each NAL unit. To avoid false
detection of NAL unit boundaries, encoders run a byte-ori-
ented start code emulation prevention algorithm, which adds
an emulation prevention byte to the NAL unit payload if a
start code would have occurred otherwise. In order to enable
straightforward gateway operation between packet- and
stream-oriented systems, start code emulation prevention
may always be performed regardless of whether the
bytestream format 1s 1n use or not. A NAL unit may be defined
as a syntax structure containing an indication of the type of
data to follow and bytes containing that data in the form of an
RBSP interspersed as necessary with emulation prevention

bytes. A raw byte sequence payload (RBSP) may be defined
as a syntax structure contaiming an integer number of bytes
that 1s encapsulated 1n a NAL unit. An RBSP is either empty
or has the form of a string of data bits containing syntax
clements followed by an RB SP stop bit and followed by zero
or more subsequent bits equal to 0.

INAL units consist of a header and payload. In H.264/AVC
and HEVC, the NAL unit header indicates the type of the
NAL unit and whether a coded slice contained in the NAL
unit 1s a part of a reference picture or a non-reference picture.

H.264/AVC NAL unit header includes a 2-bit nal ref 1dc
syntax element, which when equal to O indicates that a coded
slice contained 1n the NAL unit 1s a part of a non-reference
picture and when greater than O indicates that a coded slice
contained in the NAL unit 1s a part of a reference picture. A
dratt HEVC standard includes a 1-bit nal_ref1dc syntax ele-
ment, also known as nal_ret_flag, which when equal to O
indicates that a coded slice contained 1n the NAL unit 1s a part
ol a non-reference picture and when equal to 1 indicates that
a coded slice contained in the NAL unit 1s a part of a reference
picture. The header for SVC and MVC NAL units may addi-
tionally contain various indications related to the scalability
and multiview hierarchy.

In a draft HEVC standard, a two-byte NAL umt header 1s
used for all specified NAL unit types. The first byte of the
NAL unit header contains one reserved bit, a one-bit indica-
tion nal_ref_flag primarily indicating whether the picture
carried 1n this access unit 1s a reference picture or a non-
reference picture, and a six-bit NAL unit type indication. The
second byte of the NAL unit header includes a three-bit
temporal_id indication for temporal level and a five-bit
reserved field (called reserved_one__ 5 bits) required to have a
value equal to 1 1n a draft HEVC standard. The temporal_id
syntax element may be regarded as a temporal 1dentifier for
the NAL unait.

In a draft HEVC standard, the NAL unit syntax 1s specified
as follows:

nal _unit{ NumBytesInNALunit ) { Descriptor
forbidden_ zero_ bit f(1)
nal ref flag u(l)
nal__unit_ type u(6)
temporal_ 1d u(3)
reserved__one_ Sbits u(s)
NumBytesInRBSP = 0
for( i = 2; i < NumBytesInNALunit; i++ ) {
1f( 1+ 2 < NumBytesInNALunit && next_ bits( 24 ) = =
0x000003 ) {
rbsp__byte][ NumBytesInRBSP++ | b(¥)
rbsp_ byte[ NumBytesInRBSP++ | b(&)

1 +=2

10

15

20

25

30

35

40

45

50

55

60

65

16

-continued

nal_unit{ NumBytesInNALunit ) { Descriptor

emulation_ prevention_ three_ byte /* equal to 0x03 */ {{(8)

}else
rbsp__byte[ NumBytesInRBSP++ |
!

h

b(8)

The five-bit reserved field 1s expected to be used by exten-
sions such as a future scalable and 3D video extension. It 1s
expected that these five bits would carry information on the
scalability hierarchy, such as quality_id or similar, dependen-
cy_i1d or similar, any other type of layer identifier, view order
index or similar, view identifier, an identifier similar to pri-
ority_1d of SVC indicating a valid sub-bitstream extraction 1f
all NAL umts greater than a specific identifier value are
removed from the bitstream. Without loss of generality, in
some example embodiments a vanable Layerld 1s denived
from the value of reserved_one 5 bits, which may also be
referred to as layer_id_plusl, for example as follows:
Layerld=reserved_one 5 bits—1. reserved_one 5 bits may
represent a layer identifier 1n scalable extensions of HEVC,
for example using the following syntax:

nal unit{ NumBytesInNALunit ) { Descriptor
forbidden_ zero_ bit (1)
nal_ref flag u(l)
nal_unit_ type u(6)
temporal__1d u(3)
layer 1d_ plusl u(s)

NAL units can be categorized mto Video Coding Layer
(VCL) NAL units and non-VCL NAL units. VCL NAL units
are typically coded slice NAL umts. In H.264/AVC, coded
slice NAL units contain syntax elements representing one or
more coded macroblocks, each of which corresponds to a
block of samples in the uncompressed picture. In HEVC,
coded slice NAL units contain syntax elements representing
one or more CU. In H.264/AVC and HEVC a coded slice
NAL unit can be 1indicated to be a coded slice 1n an Instanta-
neous Decoding Refresh (IDR) picture or coded slice i a
non-IDR picture. In HEVC, a coded slice NAL unit can be
indicated to be a coded slice 1 a Clean Decoding Refresh
(CDR) picture (which may also be referred to as a Clean
Random Access picture or a CRA picture).

A non-VCL NAL unit may be for example one of the
following types: a sequence parameter set, a picture param-
cter set, a supplemental enhancement information (SEI) NAL
unit, an access unit delimiter, an end of sequence NAL unit, an
end of stream NAL unit, or a filler data NAL unit. Parameter
sets may be needed for the reconstruction of decoded pic-
tures, whereas many of the other non-VCL NAL units are not
necessary for the reconstruction of decoded sample values.

Parameters that remain unchanged through a coded video
sequence may be included 1n a sequence parameter set. In
addition to the parameters that may be needed by the decod-
ing process, the sequence parameter set may optionally con-
tamn video usability information (VUI), which includes
parameters that may be important for buifering, picture out-
put timing, rendering, and resource reservation. There are
three NAL units specified in H.264/AVC to carry sequence
parameter sets: the sequence parameter set NAL unit contain-
ing all the data for H.264/AVC VCL NAL units in the

sequence, the sequence parameter set extension NAL unit




US 9,270,989 B2

17

containing the data for auxiliary coded pictures, and the sub-
set sequence parameter set for MVC and SVC VCL NAL
units. In a draft HEVC standard a sequence parameter set
RBSP includes parameters that can be referred to by one or
more picture parameter set RBSPs or one or more SEI NAL
units containing a butlering period SEI message. A picture
parameter set contains such parameters that are likely to be
unchanged in several coded pictures. A picture parameter set
RBSP may include parameters that can be referred to by the
coded slice NAL units of one or more coded pictures.

Inadrait HEVC, there1s also a third type of parameter sets,
here referred to as an Adaptation Parameter Set (APS), which
includes parameters that are likely to be unchanged 1n several
coded slices but may change for example for each picture or
cach few pictures. In a draft HEVC, the APS syntax structure
includes parameters or syntax elements related to quantiza-
tion matrices (QM), adaptive sample offset (SAO), adaptive
loop filtering (ALF), and deblocking filtering. In a draft
HEVC, an APS 1s a NAL unit and coded without reference or
prediction from any other NAL unit. An identifier, referred to
as aps_1d syntax element, 1s included in APS NAL unit, and
included and used 1n the slice header to refer to a particular
APS. In another draft HEVC standard, an APS syntax struc-
ture only contains ALF parameters. In a drait HEVC stan-
dard, an adaptation parameter set RBSP includes parameters
that can be referred to by the coded slice NAL units of one or
more coded pictures when at least one of sample_adaptive_o-
fiset_enabled_flag or adaptive_loop_filter_enabled_flag are
equal to 1.

A draft HEVC standard also includes a fourth type of a
parameter set, called a video parameter set (VPS), which was
proposed for example 1n document JCTVC-HO388 (http://
phenix.int-evry.ir/jct/doc_end_user/documents/8_San
%20Jose/wgl 1/JCTVC-HO388-v4.z1p). A video parameter
set RBSP may include parameters that can be referred to by
one or more sequence parameter set RBSPs.

The relationship and hierarchy between VPS, SPS, and
PPS may be described as follows. VPS resides one level above
SPS 1n the parameter set hierarchy and in the context of
scalability and/or 3DV. VPS may include parameters that are
common for all slices across all (scalability or view) layers in
the entire coded video sequence. SPS includes the parameters
that are common for all slices 1n a particular (scalability or
view) layer 1n the entire coded video sequence, and may be
shared by multiple (scalability or view) layers. PPS includes
the parameters that are common for all slices 1n a particular
layer representation (the representation of one scalability or
view layer 1n one access unit) and are likely to be shared by all
slices 1n multiple layer representations.

VPS may provide mnformation about the dependency rela-
tionships of the layers in a bitstream, as well as many other
information that are applicable to all slices across all (scal-
ability or view) layers in the entire coded video sequence. In
a scalable extension of HEVC, VPS may for example include
a mapping of the Layerld value derived from the NAL unait
header to one or more scalability dimension values, for
example correspond to dependency_id, quality_id, view_id,
and depth_{flag for the layer defined similarly to SVC and
MVC. VPS may include profile and level information for one
or more layers as well as the profile and/or level for one or
more temporal sub-layers (consisting of VCL NAL units at

and below certain temporal_id values) of a layer representa-
tion.

H.264/AVC and HEVC syntax allows many instances of
parameter sets, and each 1nstance 1s 1dentified with a unique
identifier. In order to limit the memory usage needed for
parameter sets, the value range for parameter set identifiers
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has been limited. In H.264/AVC and a draft HEVC standard,
cach slice header includes the 1dentifier of the picture param-
cter set that 1s active for the decoding of the picture that
contains the slice, and each picture parameter set contains the
identifier of the active sequence parameter set. In a HEVC
standard, a slice header additionally contains an APS 1denti-
fier. Consequently, the transmission of picture and sequence
parameter sets does not have to be accurately synchronized
with the transmission of slices. Instead, 1t 1s sutficient that the

active sequence and picture parameter sets are recerved at any
moment before they are referenced, which allows transmis-
sion of parameter sets “out-of-band™ using a more reliable
transmission mechanism compared to the protocols used for
the slice data. For example, parameter sets can be included as
a parameter 1n the session description for Real-time Transport
Protocol (RTP) sessions. If parameter sets are transmitted
in-band, they can be repeated to improve error robustness.

A parameter sets may be activated by a reference from a
slice or from another active parameter set or 1n some cases
from another syntax structure such as a buifering period SEI
message. In the following, non-limiting examples of activa-
tion of parameter sets in a drait HEVC standard are given.

Each adaptation parameter set RBSP 1s imitially considered
not active at the start of the operation of the decoding process.
At most one adaptation parameter set RBSP 1s considered
active at any given moment during the operation of the decod-
ing process, and the activation of any particular adaptation
parameter set RBSP results 1n the deactivation of the previ-
ously-active adaptation parameter set RBSP (1f any).

When an adaptation parameter set RB SP (with a particular
value of aps_id) 1s not active and 1t 1s referred to by a coded
slice NAL unit (using that value of aps_id), 1t 1s activated.
This adaptation parameter set RBSP 1s called the active adap-
tation parameter set RBSP until it 1s deactivated by the acti-
vation of another adaptation parameter set RBSP. An adapta-
tion parameter set RBSP, with that particular value of aps_1d,
1s available to the decoding process prior to i1ts activation,
included 1n at least one access unit with temporal_1d equal to
or less than the temporal_id of the adaptation parameter set
NAL unit, unless the adaptation parameter set 1s provided
through external means.

Each picture parameter set RBSP 1s in1tially considered not
active at the start of the operation of the decoding process. At
most one picture parameter set RBSP 1s considered active at
any given moment during the operation of the decoding pro-
cess, and the activation of any particular picture parameter set
RB SP results in the deactivation of the previously-active
picture parameter set RB SP (if any).

When a picture parameter set RBSP (with a particular
value of pic_parameter_set_1d) 1s not active and 1t 1s referred
to by a coded slice NAL unit or coded slice data partition A
NAL unit (using that value of pic_parameter_set_id), 1t 1s
activated. This picture parameter set RBSP 1s called the active
picture parameter set RBSP until i1t 1s deactivated by the
activation of another picture parameter set RBSP. A picture
parameter set RBSP, with that particular value of pic_param-
cter_set_id, 1s available to the decoding process prior to 1ts
activation, 1mcluded 1n at least one access unit with tempo-
ral_1d equal to or less than the temporal_id of the picture
parameter set NAL unit, unless the picture parameter set 1s
provided through external means.

Each sequence parameter set RBSP 1s mitially considered
not active at the start of the operation of the decoding process.
At most one sequence parameter set RBSP 1s considered
actrve at any griven moment during the operation of the decod-
ing process, and the activation of any particular sequence
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parameter set RBSP results 1n the deactivation of the previ-
ously-active sequence parameter set RBSP (i any).

When a sequence parameter set RBSP (with a particular
value of seq_parameter_set_i1d) 1s not already active and 1t 1s
referred to by activation of a picture parameter set RBSP
(using that value of seq_parameter_set_id) or 1s referred to by
an SEI NAL unit containing a bulfering period SEI message
(using that value of seq_parameter_set_id), i1t 1s activated.
This sequence parameter set RBSP 1s called the active
sequence parameter set RBSP until 1t 1s deactivated by the
activation of another sequence parameter set RBSP. A
sequence parameter set RBSP, with that particular value of
seq_parameter_set_1d 1s available to the decoding process
prior to 1ts activation, included 1n at least one access unit with
temporal_i1d equal to 0, unless the sequence parameter set 1s
provided through external means. An activated sequence
parameter set RBSP remains active for the entire coded video
sequence.

Each video parameter set RBSP 1s mnitially considered not
active at the start of the operation of the decoding process. At
most one video parameter set RBSP 1s considered active at
any given moment during the operation of the decoding pro-
cess, and the activation of any particular video parameter set
RBSP results 1n the deactivation of the previously-active
video parameter set RBSP (if any).

When a video parameter set RBSP (with a particular value
of video_parameter_set_1d) 1s not already active and 1t 1s
referred to by activation of a sequence parameter set RBSP
(using that value of video_parameter_set_1d), 1t 1s activated.
This video parameter set RBSP 1s called the active video
parameter set RBSP until 1t 1s deactivated by the activation of
another video parameter set RBSP. A video parameter set
RBSP, with that particular value of video_parameter_set_i1d 1s
available to the decoding process prior to 1ts activation,
included 1n at least one access unmit with temporal_1d equal to
0, unless the video parameter set 1s provided through external
means. An activated video parameter set RBSP remains
active for the entire coded video sequence.

10

15

20

25

30

35

20

During operation of the decoding process i a drait HEVC
standard, the values of parameters of the active video param-
eter set, the active sequence parameter set, the active picture
parameter set RBSP and the active adaptation parameter set
RBSP are considered 1n effect. For interpretation of SEI mes-
sages, the values of the active video parameter set, the active
sequence parameter set, the active picture parameter set RB
SP and the active adaptation parameter set RB SP for the
operation of the decoding process for the VCL NAL units of
the coded picture 1n the same access unit are considered in
elfect unless otherwise specified 1n the SEI message seman-
tics.

A SEI NAL unit may contain one or more SEI messages,
which are not required for the decoding of output pictures but
may assist in related processes, such as picture output timing,
rendering, error detection, error concealment, and resource
reservation. Several SEI messages are specified 1n H.264/
AVC and HEVC, and the user data SEI messages enable
organizations and companies to specily SEI messages for
their own use. H.264/AVC and HEVC contain the syntax and
semantics for the specified SEI messages but no process for
handling the messages 1n the recipient i1s defined. Conse-
quently, encoders are required to follow the H.264/ AV stan-
dard or the HEVC standard when they create SEI messages,
and decoders conforming to the H.264/AVC standard or the
HEVC standard, respectively, are not required to process SEI
messages for output order conformance. One of the reasons to
include the syntax and semantics of SEI messages in H.264/
AVC and HEVC 1s to allow different system specifications to
interpret the supplemental information 1dentically and hence
interoperate. It 1s intended that system specifications can
require the use of particular SEI messages both 1n the encod-
ing end and 1n the decoding end, and additionally the process
for handling particular SEI messages 1n the recipient can be

specified.

In H.264/AVC, the following NAL unit types and their
categorization to VCL and non-VCL NAL units have been

specified:

Annex G
and
Annex A  Annex H
NAL unit NAL unit
nal__umt type Content of NAL unit and RBSP syntax structure C  typeclass type class
0 Unspecified non-VCL non-VCL
1 Coded slice of a non-IDR picture 2,3,4 VCL VCL
slice_ layer without_ partitioning  rbsp( )
2 Coded slice data partition A 2 VCL not
slice__data_ partition_ a_ layer rbsp() applicable
3 Coded slice data partition B 3 VCL not
slice__data_ partition_ b_ layer_ rbsp( ) applicable
4 Coded slice data partition C 4 VCL not
slice__data_ partition_ ¢ layer rbsp() applicable
5 Coded slice of an IDR picture 2,3 VCL VCL
slice_ layer without_ partitioning_ rbsp( )
6 Supplemental enhancement mformation (SEI) 5 non-VCL non-VCL
sel__rbsp( )
7 Sequence parameter set 0 non-VCL non-VCL
seq__parameter__set_ rbsp( )
8 Picture parameter set 1 non-vCL non-VCL
pic_ parameter_ set rbsp( )
9 Access unit delimiter 6 non-VCL non-VCL
access_ unit_delimiter rbsp( )
10 End of sequence 7 non-VCL non-VCL
end_of seq  rbsp( )
11 End of stream 8 non-VCL non-VCL
end_ of stream_ rbsp( )
12 Filler data 9 non-VCL non-VCL

filler data_ rbsp

()
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-continued

nal_unit_type Content of NAL unit and RBSP syntax structure

13 Sequence parameter set extension
seq_ parameter set extension_ rbsp( )
14 Prefix NAL unit
prefix__nal unit_ rbsp( )
15 Subset sequence parameter set
subset_seq  parameter set rbsp()
Reserved

16...1%

19 Coded slice of an auxiliary coded picture without partitioning

slice_ layer without_ partitioning_ rbsp( )
20 Coded slice extension
slice_ layer extension_ rbsp( )
Reserved
Unspecified

21...23
24 ...31

In a drait HEVC standard, the following NAL unit types
and their categorization to VCL and non-VCL NAL units
have been specified:

Content of NAL NAL unit
nal__unit_ type unit and RBSP syntax structure type class
0 Unspecified non-VCL
1 Coded slice of a non-RAP, non-TFD and VCL
non-TLA picture slice__layer_rbsp( )
2 Coded slice of a TEFD picture VCL
slice__layer_rbsp( )
3 Coded slice of a non-TFD TLA picture VCL
slice__layer__rbsp( )
4,5 Coded slice of a CRA picture VCL
slice__layer__rbsp( )
6,7 Coded slice of a BLA picture VCL
slice_ layer rbsp( )
8 Coded slice of an IDR picture VCL
slice_ layer rbsp( )
9...24  Reserved n/a
25 Video parameter set non-VCL
video__parameter__set_ rbsp( )
26 Sequence parameter set non-vCL
seq__parameter__set_ rbsp( )
27 Picture parameter set non-vCL
pic__parameter__set_ rbsp( )
28 Adaptation parameter set non-VCL
aps__rbsp( )
29 Access unit delimiter non-vVCL
access_ unit_ delimiter rbsp( )
30 Filler data non-vVCL
filler data rbsp()
31 Supplemental enhancement non-VCL
information (SEI) se1_ rbsp( )
32...47  Reserved n/a
48 ...63  Unspecified non-VCL

A coded picture 1s a coded representation of a picture. A
coded picture in H.264/AVC comprises the VCL NAL unaits
that are required for the decoding of the picture. In H.264/
AVC, a coded picture can be a primary coded picture or a
redundant coded picture. A primary coded picture 1s used 1n
the decoding process of valid bitstreams, whereas a redundant
coded picture 1s a redundant representation that should only
be decoded when the primary coded picture cannot be suc-
cessiully decoded. In a drait HEVC, no redundant coded

picture has been specified.

In H264/AVC and HEVC, an access unit comprises a
primary coded picture and those NAL units that are associ-
ated with 1t. In H.264/AVC, the appearance order of NAL

units within an access unit i1s constrained as follows. An
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10 non-v_ClL. non-VCL
suffix

dependent
non-vCL

2 non-v_CL

0 non-v_CL

non-v_CL
non-v_CL

non-vCL
2,3, 4 non-vCL

2,3,4 non-VCL VCL
non-v_CL

non-v_CL

non-vCL
non-vCL

optional access unit delimiter NAL unit may indicate the start
of an access unit. It 1s followed by zero or more SEI NAL

units. The coded slices of the primary coded picture appear
next. In H.264/AVC, the coded slice of the primary coded
picture may be followed by coded slices for zero or more
redundant coded pictures. A redundant coded picture 1s a
coded representation of a picture or a part of a picture. A
redundant coded picture may be decoded 1f the primary coded
picture 1s not received by the decoder for example due to a
loss 1n transmission or a corruption in physical storage
medium.

InH.264/AVC, an access unit may also include an auxiliary
coded picture, which 1s a picture that supplements the primary
coded picture and may be used for example 1n the display
process. An auxiliary coded picture may for example be used
as an alpha channel or alpha plane specilying the transpar-
ency level of the samples 1n the decoded pictures. An alpha
channel or plane may be used in a layered composition or
rendering system, where the output picture 1s formed by
overlaying pictures being at least partly transparent on top of
cach other. An auxiliary coded picture has the same syntactic
and semantic restrictions as a monochrome redundant coded
picture. In H.264/AVC, an auxihary coded picture contains
the same number of macroblocks as the primary coded pic-
ture.

A coded video sequence 1s defined to be a sequence of
consecutive access units 1 decoding order from an IDR
access unit, inclusive, to the next IDR access unit, exclusive,
or to the end of the bitstream, whichever appears earlier.

A group of pictures (GOP) and 1ts characteristics may be
defined as follows. A GOP can be decoded regardless of
whether any previous pictures were decoded. An open GOP 1s
such a group of pictures 1n which pictures preceding the initial
intra picture 1in output order might not be correctly decodable
when the decoding starts from the initial intra picture of the
open GOP. In other words, pictures of an open GOP may refer
(1n 1nter prediction) to pictures belonging to a previous GOP.
An H.264/AVC decoder can recognize an intra picture start-
ing an open GOP from the recovery point SEI message in an
H.264/AVC bitstream. An HEVC decoder can recognize an
intra picture starting an open GOP, because a specific NAL
unit type, CRA NAL unit type, 1s used for 1ts coded slices. A
closed GOP 1s such a group of pictures 1n which all pictures
can be correctly decoded when the decoding starts from the
initial 1ntra picture of the closed GOP. In other words, no
picture 1n a closed GOP refers to any pictures in previous

GOPs. In H.264/AVC and HEVC, a closed GOP starts from
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an IDR access unit. As a result, closed GOP structure has
more error resilience potential 1n comparison to the open
GOP structure, however at the cost of possible reduction 1n
the compression etliciency. Open GOP coding structure 1s
potentially more efficient 1n the compression, due to a larger
flexibility 1n selection of reference pictures.

The bitstream syntax of H.264/AVC and HEVC 1ndicates
whether a particular picture 1s a reference picture for inter
prediction of any other picture. Pictures of any coding type (I,
P, B) can be reference pictures or non-reference pictures in
H.264/AVC and HEVC. The NAL unit header indicates the
type of the NAL unit and whether a coded slice contained in
the NAL unit 1s a part of a reference picture or a non-reference
picture.

Many hybnid video codecs, including H.264/AVC and
HEVC, encode video information in two phases. In the first
phase, pixel or sample values 1n a certain picture area or
“block™ are predicted. These pixel or sample values can be
predicted, for example, by motion compensation mecha-
nisms, which mvolve finding and indicating an area 1n one of
the previously encoded video frames that corresponds closely
to the block being coded. Additionally, pixel or sample values
can be predicted by spatial mechanisms which involve find-
ing and mdicating a spatial region relationship.

Prediction approaches using image information from a
previously coded image can also be called as mter prediction
methods which may also be referred to as temporal prediction
and motion compensation. Prediction approaches using
image information within the same 1image can also be called
as 1ntra prediction methods.

The second phase 1s one of coding the error between the
predicted block of pixels or samples and the original block of
pixels or samples. This may be accomplished by transforming,
the difference in pixel or sample values using a specified
transform. This transform may be a Discrete Cosine Trans-
tform (DCT) or a variant thereof. After transforming the dii-
terence, the transformed difference 1s quantized and entropy
encoded.

By varying the fidelity of the quantization process, the
encoder can control the balance between the accuracy of the
pixel or sample representation (1.e. the visual quality of the
picture) and the size of the resulting encoded video represen-
tation (1.e. the file size or transmission bit rate).

The decoder reconstructs the output video by applying a
prediction mechanism similar to that used by the encoder in
order to form a predicted representation of the pixel or sample
blocks (using the motion or spatial information created by the
encoder and stored 1n the compressed representation of the
image) and prediction error decoding (the iverse operation
of the prediction error coding to recover the quantized pre-
diction error signal in the spatial domain).

After applying pixel or sample prediction and error decod-
ing processes the decoder combines the prediction and the
prediction error signals (the pixel or sample values) to form
the output video frame.

The decoder (and encoder) may also apply additional fil-
tering processes 1n order to improve the quality of the output
video before passing 1t for display and/or storing as a predic-
tion reference for the forthcoming pictures i the video
sequence.

In many video codecs, mcluding H.264/AVC and HEVC,
motion information 1s imndicated by motion vectors associated
with each motion compensated image block. Each of these
motion vectors represents the displacement of the image
block in the picture to be coded (in the encoder) or decoded (at
the decoder) and the prediction source block 1n one of the
previously coded or decoded images (or pictures). H.264/
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AVC and HEVC, as many other video compression standards,
divide a picture into a mesh of rectangles, for each of which a
similar block in one of the reference pictures 1s indicated for
inter prediction. The location of the prediction block 1s coded
as a motion vector that indicates the position of the prediction
block relative to the block being coded.

Inter prediction process may be characterized using one or
more of the following factors.

The Accuracy of Motion Vector Representation.

For example, motion vectors may be of quarter-pixel accu-
racy, and sample values in fractional-pixel positions may be
obtained using a finite impulse response (FIR) filter.

Block Partitioning for Inter Prediction.

Many coding standards, including H.264/AVC and HEVC,
allow selection of the si1ze and shape of the block for which a
motion vector 1s applied for motion-compensated prediction
in the encoder, and indicating the selected size and shape 1n
the bitstream so that decoders can reproduce the motion-
compensated prediction done 1n the encoder.

Number of Reference Pictures for Inter Prediction.

The sources of iter prediction are previously decoded
pictures. Many coding standards, including H.264/AVC and
HEVC, enable storage of multiple reference pictures for inter
prediction and selection of the used reference picture on a
block basis. For example, reference pictures may be selected
on macroblock or macroblock partition basis 1n H.264/AVC
and on PU or CU basis in HEVC. Many coding standards,
such as H.264/AVC and HEVC, include syntax structures in
the bitstream that enable decoders to create one or more
reference picture lists. A reference picture index to a refer-
ence picture list may be used to indicate which one of the
multiple reference pictures 1s used for inter prediction for a
particular block. A reference picture index may be coded by
an encoder into the bitstream 1s some inter coding modes or 1t
may be derived (by an encoder and a decoder) for example
using neighboring blocks 1n some other inter coding modes.

Motion Vector Prediction.

In order to represent motion vectors efficiently in bait-
streams, motion vectors may be coded differentially with
respect to a block-specific predicted motion vector. In many
video codecs, the predicted motion vectors are created 1n a
predefined way, for example by calculating the median of the
encoded or decoded motion vectors of the adjacent blocks.
Another way to create motion vector predictions 1s to gener-
ate a list of candidate predictions from adjacent blocks and/or
co-located blocks in temporal reference pictures and signal-
ling the chosen candidate as the motion vector predictor. In
addition to predicting the motion vector values, the reference
index of previously coded/decoded picture can be predicted.
The reference index 1s typically predicted from adjacent
blocks and/or co-located blocks 1n temporal reference pic-
ture. Differential coding of motion vectors 1s typically dis-
abled across slice boundaries.

Multi-Hypothesis Motion-Compensated Prediction.

H.264/AVC and HEVC enable the use of a single predic-
tion block 1n P slices (herein referred to as uni-predictive
slices) or a linear combination of two motion-compensated
prediction blocks for bi-predictive slices, which are also
referred to as B slices. Individual blocks in B slices may be
bi-predicted, uni-predicted, or intra-predicted, and individual
blocks 1n P slices may be umi-predicted or intra-predicted.
The reference pictures for a bi-predictive picture may not be
limited to be the subsequent picture and the previous picture
in output order, but rather any reference pictures may be used.
In many coding standards, such as H.264/AVC and HEVC,
one reference picture list, referred to as reference picture list
0, 1s constructed for P slices, and two reference picture lists,
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list O and list 1, are constructed for B slices. For B slices, when
prediction 1n forward direction may reter to prediction from a
reference picture in reference picture list 0, and prediction in
backward direction may refer to prediction from a reference
picture in reference picture list 1, even though the reference
pictures for prediction may have any decoding or output order
relation to each other or to the current picture.

Weighted Prediction.

Many coding standards use a prediction weight of 1 for
prediction blocks of inter (P) pictures and 0.5 for each pre-
diction block of a B picture (resulting into averaging ). H.264/
AVC allows weighted prediction for both P and B slices. In
implicit weighted prediction, the weights are proportional to
picture order counts, while 1n explicit weighted prediction,
prediction weights are explicitly indicated.

In many video codecs, the prediction residual after motion
compensation 1s first transformed with a transform kernel
(like DCT) and then coded. The reason for this 1s that often
there still exists some correlation among the residual and
transform can 1n many cases help reduce this correlation and
provide more eificient coding.

Ina draft HEVC, each PU has prediction information asso-
ciated with 1t defining what kind of a prediction 1s to be
applied for the pixels withun that PU (e.g. motion vector
information for inter predicted PUs and intra prediction direc-
tionality information for intra predicted PUs). Similarly each
TU 1s associated with mnformation describing the prediction
error decoding process for the samples within the TU (includ-
ing e.g. DCT coetlicient information). It may be signalled at
CU level whether prediction error coding 1s applied or not for
cach CU. In the case there 1s no prediction error residual
assoclated with the CU, 1t can be considered there are no TUs
tor the CU.

In some coding formats and codecs, a distinction 1s made
between so-called short-term and long-term reference pic-
tures. This distinction may affect some decoding processes
such as motion vector scaling in the temporal direct mode or
implicit weighted prediction. I1 both of the reference pictures
used for the temporal direct mode are short-term reference
pictures, the motion vector used i1n the prediction may be
scaled according to the picture order count (POC) difference
between the current picture and each of the reference pictures.
However, 11 at least one reference picture for the temporal
direct mode 1s a long-term reference picture, default scaling
of the motion vector may be used, for example scaling the
motion to half may be used. Similarly, if a short-term refer-
ence picture 1s used for implicit weighted prediction, the
prediction weight may be scaled according to the POC dii-
terence between the POC of the current picture and the POC
of the reference picture. However, 1f a long-term reference
picture 1s used for implicit weighted prediction, a default
prediction weight may be used, such as 0.5 i implicit
weilghted prediction for bi-predicted blocks.

Some video coding formats, such as H.264/AVC, include
the frame_num syntax element, which 1s used for various
decoding processes related to multiple reference pictures. In
H.264/AVC, the value of frame num for IDR pictures 1s 0.
The value of frame_num for non-IDR pictures 1s equal to the
frame_num of the previous reference picture i decoding
order incremented by 1 (1in modulo arithmetic, 1.e., the value
of frame _num wrap over to 0 after a maximum value of

frame_num).
H.264/AVC and HEVC include a concept of picture order

count (POC). A value of POC 1s derived for each picture and
1s non-decreasing with increasing picture position i output
order. POC therefore indicates the output order of pictures.
POC may be used 1n the decoding process for example for
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implicit scaling of motion vectors in the temporal direct mode
of bi-predictive slices, for mmplicitly derived weights 1n
weilghted prediction, and for reference picture list mitializa-
tion. Furthermore, POC may be used in the verification of
output order conformance. In H.264/AVC, POC 1s specified
relative to the previous IDR picture or a picture containing a
memory management control operation marking all pictures
as “unused for reference”.

H.264/AVC specifies the process for decoded reference
picture marking 1n order to control the memory consumption
in the decoder. The maximum number of reference pictures
used for inter prediction, referred to as M, 1s determined 1n the
sequence parameter set. When a reference picture 1s decoded,
it 1s marked as “used for reference”. If the decoding of the
reference picture caused more than M pictures marked as
“used for reference”, at least one picture 1s marked as “unused
for reference”. There are two types of operation for decoded
reference picture marking: adaptive memory control and slid-
ing window. The operation mode for decoded reference pic-
ture marking 1s selected on picture basis. The adaptive
memory control enables explicit signaling which pictures are
marked as “unused for reference” and may also assign long-
term 1ndices to short-term reference pictures. The adaptive
memory control may require the presence of memory man-
agement control operation (MMCQO) parameters 1n the bit-
stream. MMCO parameters may be included i a decoded
reference picture marking syntax structure. If the sliding win-
dow operation mode 1s 1n use and there are M pictures marked
as “used for reference”, the short-term reference picture that
was the first decoded picture among those short-term refer-
ence pictures that are marked as “used for reference” 1is
marked as “unused for reference”. In other words, the sliding
window operation mode results mto first-in-first-out butler-
ing operation among short-term reference pictures.

One of the memory management control operations in
H.264/AVC causes all reference pictures except for the cur-
rent picture to be marked as “unused for reference”. An
instantaneous decoding refresh (IDR) picture contains only
intra-coded slices and causes a similar “reset” of reference
pictures.

In a draft HEVC standard, reference picture marking syn-
tax structures and related decoding processes are not used, but
instead a reference picture set (RPS) syntax structure and
decoding process are used instead for a similar purpose. A
reference picture set valid or active for a picture includes all
the reference pictures used as reference for the picture and all
the reference pictures that are kept marked as “used for ref-
erence” for any subsequent pictures 1n decoding order. There
are six subsets of the reference picture set, which are referred

to as namely ReiPicSetStCurr0, RetPicSetStCurrl, RefPic-
SetStEFoll0, RetPicSetStFolll, RefPicSetLtCurr, and RefPic-
SetLtFoll. The notation of the six subsets 1s as follows. “Curr”
refers to reference pictures that are included 1n the reference
picture lists of the current picture and hence may be used as
inter prediction reference for the current picture. “Foll” refers
to reference pictures that are not included in the reference
picture lists of the current picture but may be used 1n subse-
quent pictures in decoding order as reference pictures. “St”
refers to short-term reference pictures, which may generally
be 1dentified through a certain number of least significant bits
of theirr POC value. “Lt” refers to long-term reference pic-
tures, which are specifically identified and generally have a
greater difference of POC values relative to the current pic-
ture than what can be represented by the mentioned certain
number of least significant bits. “0” refers to those reference
pictures that have a smaller POC value than that of the current
picture. “1” refers to those reference pictures that have a
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greater POC value than that of the current picture. RefPicSet-
StCurrQ, RetPicSetStCurrl, RefPicSetStFoll0 and RetPic-

SetStFolll are collectively referred to as the short-term subset
of the reference picture set. RefPicSetLtCurr and ReiPic-
SetlLtFoll are collectively referred to as the long-term subset
of the reference picture set.

In a drait HEVC standard, a reference picture set may be
speciflied 1n a sequence parameter set and taken into use 1n the
slice header through an index to the reference picture set. A
reference picture set may also be specified 1n a slice header. A
long-term subset of a reference picture set 1s generally speci-
fied only 1n a slice header, while the short-term subsets of the
same relference picture set may be specified in the picture
parameter set or slice header. A reference picture set may be
coded 1independently or may be predicted from another ret-
erence picture set (known as inter-RPS prediction). When a
reference picture set1s independently coded, the syntax struc-
ture includes up to three loops 1terating over different types of
reference pictures; short-term reference pictures with lower
POC value than the current picture, short-term reference pic-
tures with higher POC value than the current picture and
long-term reference pictures. Each loop entry specifies a pic-
ture to be marked as *“used for reference”. In general, the
picture 1s specified with a differential POC value. The inter-
RPS prediction exploits the fact that the reference picture set
of the current picture can be predicted from the reference
picture set ol a previously decoded picture. This 1s because all
the reference pictures of the current picture are either refer-
ence pictures ol the previous picture or the previously
decoded picture 1tself. It 1s only necessary to indicate which
of these pictures should be reference pictures and be used for
the prediction of the current picture. In both types of reference
picture set coding, a flag (used_by_curr_pic_X_{flag) 1s addi-
tionally sent for each reference picture indicating whether the
reference picture 1s used for reference by the current picture
(included 1n a *Curr list) or not (included 1n a *Foll list).
Pictures that are included in the reference picture set used by
the current slice are marked as “used for reference”, and
pictures that are not 1n the reference picture set used by the
current slice are marked as “unused for reference”. I the
current picture 1s an IDR picture, RetPicSetStCurr0, RefPic-
SetStCurrl, RefPicSetStFoll0, RefPicSetStFolll, ReiPic-

SetLtCurr, and RetPicSetLtFoll are all set to empty.

A Decoded Picture Bufler (DPB) may be used in the
encoder and/or in the decoder. There are two reasons to buifer
decoded pictures, for references in 1nter prediction and for
reordering decoded pictures into output order. As H.264/AVC
and HEVC provide a great deal of tlexibility for both refer-
ence picture marking and output reordering, separate bulifers
for reference picture bullering and output picture buifering
may waste memory resources. Hence, the DPB may include a
unified decoded picture butlering process for reference pic-
tures and output reordering. A decoded picture may be
removed from the DPB when it 1s no longer used as a refer-
ence and 1s not needed for output.

In many coding modes of H.264/AVC and HEVC, the
reference picture for inter prediction 1s indicated with an
index to a reference picture list. The index may be coded with
variable length coding, which usually causes a smaller index
to have a shorter value for the corresponding syntax element.
In H.264/AVC and HEVC, two reference picture lists (refer-
ence picture list O and reference picture list 1) are generated
tor each bi-predictive (B) slice, and one reference picture list
(reference picture list 0) 1s formed for each inter-coded (P)
slice. In addition, for a B slice in HEVC, a combined list (List
C) 1s constructed after the final reference picture lists (List O
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and List 1) have been constructed. The combined list may be
used for uni-prediction (also known as uni-directional predic-
tion) within B slices.

A reference picture list, such as reference picture list 0 and
reference picture list 1, 1s typically constructed in two steps:
First, an initial reference picture list 1s generated. The 1nitial
reference picture list may be generated for example on the
basis of frame_num, POC, temporal_id, or information on the
prediction hierarchy such as GOP structure, or any combina-
tion thereof. Second, the initial reference picture list may be
reordered by reference picture list reordering (RPLR) com-
mands, also known as reference picture list modification syn-
tax structure, which may be contained 1n slice headers. The
RPLR commands indicate the pictures that are ordered to the
beginning of the respective reference picture list. This second
step may also be referred to as the reference picture list
modification process, and the RPLR commands may be
included 1n a reference picture list modification syntax struc-
ture. If reference picture sets are used, the reference picture
list O may be mitialized to contain RetPicSetStCurrQ {irst,
followed by RetPicSetStCurrl, followed by RetfPicSetlt-
Curr. Reference picture list 1 may be mitialized to contain
RetPicSetStCurrl first, followed by RetPicSetStCurr0. The
initial reference picture lists may be modified through the
reference picture list modification syntax structure, where
pictures in the initial reference picture lists may be 1dentified
through an entry index to the list.

Many high efficiency video codecs such as a draitt HEVC
codec employ an additional motion information coding/de-
coding mechanism, often called merging/merge mode/pro-
cess/mechanism, where all the motion information of a block/
PU 1s predicted and used without any modification/
correction. The aforementioned motion information for a PU
may comprise 1) The information whether ‘the PU 1s uni-
predicted using only reference picture listO0’ or ‘the PU 1s
uni-predicted using only reference picture listl’ or ‘the PU 1s
bi-predicted using both reference picture listO and listl’; 2)
Motion vector value corresponding to the reference picture
l1st0; 3) Reference picture index 1n the reference picture 1istO;
4) Motion vector value corresponding to the reference picture
l1st1; and 5) Reference picture index 1n the reference picture
listl. Stmilarly, predicting the motion information 1s carried
out using the motion information of adjacent blocks and/or
co-located blocks 1n temporal reference pictures. A list, often
called as amerge list, may be constructed by including motion
prediction candidates associated with available adjacent/co-
located blocks and the index of selected motion prediction
candidate 1n the list 1s signalled and the motion information of
the selected candidate 1s copied to the motion information of
the current PU. When the merge mechanism 1s employed for
a whole CU and the prediction signal for the CU i1s used as the
reconstruction signal, 1.e. prediction residual 1s not processed,
this type of coding/decoding the CU 1s typically named as
skip mode or merge based skip mode. In addition to the skip
mode, the merge mechanism may also be employed for indi-
vidual PUs (not necessarily the whole CU as 1n skip mode)
and 1n this case, prediction residual may be utilized to
improve prediction quality. This type of prediction mode 1s
typically named as an inter-merge mode.

The merge list may be generated on the basis of reference
picture list O and/or reference picture list 1 for example using,
the reference picture lists combination syntax structure
included 1n the slice header syntax. There may be a reference
picture lists combination syntax structure, created into the
bitstream by an encoder and decoded from the bitstream by a
decoder, which indicates the contents of the merge list. The
syntax structure may indicate that the reference picture list O
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and the reference picture list 1 are combined to be an addi-
tional reference picture lists combination used for the predic-
tion umts being uni-directional predicted. The syntax struc-
ture may include a tlag which, when equal to a certain value,
indicates that the reference picture list O and reference picture
list 1 are 1dentical thus reference picture list O 1s used as the
reference picture lists combination. The syntax structure may
include a list of entries, each specilying a reference picture
list (l1st O or list 1) and a reference 1ndex to the specified list,
where an entry specifies a reference picture to be included in
the merge list.

A syntax structure for decoded reference picture marking
may exist 1n a video coding system. For example, when the
decoding of the picture has been completed, the decoded
reference picture marking syntax structure, if present, may be
used to adaptively mark pictures as “unused for reference” or
“used for long-term reference”. If the decoded reference pic-
ture marking syntax structure 1s not present and the number of
pictures marked as “used for reference” can no longer
increase, a sliding window reference picture marking may be
used, which basically marks the earliest (1in decoding order)
decoded reference picture as unused for reference.

In scalable video coding, a video signal can be encoded
into a base layer and one or more enhancement layers. An
enhancement layer may enhance the temporal resolution (1.e.,
the frame rate), the spatial resolution, or simply the quality of
the video content represented by another layer or part thereof.
Each layer together with all 1ts dependent layers 1s one rep-
resentation of the video signal at a certain spatial resolution,
temporal resolution and quality level. In this document, we
refer to a scalable layer together with all of its dependent
layers as a “scalable layer representation”. The portion of a
scalable bitstream corresponding to a scalable layer represen-
tation can be extracted and decoded to produce a representa-
tion of the original signal at certain fidelity.

Some coding standards allow creation of scalable bit
streams. A meaningiul decoded representation can be pro-
duced by decoding only certain parts of a scalable bit stream.
Scalable bit streams can be used for example for rate adapta-
tion of pre-encoded unicast streams 1n a streaming server and
for transmission of a single bit stream to terminals having
different capabilities and/or with different network condi-
tions. A list of some other use cases for scalable video coding
can be found 1n the ISO/IEC JTC1 SC29 WG11 (MPEG)
output document N5340, “Applications and Requirements
for Scalable Video Coding”, the 64” MPEG meeting, Mar. 10
to 14, 2003, Pattaya, Thailand.

In some cases, data 1n an enhancement layer can be trun-
cated aiter a certain location, or even at arbitrary positions,
where each truncation position may include additional data
representing increasingly enhanced visual quality. Such scal-
ability 1s referred to as fine-grained (granularity) scalability
(FGS). FGS was included 1n some drait versions of the SVC
standard, but 1t was eventually excluded from the final SVC
standard. FGS 1s subsequently discussed in the context of
some drait versions of the SVC standard. The scalability
provided by those enhancement layers that cannot be trun-
cated 1s referred to as coarse-grained (granularity) scalability
(CGS). It collectively 1includes the traditional quality (SNR)
scalability and spatial scalability. The SVC standard supports
the so-called medium-graimned scalability (MGS), where
quality enhancement pictures are coded similarly to SNR
scalable layer pictures but indicated by high-level syntax
clements similarly to FGS layer pictures, by having the quali-
ty_1d syntax element greater than O.

SVC uses an inter-layer prediction mechanism, wherein
certain information can be predicted from layers other than
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the currently reconstructed layer or the next lower layer.
Information that could be inter-layer predicted includes intra
texture, motion and residual data. Inter-layer motion predic-
tion includes the prediction of block coding mode, header
information, etc., wherein motion from the lower layer may
be used for prediction of the higher layer. In case of intra
coding, a prediction from surrounding macroblocks or from
co-located macroblocks of lower layers 1s possible. These
prediction techniques do not employ information from earlier
coded access units and hence, are referred to as intra predic-
tion techniques. Furthermore, residual data from lower layers
can also be employed for prediction of the current layer.
SV specifies a concept known as single-loop decoding. It
1s enabled by using a constrained intra texture prediction
mode, whereby the inter-layer intra texture prediction can be
applied to macroblocks (MBs) for which the corresponding
block of the base layer 1s located inside intra-MBs. At the
same time, those intra-MBs 1n the base layer use constrained

intra-prediction (e.g., having the syntax element “con-

strained_1ntra_pred_flag” equal to 1). In single-loop decod-
ing, the decoder performs motion compensation and full pic-
ture reconstruction only for the scalable layer desired for
playback (called the “desired layer” or the *“‘target layer™),
thereby greatly reducing decoding complexity. All of the
layers other than the desired layer do not need to be fully
decoded because all or part of the data of the MBs not used for
inter-layer prediction (be 1t iter-layer intra texture predic-
tion, inter-layer motion prediction or inter-layer residual pre-
diction) 1s not needed for reconstruction of the desired layer.

A single decoding loop 1s needed for decoding of most
pictures, while a second decoding loop 1s selectively applied
to reconstruct the base representations, which are needed as
prediction references but not for output or display, and are
reconstructed only for the so called key pictures (for which
“store_rel base_pic_1lag” 1s equal to 1).

The scalability structure in the SVC dratt 1s characterized
by three syntax elements: “temporal_1d,” “dependency_i1d”
and “quality_1d.” The syntax element “temporal_1d” 1s used
to 1ndicate the temporal scalability hierarchy or, indirectly,
the frame rate. A scalable layer representation comprising
pictures of a smaller maximum “‘temporal_id” value has a
smaller frame rate than a scalable layer representation com-
prising pictures of a greater maximum “temporal_1d”. A
given temporal layer typically depends on the lower temporal
layers (i.e., the temporal layers with smaller “temporal_1d”
values) but does not depend on any higher temporal layer. The
syntax element “dependency_id” 1s used to indicate the CGS
inter-layer coding dependency hierarchy (which, as men-
tioned earlier, includes both SNR and spatial scalability). At
any temporal level location, a picture of a smaller “dependen-
cy_1d” value may be used for inter-layer prediction for coding
of a picture with a greater “dependency_1d” value. The syntax
clement “quality_i1d” 1s used to indicate the quality level
hierarchy of a FGS or MGS layer. At any temporal location,
and with an identical “dependency_i1d” value, a picture with
“quality_1d” equal to QL uses the picture with “quality_i1d”
equal to QL-1 for mter-layer prediction. A coded slice with
“quality_1d” larger than O may be coded as either a truncat-
able FGS slice or a non-truncatable MGS slice.

For simplicity, all the data units (e.g., Network Abstraction
Layer units or NAL umits in the SVC context) in one access
unit having identical value of “dependency_1d” are referred to
as a dependency unit or a dependency representation. Within
one dependency unit, all the data units having identical value
of “quality_1d” are referred to as a quality unit or layer rep-
resentation.
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A base representation, also known as a decoded base pic-
ture, 1s a decoded picture resulting from decoding the Video
Coding Layer (VCL) NAL units of a dependency unit having
“quality_1d” equal to 0 and for which the “store_ref base_
pic_1lag” 1s set equal to 1. An enhancement representation,
also referred to as a decoded picture, results from the regular
decoding process 1n which all the layer representations that
are present for the highest dependency representation are
decoded.

As mentioned earlier, CGS includes both spatial scalability
and SNR scalability. Spatial scalability 1s initially designed to
support representations of video with different resolutions.
For each time instance, VCL NAL units are coded 1n the same
access unit and these VCL NAL units can correspond to
different resolutions. During the decoding, a low resolution
VCL NAL unit provides the motion field and residual which
can be optionally inherited by the final decoding and recon-
struction of the high resolution picture. When compared to
older video compression standards, SVC’s spatial scalability
has been generalized to enable the base layer to be a cropped
and zoomed version of the enhancement layer.

MGS quality layers are indicated with “quality_1d” simi-
larly as FGS quality layers. For each dependency umt (with
the same “dependency_1d”), there 1s a layer with “quality_1d”
equal to 0 and there can be other layers with “quality_i1d”
greater than 0. These layers with “quality_1d” greater than O
are either MGS layers or FGS layers, depending on whether
the slices are coded as truncatable slices.

In the basic form of FGS enhancement layers, only inter-
layer prediction 1s used. Therefore, FGS enhancement layers
can be truncated freely without causing any error propagation
in the decoded sequence. However, the basic form of FGS
sulfers from low compression efficiency. This issue arises
because only low-quality pictures are used for inter prediction
references. It has therefore been proposed that FGS-enhanced
pictures be used as 1nter prediction references. However, this
may cause encoding-decoding mismatch, also referred to as
drift, when some FGS data are discarded.

One feature of a draft SVC standard 1s that the FGS NAL
units can be freely dropped or truncated, and a feature of the
SVCV standard 1s that MGS NAL units can be freely dropped
(but cannot be truncated) without affecting the conformance
of the bitstream. As discussed above, when those FGS or
MGS data have been used for inter prediction reference dur-
ing encoding, dropping or truncation of the data would result
in a mismatch between the decoded pictures 1n the decoder
side and 1n the encoder side. This mismatch 1s also referred to
as drift.

To control drift due to the dropping or truncation of FGS or
MGS data, SVC applied the following solution: In a certain
dependency unit, a base representation (by decoding only the
CGS picture with “quality_1d” equal to 0 and all the depen-
dent-on lower layer data) 1s stored 1n the decoded picture
buffer. When encoding a subsequent dependency unit with
the same value of “dependency_id,” all of the NAL units,
including FGS or MGS NAL units, use the base representa-
tion for inter prediction reference. Consequently, all drift due
to dropping or truncation of FGS or MGS NAL units 1n an
carlier access unit 1s stopped at this access unit. For other
dependency umts with the same value of “dependency_id,”
all of the NAL units use the decoded pictures for inter pre-
diction reference, for high coding efficiency.

Each NAL unit includes in the NAL unit header a syntax
clement “use_ref base_pic_tlag.” When the value of this ele-
ment 1s equal to 1, decoding of the NAL unit uses the base
representations of the reference pictures during the inter pre-
diction process. The syntax element “store_ref base pic_
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flag” specifies whether (when equal to 1) or not (when equal
to 0) to store the base representation of the current picture for
future pictures to use for inter prediction.

NAL units with “quality_1d” greater than 0 do not contain
syntax elements related to reference picture lists construction
and weighted prediction, 1.¢., the syntax elements “num_re-
factive_Ix_minus1” (x=0 or 1), the reference picture list reor-
dering syntax table, and the weighted prediction syntax table
are not present. Consequently, the MGS or FGS layers have to
inherit these syntax elements from the NAL units with “quali-
ty_1d” equal to 0 of the same dependency unit when needed.

In SVC, a reference picture list consists of either only base
representations (when “use_ref base _pic_flag™” 1s equal to 1)
or only decoded pictures not marked as “base representation™
(when “use_ref base pic_flag” is equal to 0), but never both at
the same time.

The value of variable DQId for the decoding process of
SVC may be set equal to dependency_1dx16+quality_id, or
equivalently (dependency_id<<4)+quality_id, where << 1s
the bit-shiit operation to left. The value of variable DQIdMax
in SVC may be set equal to greatest DQId value for any VCL
NAL unit 1n the access unit being decoded. The variable
DependencyldMax may be set equal to (DQIdMax>>4)
where >> 1s the bit-shift operation to right. In conforming
SVC coded video sequences, DependencyldMax 1s the same
for all access units of the coded video sequence.

A scalable nesting SEI message has been specified in SVC.
The scalable nesting SEI message provides a mechanism for
associating SEI messages with subsets of a bitstream. A scal-
able nesting SEI message contains one or more SEI messages
that are not scalable nesting SEI messages themselves. An
SEI message contained in a scalable nesting SEI message 1s
referred to as a nested SEI message. An SEI message not
contained 1n a scalable nesting SEI message 1s referred to as
anon-nested SEI message. The scope to which the nested SEI
message applies 1s indicated by the syntax elements all_lay-
er_representations_in_au_flag, num_layer_representations_
minusl, sei1_dependency_id[1], se1_quality_id[1], and
se1_temporal_i1d, when present in the scalable nesting SEI
message. all_layer representations_in_au_flag equal to 1
specifies that the nested SEI message applies to all layer
representations of the access unit. all_layer_representation-
s_1n_au_{lag equal to O specifies that the scope of the nested
SEI message 1s specified by the syntax elements num_layer
representations_minusl, sei_dependency_id[1], sei_quali-
ty_1d[1], and sei_temporal_i1d. num_layer representations_
minusl plus 1 specifies, when num_layer representations_
minus] 1s present, the number of syntax element pairs sei_de-
pendency_id[1] and se1_quality_id[1] that are present 1n the
scalable nesting SEI message. When num_layer_representa-
tions_minusl 1s not present, 1t 1s inferred to be equal to
(numSVCLayers—1) with numSVCLayers being the number
of layer representations that are present in the primary coded
picture of the access unit. se1_dependency_id[1] and sei_
quality_1d[1] indicate the dependency_1d and the quality_id
values, respectively, of the layer representations to which the
nested SEI message applies. The access unit may or may not
contain layer representations with dependency_id equal to
se1_dependency_i1d[1] and quality_id equal to se1_quality_id
[1]. When num_layer_representations_minus] 1s not present,
the values of sei_dependency_i1d[1] and se1_quality_1d[1] for1
in the range o1 0 to num_layer_representations_minus 1 (with
num_layer representations_minus 1 being the inferred
value), inclusive, are inferred as specified in the following:

1. Let setDQId be the set of the values DQId for all layer

representations that are present 1n the primary coded
picture of the access unit.
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2. For 1 proceeding from O to num_layer_representations_
minus], inclusive, the following applies:

a. seil_dependency_id[1] and se1_quality_id[1] are
inferred to be equal to (minDQId>>4) and (minDQId
& 15), respectively, with minDQId being the smallest

value (smallest value of DQId) 1n the set setDQId.
b. The smallest value (smallest value of DQId) of the set
setDQId 1s removed from setDQId and thus the num-
ber of elements 1n the set setDQId 1s decreased by 1.
se1_temporal_1d indicates the temporal_i1d value of the bit-
stream subset to which the nested SEI message applies. When
se1_temporal_1d 1s not present, 1t shall be iferred to be equal

to temporal_1d of the access unit.
In SVC, 1 addition to the active picture parameter set

RBSP, zero or more picture parameter set RBSPs may be

specifically active for layer representations (with a particular
value of DQId less than DQIdMax) that may be referred to

through inter-layer prediction imn decoding the target layer
representation. Such a picture parameter set RBSP 1s referred
to as active layer picture parameter set RBSP for the particu-
lar value of DQId (less than DQIdMax). The restrictions on
active picture parameter set RBSPs also apply to active layer
picture parameter set RBSPs with a particular value of DQId.

In SVC, when a picture parameter set RBSP (with a par-
ticular value of pic_parameter_set_1d) 1s not the active picture
parameter set RBSP and 1t 1s referred to by a coded slice NAL
unit with DQId equal to DQIdMax (using that value of pic_
parameter_set_id), 1t 1s activated. This picture parameter set
RBSP 1s called the active picture parameter set RBSP until 1t
1s deactivated when another picture parameter set RBSP
becomes the active picture parameter set RBSP. A picture
parameter set RBSP, with that particular value of pic_param-
cter_set_1d, 1s available to the decoding process prior to 1ts
activation.

In SVC, when a picture parameter set RBSP (with a par-
ticular value of pic_parameter_set_id) 1s not the active layer
picture parameter set for a particular value of DQId less than
DQIdMax and it 1s referred to by a coded slice NAL unit with
the particular value of DQId (using that value of pic_param-
eter_set_1d), 1t 1s activated for layer representations with the
particular value of DQId. This picture parameter set RBSP 1s
called the active layer picture parameter set RBSP for the
particular value of DQId until 1t 1s deactivated when another
picture parameter set RBSP becomes the active layer picture
parameter set RBSP for the particular value of DQId or when
decoding an access umt with DQIdMax less than or equal to
the particular value of DQId. A picture parameter set RBSP,
with that particular value of pic_parameter_set_id, 1s avail-
able to the decoding process prior to 1ts activation.

In SVC, an SVC sequence parameter set RBSP may be
defined as a collective term for sequence parameter set RBSP
or subset sequence parameter set RBSP.

In SVC, when an SVC sequence parameter set RBSP with
a particular value of seq_parameter_set_id 1s not already the
active SVC sequence parameter set RBSP and 1t 1s referred to
by activation of a picture parameter set RB SP (using that
value of seq_parameter_set_id) as an active picture parameter
set RBSP, the SVC sequence parameter set RBSP 15 activated.
The active SVC sequence parameter set RBSP remains active
until i1t 1s deactivated when another SVC sequence parameter
set RBSP becomes the active SVC sequence parameter set
RBSP. A sequence parameter set RBSP, with that particular
value of seq_parameter_set_id, 1s available to the decoding,
process prior to its activation.

In SVC, profile_idc and level_idc in an SVC sequence
parameter set RBSP indicate the profile and level to which the
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coded video sequence conforms when the SVC sequence
parameter set RB SP 1s the active SVC sequence parameter
set RBSP.
In addition to the active SVC sequence parameter set
RBSP, zero or more SVC sequence parameter set RBSPs may
be specifically active for layer representations (with a particu-
lar value of DQId less than DQIdMax) that may be referred to
through inter-layer prediction i decoding the target layer
representation. Such an SVC sequence parameter set RBSP 1s
referred to as active layer SVC sequence parameter set RBSP
for the particular value of DQId (less than DQIdMax). The
restrictions on active SVC sequence parameter set RBSPs
also apply to active layer SVC sequence parameter set RBSPs
with a particular value of DQId.
In SVC, when a sequence parameter set RBSP with a
particular value of seq_parameter_set_id 1s not already the
active layer SVC sequence parameter set RBSP for DQId
equal to 0 and 1t 1s referred to by activation of a picture
parameter set RBSP (using that value of seq_param-
cter_set_1d) and the picture parameter set RBSP 1s activated
by a base-layer coded slice NAL unit or bullering period SEI
message and DQIdMax 1s greater than O (the picture param-
cter set RBSP becomes the active layer picture parameter set
RBSP for DQId equal to 0), the sequence parameter set RBSP
1s activated for layer representations with DQId equal to O.
This sequence parameter set RBSP 1s called the active layer
SV sequence parameter set RBSP for DQId equal to O until
it 1s deactivated when another SVC sequence parameter set
RBSP becomes the active layer SVC sequence parameter set
RBSP for DQId equal to 0 or when decoding an access unit
with DQIdMax equal to 0. A sequence parameter set RBSP,
with that particular value of seq_parameter_set_id, 1s avail-
able to the decoding process prior to 1ts activation.
In SVC, when a subset sequence parameter set RBSP with
a particular value of seq_parameter_set_id 1s not already the
active layer SVC sequence parameter set RBSP for a particu-
lar value of DQId less than DQIdMax and it 1s referred to by
an activating layer butiering period SEI message for the par-
ticular value of DQId (using that value of seq_param-
cter_set_1d) that 1s included 1n a scalable nesting SEI mes-
sage, the subset sequence parameter set RBSP 1s activated for
layer representations with the particular value of DQId. This
subset sequence parameter set RBSP 1s called the active layer
SV sequence parameter set RBSP for the particular value of
DQId until 1t 1s deactivated when another SVC sequence
parameter set RBSP becomes the active layer SVC sequence
parameter set RBSP for the particular value of DQId or when
decoding an access umt with DQIdMax less than or equal to
the particular value of DQId. A subset sequence parameter set
RBSP, with that particular value of seq_parameter_set_id, 1s
available to the decoding process prior to 1ts activation.
Let spsA and spsB be two SVC sequence parameter set
RBSPs with one of the following properties:
spsA 1s the SVC sequence parameter set RBSP that 1s
referred to by the coded slice NAL units (via the picture
parameter set) of a layer representation with a particular
value of dependency_id and quality_id equal to 0 and
spsB 1s the SVC sequence parameter set RBSP that 1s
referred to by the coded slice NAL units (via the picture
parameter set) of another layer representation, 1n the
same access unit, with the same value of dependency_i1d
and quality_id greater than O,

spsA 1s the active SVC sequence parameter set RBSP for
an access unmt and spsB 1s the SVC sequence parameter
set RBSP that 1s referred to by the coded slice NAL units
(via the picture parameter set) of the layer representation
with DQId equal to DQIdMax,
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spsA 1s the active SVC sequence parameter set RBSP for
an IDR access unit and spsB 1s the active SVC sequence
parameter set RBSP for any non-IDR access unit of the
same coded video sequence.

The SVC sequence parameter set RBSPs spsA and spsB
are restricted with regards to their contents as specified in the
following.

The values of the syntax elements 1n the sequence param-
eter set data syntax structure of spsA and spsB may only
differ for the following syntax elements and 1s the same
otherwise: profile_i1dc, constraint_setX flag (with X

being equal to 0 to 3, inclusive), reserved_zero_ 2 bits,
level_idc, seq_parameter set_1d, timing_info_present
flag, num_units_in_tick, time_scale, fixed_frame_rate
flag, nal_hrd_parameters_present_flag, vcl_hrd_par-
ameters_present_tlag, low_delay_hrd_flag, pic_struct_
present_flag, and the hrd_parameters( ) syntax struc-
tures. In summary, only the profile and level related
indications, profile compatibility indications, HRD
parameters, and picture timing related indications may

difter.

When spsA 1s the active SVC sequence parameter set
RBSP and spsB 1s the SVC sequence parameter set

RBSP that 1s referred to by the coded slice NAL units of
the layer representation with DQId equal to DQIdMax,
the level specified by level_idc (or level_idc and
constraint_set3_tlag) i spsA 1s not less than the level
specified by level_idc  (or level_idc  and
constraint_set3_flag) 1n spsB.

When the seq_parameter_set_svc_extension( ) syntax
structure 1s present 1n both spsA and spsB, the values of
all syntax elements in the seq_parameter_set_svc_ex-
tension( ) syntax structure are the same.

In SVC, the scalability information SEI message provides
scalability information for subsets of the bitstream. A scal-
ability information SEI message 1s not be included 1n a scal-
able nesting SEI message. A scalability information SEI mes-
sage may be present in an access unit where all dependency
representations are IDR dependency representations. The set
ol access units consisting of the access unit associated with

the scalability information SEI message and all succeeding
access units 1n decoding order until, but excluding, the next
access unit where all dependency representations are IDR
dependency representations (if present) or the end of the
bitstream (otherwise) 1s referred to as the target access unit
set. The scalability information SEI message applies to the
target access unit set. The scalability mnformation SEI mes-
sage provides information for subsets of the target access unit
set. These subsets are referred to as scalable layers. A scalable
layer represents a set of NAL units, 1nside the target access
unit set, that consists of VCL NAL units with the same values
of dependency_1d, quality_id, and temporal_i1d, as indicated
by the scalability information SEI message, and associated
non-VCL NAL units. The representation of a particular scal-
able layer 1s the set of NAL units that represents the set union
of the particular scalable layer and all scalable layers on
which the particular scalable layer directly or indirectly
depends. The representation of a scalable layer 1s also
referred to as scalable layer representation. Terms represen-
tation ol a scalable layer and scalable layer representation
may also be used for referring to the access unit set that can be
constructed from the NAL units of the scalable layer repre-
sentation. A scalable layer representation can be decoded
independently of all NAL units that do not belong to the
scalable layer representation. The decoding result of a scal-
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able layer representation 1s the set of decoded pictures that are
obtained by decoding the access unit set of the scalable layer
representation.

Among other things, the scalability information SEI mes-
sage 1n SVC may specily one or more scalable layers through
a set of dependency_id, quality_id, and temporal_i1d values.
Specifically, the scalability information SEI message may
include for each scalable layer 1 the syntax elements depen-
dency_i1d[1], quality_id[1], and temporal_1d[1] that are equal
to the values of dependency_id, quality_id, and temporal_id,
respectively, of the VCL NAL units of the scalable layer. All
VCL NAL units of a scalable layer have the same values of
dependency_1d, quality_id, and temporal_1d.

Among other things, the scalability information SEI mes-
sage 1n SVC may include layer_profile_level 1dc[i1] for scal-
able layer 1 that indicates the conformance point of the rep-
resentation of the scalable layer. layer_profile level_1dc[i1] 1s
the exact copy of the three bytes comprised of profile_idc,
constraint_setO_flag, constraint_setl_{lag,
constraint_set2_flag, constraint_set3_{lag,
constraint_set4_flag, constraint_set5_flag, reserved_zero 2
bits and level_idc, as i1 these syntax elements were used to
specily the profile and level conformance of the representa-
tion of the current scalable layer.

As indicated earlier, MV 1s an extension of H.264/AVC.
Many of the definitions, concepts, syntax structures, seman-
tics, and decoding processes of H.264/AVC apply also to
MVC as such or with certain generalizations or constraints.
Some definitions, concepts, syntax structures, semantics, and
decoding processes of MVC are described in the following.

An access unit in MVC 1s defined to be a set of NAL unaits
that are consecutive 1n decoding order and contain exactly
one primary coded picture consisting of one or more view
components. In addition to the primary coded picture, an
access unit may also contain one or more redundant coded
pictures, one auxiliary coded picture, or other NAL units not
containing slices or slice data partitions of a coded picture.
The decoding of an access unit results in one decoded picture
consisting of one or more decoded view components, when
decoding errors, bitstream errors or other errors which may
aifect the decoding do not occur. In other words, an access
unmt in MVC contains the view components of the views for
one output time 1nstance.

A view component 1n MVC 1s referred to as a coded rep-
resentation of a view 1n a single access unit.

Inter-view prediction may be used 1n MVC and refers to
prediction of a view component from decoded samples of
different view components of the same access unit. In MVC,
inter-view prediction is realized similarly to inter prediction.
For example, inter-view reference pictures are placed in the
same reference picture list(s) as reference pictures for inter
prediction, and a reference index as well as a motion vector
are coded or mferred similarly for inter-view and inter refer-
ence pictures.

An anchor picture 1s a coded picture 1n which all slices may
reference only slices within the same access unit, 1.e., inter-
view prediction may be used, but no inter prediction 1s used,
and all following coded pictures 1n output order do not use
inter prediction from any picture prior to the coded picture 1n
decoding order. Inter-view prediction may be used for IDR
view components that are part of a non-base view. A base
view 1n MVC 1s a view that has the minimum value of view
order index 1n a coded video sequence. The base view can be
decoded independently of other views and does not use inter-
view prediction. The base view can be decoded by H.264/
AV C decoders supporting only the single-view profiles, such
as the Baseline Profile or the High Profile of H.264/AVC.
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In the MVC standard, many of the sub-processes of the
MVC decoding process use the respective sub-processes of
the H.264/AVC standard by replacing term “‘picture”,
“frame”, and ““field” 1n the sub-process specification of the
H.264/AVC standard by *“view component”, “frame view
component”, and “field view component”, respectively. Like-
wise, terms “picture”, “frame”, and “field” are often used in
the following to mean “view component”, “Iframe view com-
ponent”, and “field view component”, respectively.

In scalable multiview coding, the same bitstream may con-
tain coded view components of multiple views and at least
some coded view components may be coded using quality
and/or spatial scalability.

A texture view refers to a view that represents ordinary
video content, for example has been captured using an ordi-
nary camera, and 1s usually suitable for rendering on a dis-
play. A texture view typically comprises pictures having three
components, one luma component and two chroma compo-
nents. In the following, a texture picture typically comprises
all 1ts component pictures or color components unless other-
wise indicated for example with terms luma texture picture
and chroma texture picture.

Depth-enhanced video refers to texture video having one or
more views associated with depth video having one or more
depth views. A number of approaches may be used for rep-
resenting ol depth-enhanced video, including the use of video

plus depth (V+D), multiview video plus depth (MVD), and
layered depth video (LDV). In the video plus depth (V+D)
representation, a single view of texture and the respective
view ol depth are represented as sequences of texture picture
and depth pictures, respectively. The MVD representation
contains a number of texture views and respective depth
views. In the LDV representation, the texture and depth of the
central view are represented conventionally, while the texture
and depth of the other views are partially represented and
cover only the dis-occluded areas required for correct view
synthesis of intermediate views.

Depth-enhanced video may be coded in a manner where
texture and depth are coded independently of each other. For
example, texture views may be coded as one MV C bitstream
and depth views may be coded as another MVC bitstream.
Alternatively depth-enhanced video may be coded 1n a man-
ner where texture and depth are jointly coded. When joint
coding texture and depth views 1s applied for a depth-en-
hanced video representation, some decoded samples of a
texture picture or data elements for decoding of a texture
picture are predicted or derived from some decoded samples
of a depth picture or data elements obtained 1n the decoding
process of a depth picture. Alternatively or 1n addition, some
decoded samples of a depth picture or data elements for
decoding of a depth picture are predicted or derived from
some decoded samples of a texture picture or data elements
obtained in the decoding process of a texture picture.

It has been found that a solution for some multiview 3D
video (3DV) applications 1s to have a limited number of input
VIEWS, €.2. a mono or a stereo view plus some supplementary
data, and to render (1.e. synthesize) all required views locally
at the decoder side. From several available technologies for
view rendering, depth image-based rendering (DIBR) has
shown to be a competitive alternative.

A simplified model of a DIBR-based 3DV system 1s shown
in FI1G. 5. The mput of a 3D video codec comprises a stereo-
scopic video and corresponding depth information with ste-
reoscopic baseline b0. Then the 3D video codec synthesizes a
number of virtual views between two iput views with base-
line (b1<b0). DIBR algorithms may also enable extrapolation
of views that are outside the two input views and not 1n
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between them. Similarly, DIBR algorithms may enable view
synthesis from a single view of texture and the respective
depth view. However, 1n order to enable DIBR-based multi-
view rendering, texture data should be available at the
decoder side along with the corresponding depth data.

In such 3DV system, depth information 1s produced at the
encoder side 1n a form of depth pictures (also known as depth
maps) for each video frame. A depth map 1s an 1image with
per-pixel depth information. Fach sample in a depth map
represents the distance of the respective texture sample from
the plane on which the camera lies. In other words, 11 the z axis
1s along the shooting axis of the cameras (and hence orthogo-
nal to the plane on which the cameras lie), a sample 1n a depth
map represents the value on the z axis.

Depth information can be obtained by various means. For
example, depth of the 3D scene may be computed from the
disparity registered by capturing cameras. A depth estimation
algorithm takes a stereoscopic view as an input and computes
local disparities between the two olffset images of the view.
Each image 1s processed pixel by pixel in overlapping blocks,
and for each block of pixels a horizontally localized search for
a matching block in the offset image i1s performed. Once a
pixel-wise disparity 1s computed, the corresponding depth
value z 1s calculated by equation (1):

_ St
T d+Ad’

(1)

3

where 1 1s the focal length of the camera and b 1s the
baseline distance between cameras, as shown 1n FIG. 6. Fur-
ther, d refers to the disparity observed between the two cam-
eras, and the camera oflset Ad retlects a possible horizontal
misplacement of the optical centers of the two cameras. How-
ever, since the algorithm 1s based on block matching, the
quality of a depth-through-disparity estimation 1s content
dependent and very often not accurate. For example, no
straightforward solution for depth estimation 1s possible for
image fragments that are featuring very smooth areas with no
textures or large level of noise.

Disparity or parallax maps, such as parallax maps specified
in ISO/IEC International Standard 23002-3, may be pro-
cessed similarly to depth maps. Depth and disparity have a
straightforward correspondence and they can be computed
from each other through mathematical equation.

The coding and decoding order of texture and depth view
components within an access unit 1s typically such that the
data of a coded view component 1s not interleaved by any
other coded view component, and the data for an access unit
1s not interleaved by any other access unit in the bitstream/
decoding order. For example, there may be two texture and
depth views (10, 11, T0_,, T1,,,T0_,, T1 ., D0, D1,
DO ,,D1 ., D0 ., D1 _,)in different access units (t, t+1,
t+2), as 1llustrated in F1G. 7, where the access unit t consisting
of texture and depth view components (10,11, D0_,D1 )
precedes 1n bitstream and decoding order the access unit t+1
consisting of texture and depth view components (10, ,,
le‘+l: D0r+l! D13‘+1)'

The coding and decoding order of view components within
an access unit may be governed by the coding format or
determined by the encoder. A texture view component may be
coded before the respective depth view component of the
same view, and hence such depth view components may be
predicted from the texture view components ol the same view.
Such texture view components may be coded for example by

MVC encoder and decoder by MVC decoder. An enhanced
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texture view component refers herein to a texture view com-
ponent that 1s coded after the respective depth view compo-
nent of the same view and may be predicted from the respec-
tive depth view component. The texture and depth view
components of the same access units are typically coded 1n
view dependency order. Texture and depth view components
can be ordered 1n any order with respect to each other as long
as the ordering obeys the mentioned constraints.

Texture views and depth views may be coded 1nto a single
bitstream where some of the texture views may be compatible
with one or more video standards such as H.264/AVC and/or
MVC. In other words, a decoder may be able to decode some
of the texture views of such a bitstream and can omit the
remaining texture views and depth views.

In this context an encoder that encodes one or more texture
and depth views 1nto a single H.264/AVC and/or MVC com-
patible bitstream 1s also called as a 3DV-ATM encoder. Bit-
streams generated by such an encoder can be referred to as
3DV-ATM bitstreams. The 3DV-ATM bitstreams may
include some of the texture views that H.264/AVC and/or
MVC decoder cannot decode, and depth views. A decoder
capable of decoding all views from 3DV-ATM bitstreams
may also be called as a 3DV-ATM decoder.

3DV-ATM bitstreams can include a selected number of
AVC/MVC compatible texture views. The depth views for the
AVC/MVC compatible texture views may be predicted from
the texture views. The remaining texture views may utilize
enhanced texture coding and depth views may utilize depth
coding.

Many video coding standards specily bullering models and
bullering parameters for the bit streams. Such buifering mod-
cls may be called Hypothetical Reference Decoder (HRD) or
Video Butfer Verifier (VBV). A standard compliant bit stream
complies with the bulfering model with a set of bulfering
parameters specified 1n the corresponding standard. Such
bullering parameters for a bit stream may be explicitly or
implicitly signaled. ‘Implicitly signaled” means that the
default bufllering parameter values according to the profile
and level apply. The HRD/VBYV parameters are used, among
other things, to impose constraints on the bit rate variations of
compliant bit streams.

HRD conformance checking may concern for example the
following two types of bitstreams: The first such type of
bitstream, called Type I bitstream, 1s a NAL unit stream
containing only the VCL NAL units and filler data NAL unaits
for all access units 1n the bitstream. The second type of bit-
stream, called a Type 11 bitstream, may contain, in addition to
the VCL NAL umnits and filler data NAL units for all access
units 1n the bitstream, additional non-VCL NAL units other
than filler data NAL units and/or syntax elements such as
leading_zero_ 8 bits, zero_byte, start_code_prefix_one_ 3
bytes, and trailing_zero__ 8 bits that form a byte stream from
the NAL unit stream.

Two types of HRD parameters (NAL HRD parameters and
VCL HRD parameters) may be used. The HRD parameter
may be indicated through wvideo wusability information
included 1n the sequence parameter set syntax structure.

Sequence parameter sets and picture parameter sets
referred to in the VCL NAL units, and corresponding butfer-
ing period and picture timing SEI messages may be conveyed
to the HRD, in a timely manner, either 1n the bitstream (by
non-VCL NAL units), or by out-of-band means externally
from the bitstream e.g. using a signalling mechanism, such as
media parameters included 1n the media line of a session
description formatted e.g. according to the Session Descrip-
tion Protocol (SDP). For the purpose of counting bits in the
HRD, only the appropriate bits that are actually present 1n the
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bitstream may be counted. When the content of a non-VCL
NAL unit 1s conveyed for the application by some means
other than presence within the bitstream, the representation of
the content of the non-VCL NAL unit may or may not use the
same syntax as would be used if the non-VCL NAL unit were
in the bitstream.

The HRD may contain a coded picture butfer (CPB), an
instantaneous decoding process, a decoded picture buffer
(DPB), and output cropping.

The CPB may operate on decoding unit basis. A decoding,
unit may be an access unit or 1t may be a subset of an access
unit, such as an integer number of NAL units. The selection of
the decoding unit may be indicated by an encoder in the
bitstream.

The HRD may operate as follows. Data associated with
decoding units that tlow 1nto the CPB according to a specified
arrival schedule may be delivered by the Hypothetical Stream
Scheduler (HSS). The arrival schedule may be determined by
the encoder and indicated for example through picture timing
SEI messages, and/or the arrival schedule may be derived for
example based on a bitrate which may be indicated for
example as part of HRD parameters 1n video usability infor-
mation. The HRD parameter in video usability information
may contain many sets of parameters, each for different
bitrate or delivery schedule. The data associated with each
decoding unit may be removed and decoded instantaneously
by the instantaneous decoding process at CPB removal times.
A CPBremoval time may be determined for example using an
initial CPB bullering delay, which may be determined by the
encoder and indicated for example through a butfering period
SEI message, and differential removal delays indicated for
cach picture for example though picture timing SEI mes-
sages. Hach decoded picture 1s placed 1n the DPB. A decoded
picture may be removed from the DPB at the later of the DPB
output time or the time that it becomes no longer needed for
inter-prediction reference. Thus, the operation of the CPB of
the HRD may comprise timing of bitstream arrival, timing of
decoding unit removal and decoding of decoding unait,
whereas the operation of the DPB of the HRD may comprise
removal of pictures from the DPB, picture output, and current
decoded picture marking and storage.

The HRD may be used to check conformance of bitstreams
and decoders.

Bitstream conformance requirements of the HRD may
comprise for example the following and/or alike. The CPB 1s
required not to overtlow (relative to the size which may be
indicated for example within HRD parameters of video
usability information) or underflow (i.e. the removal time of a
decoding unmit cannot be smaller than the arrival time of the
last bit of that decoding unit). The number of pictures 1n the
DPB may be required to be smaller than or equal to a certain
maximum number, which may be indicated for example in the
sequence parameter set. All pictures used as prediction refer-
ences may be required to be present in the DPB. It may be
required that the interval for outputting consecutive pictures
from the DPB 1s not smaller than a certain minimum.

Decoder conformance requirements of the HRD may com-
prise for example the following and/or alike. A decoder
claiming conformance to a specific profile and level may be
required to decode successtully all conforming bitstreams
specified for decoder conformance provided that all sequence
parameter sets and picture parameter sets referred to in the
VCL NAL units, and appropriate buffering period and picture
timing SEI messages are conveyed to the decoder, 1n a timely
manner, either in the bitstream (by non-VCL NAL units), or
by external means. There may be two types of conformance
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that can be claimed by a decoder: output timing conformance
and output order conformance.

To check conformance of a decoder, test bitstreams con-
forming to the claimed profile and level may be delivered by
a hypothetical stream scheduler (HSS) both to the HRD and to
the decoder under test (DUT). All pictures output by the HRD
may also be required to be output by the DUT and, for each
picture output by the HRD, the values of all samples that are
output by the DU for the corresponding picture may also be
required to be equal to the values of the samples output by the
HRD.

For output timing decoder conformance, the HSS may
operate e.g. with delivery schedules selected from those indi-
cated 1n the HRD parameters of video usability information,
or with “interpolated” delivery schedules. The same delivery
schedule may be used for both the HRD and DUT. For output
timing decoder conformance, the timing (relative to the deliv-
ery time of the first bit) ol picture output may be required to be
the same for both HRD and the DUT up to a fixed delay.

For output order decoder conformance, the HSS may
deliver the bitstream to the DUT “by demand” from the DUT,
meaning that the HSS delivers bits (1in decoding order) only
when the DU requires more bits to proceed with its process-
ing. The HSS may deliver the bitstream to the HRD by one of
the schedules specified 1n the bitstream such that the bit rate
and CPB size are restricted. The order of pictures output may
be required to be the same for both HRD and the DUT.

In SVC, a buflering period SEI message that initiates the
HRD 1s chosen as follows. When an access unit contains one
or more bulfering period SEI messages that are included 1n
scalable nesting SEI messages and are associated with values
of DQId 1n the range of (DQIdMax>>4)<<4) to (((DQId-
Max>>4)<<4)+15), inclusive, the last of these bulfering
period SEI messages in decoding order 1s the butfering period
SEI message that mitialises the HRD. Let hrdDQId be the
largest value of 16*se1_dependency_id[1]+se1_quality_1d[1]
that 1s associated with the scalable nesting SEI message con-
taining the buifering period SEI message that imitialises the
HRD, let hrdDId and hrdQId be equal to hrdDQId>>4 and
hrdDQId & 15, respectively, and let hrdTId be the value of
se1_temporal_1d that 1s associated with the scalable nesting
SEI message containing the buflering period SEI message
that 1nitialises the HRD. In SVC, the picture timing SEI
messages that specily the removal timing of access units from
the CPB and output timing from the DPB are the picture
timing SEI messages that are included 1n scalable nesting SEI
messages associated with values of sei_dependency_id[1],
se1_quality_1d[1], and se1_temporal_id equal to hrdDId, hrd-
QId, and hrdTId, respectively. In SVC, the HRD parameter
sets that are used for conformance checking are the HRD
parameter sets included in the SVC video usability informa-
tion extension of the active SVC sequence parameter set that
are associated with values of vui_ext_dependency_id[1],
vul_ext_quality_1d[1], and vui_ext_temporal_1d[1] equal to
hrdDId, hrdQId, and hrdTId, respectively.

In SVC, the video usability information 1s extended to
selectively include timing information, HRD parameter sets,
and the presence of picture structure mmformation for bit-
stream subsets of coded video sequences (including the com-
plete coded video sequences). Any number of bitstream sub-
sets for which the extended VUI 1s provided may be selected
by the encoder and indicated 1n the VUI parameters exten-
sion. Each such bitstream subset 1s characterized by values of
dependency_1d, quality_id and temporal_id, which are
included in the vui_ext_dependency_id[1], vui_ext_quality[1]
and vui_ext_temporal_id[1] syntax elements, respectively,
where 1 1s an index for a bitstream subset. The bitstream
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subset with index 1 for which the timing information, HRID
parameter sets, and the presence of picture structure informa-
tion may be given can be obtained by applying the sub-
bitstream extraction process with vui_ext_dependency_i1d[1],
vul_ext_quality[1] and vui_ext_temporal_1d[1] as inputs.

A high level flow chart of an embodiment of an encoder
200 capable of encoding texture views and depth views 1s
presented 1 FIG. 8 and a decoder 210 capable of decoding
texture views and depth views 1s presented 1n FI1G. 9. On these
figures solid lines depict general data flow and dashed lines
show control information signaling. The encoder 200 may
receive texture components 201 to be encoded by a texture
encoder 202 and depth map components 203 to be encoded by
a depth encoder 204. When the encoder 200 1s encoding
texture components according to AVC/MVC a first switch
205 may be switched off. When the encoder 200 1s encoding
enhanced texture components the first switch 205 may be
switched on so that mmformation generated by the depth
encoder 204 may be provided to the texture encoder 202. The
encoder of this example also comprises a second switch 206
which may be operated as follows. The second switch 206 1s
switched on when the encoder 1s encoding depth information
of AVC/MVC views, and the second switch 206 1s switched
off when the encoder i1s encoding depth information of
enhanced texture views. The encoder 200 may output a bit-
stream 207 containing encoded video information.

The decoder 210 may operate 1n a similar manner but at
least partly 1n a reversed order. The decoder 210 may recerve
the bitstream 207 containing encoded video information. The
decoder 210 comprises a texture decoder 211 for decoding
texture mformation and a depth decoder 212 for decoding
depth information. A third switch 213 may be provided to
control information delivery from the depth decoder 212 to
the texture decoder 211, and a fourth switch 214 may be
provided to control information delivery from the texture
decoder 211 to the depth decoder 212. When the decoder 210
1s to decode AVC/MVC texture views the third switch 213
may be switched ofl and when the decoder 210 1s to decode
enhanced texture views the third switch 213 may be switched
on. When the decoder 210 1s to decode depth of AVC/MVC
texture views the fourth switch 214 may be switched on and
when the decoder 210 1s to decode depth of enhanced texture
views the fourth switch 214 may be switched off. The
Decoder 210 may output reconstructed texture components
215 and reconstructed depth map components 216.

Many video encoders utilize the Lagrangian cost function
to find rate-distortion optimal coding modes, for example the
desired macroblock mode and associated motion vectors.
This type of cost function uses a weighting factor or 2 to tie
together the exact or estimated 1image distortion due to lossy
coding methods and the exact or estimated amount of 1nfor-
mation required to represent the pixel/sample values 1 an
image area. The Lagrangian cost function may be represented
by the equation:

C=D+iR

where C 1s the Lagrangian cost to be minimised, D 1s the
image distortion (for example, the mean-squared error
between the pixel/sample values 1n original image block and
in coded 1mage block) with the mode and motion vectors
currently considered, A 1s a Lagrangian coellicient and R 1s
the number of bits needed to represent the required data to
reconstruct the image block in the decoder (including the
amount of data to represent the candidate motion vectors).

A coding standard or specification may include a sub-
bitstream extraction process, and such i1s specified for

example 1 SVC, MVC, and HEVC. The sub-bitstream
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extraction process relates to converting a bitstream by remov-
ing NAL units to a sub-bitstream. "

The sub-bitstream still
remains conforming to the standard. For example, 1n a draft
HEVC standard, the bitstream created by excluding all VCL

NAL units having a temporal_id greater than or equal to a
selected value and including all other VCL NAL unaits
remains conforming. Consequently, a picture having tempo-
ral_1d equal to TID does not use any picture having a tempo-
ral_id greater than TID as inter prediction reference.

A first profile of a coding standard or specification, such as
the Baseline Profile of H.264/AVC, may be specified to

include only certain types of pictures or coding modes, such
as 1ntra (I) and inter (P) pictures or coding modes. A second
profile of the coding standard or specification, such as the

High Profile of H.264/AVC, may be specified to include a

greater variety of types of pictures or coding modes, such as
intra, inter, and bi-predictive (B) pictures or coding modes. A
bitstream conform to the second profile, while a bitstream
comprising a subset of the pictures may also conform to the
first profile. For example, a common group of pictures pattern
i1s IBBP, 1.e., between each intra (I) or inter (P) reference
frame, there are two non-reference (B) frames. The base layer
in this case may consist of reference frames. The entire bit
stream may comply with the High Profile (which includes the
B picture feature), whereas the base layer bit stream may also
comply with the Baseline Profile (which excludes the B pic-
ture feature).

A sub-bitstream extraction process may be used for mul-
tiple purposes, some of which are described as examples
below. In the first example, a multimedia message 1s created
for which the entire bit stream complies to particular profile
and level and the bitstream subset consisting of the base layer
complies with another profile and level. At the time of cre-
ation, the originating terminal does not know the capability of
the recetving terminal. A Multimedia Messaging Service
Center (MMSC) or alike, in contrast, knows the capability of
the receiving terminal and 1s responsible of adapting the
message accordingly. In this example, the receiving terminal
1s capable of decoding the bitstream subset consisting of the
base layer but not the entire bitstream. Consequently, the
adaptation process using the present nvention requires
merely stripping oif or removing the NAL units with a scal-
ability layer identifier indicating a higher layer than the base
layer according to a sub-bitstream extraction process.

In a second example, a scalable bit stream 1s coded and
stored 1n a streaming server. Profile and level and possibly
also the HRD/VBYV parameters of each layer are signaled 1n
the stored file. When describing the available session, the
server can create a description e.g. according to the Session
Description Protocol (SDP) or Media Presentation Descrip-
tion (MPD) or alike for each layer or alternative of the scal-
able bit stream 1n the same file such that a streaming client can
conclude whether there 1s an 1deal layer and choose an 1deal
layer for streaming playback according to the SDP descrip-
tions or alike. If the server has no prior knowledge on receiver
capabilities, 1t 1s advantageous to create multiple SDP
descriptions or alike from the same content, and these
descriptions are then called alternate. The client can then pick
the description that suits its capabilities the best. If the server
knows the recerver capabilities (e.g., using the UAProf
mechanism specified in 3GPP TS 26.234), the server prefer-
ably chooses the most suitable profile and level for the
receiver among the profiles and levels of the entire bit stream
and all substreams. A sub-bitstream extraction process may
be carried out to conclude data to be transmitted such that it
matches the chosen SDP description or alike.
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In a third example, a stream such as that described 1n the
second example, 1s multicast or broadcast to multiple termi-
nals. The multicast/broadcast server can announce all the
available layers or decoding and playback alternatives, each
of which 1s characterized by a combination of profile and
level and possibly also HRD/VBY parameters. The client can
then know from the broadcast/multicast session announce-
ment whether there 1s an 1deal layer for 1t and choose an 1deal
layer for playback. A sub-bitstream extraction process can be
used to conclude the elementary data units, such as NAL
units, to be transmitted within each multicast group or alike.

In a fourth example of the use of the present invention, for
local playback applications, even though the entire signaled
stream cannot be decoded, 1t 1s still possible to decode and
enjoy part of the stream. Typically 1t the player gets to know
that the entire stream 1s of a set of profile and level and
HRD/VBY parameters it 1s not capable to decode, 1t just gives
up the decoding and playback. Alternatively or 1n addition, a
user may have selected a fast-forward or fast-backward play
operation, and the player may choose a level such that it can
decode the data faster than real-time. A sub-bitstream extrac-
tion process may be carried out when the player has chosen a
layer that 1s not the highest layer of the bitstream.

FIG. 1 shows a block diagram of a video coding system
according to an example embodiment as a schematic block
diagram of an exemplary apparatus or electronic device 50,
which may incorporate a codec according to an embodiment
of the invention. FIG. 2 shows a layout of an apparatus
according to an example embodiment. The elements of FIGS.
1 and 2 will be explained next.

The electronic device 50 may for example be a mobile
terminal or user equipment ol a wireless communication sys-
tem. However, 1t would be appreciated that embodiments of
the mvention may be mmplemented within any electronic
device or apparatus which may require encoding and decod-
ing or encoding or decoding video images. For example, 1n
some embodiments, the apparatus may be embodied as a chip
or chip set (which may in turn be employed at one of the
devices mentioned above). In other words, the apparatus may
comprise one or more physical packages (e.g., chips) includ-
ing materials, components and/or wires on a structural assem-
bly (e.g., a baseboard). The structural assembly may provide
physical strength, conservation of size, and/or limitation of
clectrical interaction for component circuitry comprised
thereon. The apparatus may therefore, in some cases, be con-
figured to implement an embodiment of the present invention
on a single chip or as a single “system on a chip.” As such, 1n
some cases, a chip or chipset may constitute means for per-
forming one or more operations for providing the function-
alities described herein.

The apparatus 50 may comprise a housing 30 for incorpo-
rating and protecting the device. The apparatus 50 further
may comprise a display 32 in the form of a liquid crystal
display. In other embodiments of the invention the display
may be any suitable display technology suitable to display an
image or video. The apparatus 50 may further comprise a
keypad 34. In other embodiments of the invention any suit-
able data or user interface mechanism may be employed. For
example the user interface may be implemented as a virtual
keyboard or data entry system as part of a touch-sensitive
display. The apparatus may comprise a microphone 36 or any
suitable audio mnput which may be a digital or analogue signal
input. The apparatus 50 may further comprise an audio output
device which in embodiments of the invention may be any
one of: an earpiece 38, speaker, or an analogue audio or digital
audio output connection. The apparatus 50 may also comprise
a battery 40 (or in other embodiments of the invention the
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device may be powered by any suitable mobile energy device
such as solar cell, fuel cell or clockwork generator). The
apparatus may further comprise an inirared port 42 for short
range line of sight communication to other devices. In other
embodiments the apparatus 50 may further comprise any
suitable short range communication solution such as for
example a Bluetooth wireless connection or a USB/firewire
wired connection.

The apparatus 50 may comprise a controller or processor
(with controller and processor being used synonomously
herein with either or both being designated as 56) for control-
ling the apparatus 50. The controller 56 may be connected to
memory 38 which in embodiments of the invention may store
both data in the form of image and audio data and/or may also
store instructions for implementation on the controller 56.
The controller 56 may further be connected to codec circuitry
54 suitable for carrying out coding and decoding of audio
and/or video data or assisting in coding and decoding carried
out by the controller 56.

The processor 56 may be embodied 1n a number of differ-
ent ways. For example, the processor may be embodied as one
or more ol various hardware processing means such as a
COprocessor, a microprocessor, a controller, a digital signal
processor (DSP), a processing element with or without an
accompanying DSP, or various other processing circuitry
including integrated circuits such as, for example, an ASIC
(application specific integrated circuit), an FPGA (field pro-
grammable gate array ), amicrocontroller unit (MCU), a hard-
ware accelerator, a special-purpose computer chip, or the like.
As such, 1 some embodiments, the processor may comprise
one or more processing cores configured to perform idepen-
dently. A multi-core processor may enable multiprocessing
within a single physical package. Additionally or alterna-
tively, the processor may comprise one or more processors
configured 1n tandem wvia the bus to enable independent
execution of 1nstructions, pipelining and/or multithreading.

In an example embodiment, the processor 56 may be con-
figured to execute 1nstructions stored 1n the memory device
58 or otherwise accessible to the processor. Alternatively or
additionally, the processor may be configured to execute hard
coded functionality. As such, whether configured by hard-
ware or software methods, or by a combination thereof, the
processor may represent an entity (e.g., physically embodied
in circuitry) capable of performing operations according to an
embodiment of the present invention while configured
accordingly. Thus, for example, when the processor 1is
embodied as an ASIC, FPGA or the like, the processor may be
specifically configured hardware for conducting the opera-
tions described herein. Alternatively, as another example,
when the processor 1s embodied as an executor of software
instructions, the mnstructions may specifically configure the
processor to perform the algorithms and/or operations
described herein when the instructions are executed. How-
ever, 1 some cases, the processor may be a processor of a
specific device (e.g., a computing device) adapted for
employing an embodiment of the present invention by further
configuration of the processor by instructions for performing
the algorithms and/or operations described herein. The pro-
cessor may comprise, among other things, a clock, an arith-
metic logic unit (ALU) and logic gates configured to support
operation of the processor.

The memory 58 may comprise, for example, a non-transi-
tory memory, such as one or more volatile and/or non-volatile
memories. In other words, for example, the memory device
may be an electronic storage device (e.g., a computer read-
able storage medium) comprising gates configured to store
data (e.g., bits) that may be retrievable by a machine (e.g., a
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computing device like the processor). The memory device
may be configured to store information, data, applications,
instructions or the like for enabling the apparatus to carry out
various functions in accordance with example embodiments
of the present invention. For example, the memory device
could be configured to buifer input data for processing by the
processor. Additionally or alternatively, the memory device
could be configured to store instructions for execution by the
processor 36. The apparatus 50 may further comprise a card
reader 48 and a smart card 46, for example a UICC and UICC
reader for providing user information and being suitable for
providing authentication information for authentication and
authorization of the user at a network.

The apparatus S0 may comprise a communication interface
which may be any means such as a device or circuitry embod-
ied 1n either hardware or a combination of hardware and
software that 1s configured to receive and/or transmit data
from/to the apparatus. In this regard, the communication
interface may comprise, for example, radio interface circuitry
52 connected to the controller 56 and suitable for generating
wireless communication signals for example for communi-
cation with a cellular communications network, a wireless
communications system or a wireless local area network. The
communication interface of the apparatus 50 may further
comprise an antenna 44 connected to the radio interface cir-
cuitry 52 for transmitting radio frequency signals generated at
the radio interface circuitry 52 to other apparatus(es) and for
receiving radio frequency signals from other apparatus(es). In
some environments, the communication interface may alter-
natively or also support wired communication. As such, for
example, the communication interface may comprise a coms-
munication modem and/or other hardware/software for sup-
porting communication via cable, digital subscriber line
(DSL), USB or other mechanisms.

In some embodiments of the ivention, the apparatus 50
comprises a camera capable of recording or detecting 1ndi-
vidual frames which are then passed to the codec 34 or con-
troller for processing. In some embodiments of the invention,
the apparatus may recerve the video 1image data for processing
from another device prior to transmission and/or storage. In
some embodiments of the invention, the apparatus 50 may
receive either wirelessly or by a wired connection the image
for coding/decoding.

FIG. 3 shows an arrangement for video coding comprising,
a plurality of apparatuses, networks and network elements
according to an example embodiment. With respect to FI1G. 3,
an example of a system within which embodiments of the
present mvention can be utilized 1s shown. The system 10
comprises multiple communication devices which can com-
municate through one or more networks. The system 10 may
comprise any combination of wired or wireless networks
including, but not limited to a wireless cellular telephone
network (such as a GSM, UMTS, CDMA network etc), a
wireless local area network (WLAN) such as defined by any
of the IEEE 802.x standards, a Bluetooth personal area net-
work, an Ethernet local area network, a token ring local area
network, a wide area network, and the Internet.

The system 10 may include both wired and wireless com-
munication devices or apparatus 50 suitable for implement-
ing embodiments of the mnvention. For example, the system
shown 1n FIG. 3 shows a mobile telephone network 11 and a
representation of the internet 28. Connectivity to the internet
28 may include, but 1s not limited to, long range wireless
connections, short range wireless connections, and various
wired connections including, but not limited to, telephone
lines, cable lines, power lines, and similar communication
pathways.
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The example communication devices shown 1n the system
10 may include, but are not limited to, an electronic device or
apparatus 50, a combination of a personal digital assistant
(PDA) and a mobile telephone 14, a PDA 16, an integrated
messaging device (IMD) 18, a desktop computer 20, a note-
book computer 22. The apparatus 50 may be stationary or
mobile when carried by an imndividual who 1s moving. The
apparatus 50 may also be located in a mode of transport
including, but not limited to, a car, a truck, a taxi, a bus, a train,
a boat, an airplane, a bicycle, a motorcycle or any similar
suitable mode of transport.

Some or further apparatuses may send and receive calls and
messages and communicate with service providers through a
wireless connection 25 to a base station 24. The base station
24 may be connected to a network server 26 that allows
communication between the mobile telephone network 11
and the internet 28. The system may include additional com-
munication devices and communication devices of various
types.

The communication devices may communicate using vari-
ous transmission technologies including, but not limited to,
code division multiple access (CDMA), global systems for
mobile communications (GSM), universal mobile telecom-
munications system (UMTS), time divisional multiple access
(TDMA), frequency division multiple access (FDMA), trans-
mission control protocol-internet protocol (TCP-IP), short
messaging service (SMS), multimedia messaging service
(MMS), email, instant messaging service (IMS), Bluetooth,
IEEE 802.11 and any similar wireless communication tech-
nology. A communications device involved 1n implementing
various embodiments of the present mvention may commu-
nicate using various media including, but not limited to, radio,
inirared, laser, cable connections, and any suitable connec-
tion.

FIGS. 4a and 4b show block diagrams for video encoding
and decoding according to an example embodiment.

FI1G. 4a shows the encoder as comprising a pixel predictor
302, prediction error encoder 303 and prediction error
decoder 304. FI1G. 4a also shows an embodiment of the pixel
predictor 302 as comprising an inter-predictor 306, an intra-
predictor 308, a mode selector 310, a filter 316, and a refer-
ence frame memory 318. In this embodiment the mode selec-
tor 310 comprises a block processor 381 and a cost evaluator
382. The encoder may further comprise an entropy encoder
330 for entropy encoding the bit stream.

FI1G. 4b depicts an embodiment of the mter predictor 306.
The nter predictor 306 comprises a reference frame selector
360 for selecting reference frame or frames, a motion vector
definer 361, a prediction list former 363 and a motion vector
selector 364. These elements or some of them may be part of
a prediction processor 362 or they may be implemented by
using other means.

The pixel predictor 302 receives the image 300 to be
encoded at both the inter-predictor 306 (which determines the
difference between the image and a motion compensated
reference frame 318) and the intra-predictor 308 (which
determines a prediction for an image block based only on the
already processed parts of a current frame or picture). The
output of both the inter-predictor and the intra-predictor are
passed to the mode selector 310. Both the inter-predictor 306
and the itra-predictor 308 may have more than one intra-
prediction modes. Hence, the inter-prediction and the intra-
prediction may be performed for each mode and the predicted
signal may be provided to the mode selector 310. The mode
selector 310 also recerves a copy of the image 300.

The mode selector 310 determines which encoding mode
to use to encode the current block. If the mode selector 310
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decides to use an inter-prediction mode 1t will pass the output
of the inter-predictor 306 to the output of the mode selector
310. If the mode selector 310 decides to use an intra-predic-
tion mode 1t will pass the output of one of the intra-predictor
modes to the output of the mode selector 310.

The mode selector 310 may use, 1n the cost evaluator block
382, for example Lagrangian cost functions to choose
between coding modes and their parameter values, such as
motion vectors, reference indexes, and intra prediction direc-
tion, typically on block basis. This kind of cost function uses
a weighting factor lambda to tie together the (exact or esti-
mated) image distortion due to lossy coding methods and the
(exact or estimated ) amount of information that 1s required to
represent the pixel values 1n an image area: C=D+lambdaxR,
where C 1s the Lagrangian cost to be minimized, D 1s the
image distortion (e.g. Mean Squared Error) with the mode
and their parameters, and R the number of bits needed to
represent the required data to reconstruct the image block in
the decoder (e.g. including the amount of data to represent the
candidate motion vectors).

The output of the mode selector 1s passed to a first summing,
device 321. The first summing device may subtract the pixel
predictor 302 output from the image 300 to produce a first
prediction error signal 320 which 1s mnput to the prediction
error encoder 303.

The pixel predictor 302 further recerves from a preliminary
reconstructor 339 the combination of the prediction represen-
tation of the image block 312 and the output 338 of the
prediction error decoder 304. The preliminary reconstructed
image 314 may be passed to the intra-predictor 308 and to a
filter 316. The filter 316 recerving the preliminary represen-
tation may filter the preliminary representation and output a
final reconstructed image 340 which may be saved in a ret-
erence frame memory 318. The reference frame memory 318
may be connected to the inter-predictor 306 to be used as the
reference 1mage against which the future image 300 1s com-
pared in iter-prediction operations. In many embodiments
the reference frame memory 318 may be capable of storing
more than one decoded picture, and one or more of them may
be used by the inter-predictor 306 as reference pictures
against which the future images 300 are compared 1n 1inter
prediction operations. The reference frame memory 318 may
in some cases be also referred to as the Decoded Picture
Builer.
The operation of the pixel predictor 302 may be configured
to carry out any known pixel prediction algorithm known in
the art.

The pixel predictor 302 may also comprise a filter 385 to
filter the predicted values before outputting them from the
pixel predictor 302.

The operation of the prediction error encoder 302 and
prediction error decoder 304 will be described hereaiter in
turther detail. In the following examples the encoder gener-
ates 1mages 1n terms of 16x16 pixel macroblocks which go to
form the full image or picture. However, 1t 1s noted that FIG.
da 1s not limited to block size 16x16, but any block size and
shape can be used generally, and likewise FIG. 4a 1s not
limited to partitioning of a picture to macroblocks but any
other picture partitioning to blocks, such as coding units, may
be used. Thus, for the following examples the pixel predictor
302 outputs a series of predicted macroblocks of size 16x16
pixels and the first summing device 321 outputs a series of
16x16 pixel residual data macroblocks which may represent
the difference between a first macroblock in the image 300
against a predicted macroblock (output of pixel predictor

302).
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The prediction error encoder 303 comprises a transform
block 342 and a quantizer 344. The transform block 342
transiorms the first prediction error signal 320 to a transform
domain. The transform 1s, for example, the DCT transform or
its variant. The quantizer 344 quantizes the transform domain
signal, e.g. the DCT coeflicients, to form quantized coelli-
cients.

The prediction error decoder 304 recerves the output from
the prediction error encoder 303 and produces a decoded
prediction error signal 338 which when combined with the
prediction representation of the image block 312 at the sec-
ond summing device 339 produces the preliminary recon-
structed 1mage 314. The prediction error decoder may be
considered to comprise a dequantizer 346, which dequantizes
the quantized coellicient values, e.g. DCT coelficients, to
reconstruct the transform signal approximately and an inverse
transformation block 348, which performs the iverse trans-
formation to the reconstructed transform signal wherein the
output of the inverse transformation block 348 contains
reconstructed block(s). The prediction error decoder may also
comprise a macroblock filter (not shown) which may filter the
reconstructed macroblock according to further decoded
information and filter parameters.

In the following the operation of an example embodiment
of the inter predictor 306 will be described in more detail. The
inter predictor 306 receives the current block for inter predic-
tion. It 1s assumed that for the current block there already
exists one or more neighboring blocks which have been
encoded and motion vectors have been defined for them. For
example, the block on the left side and/or the block above the
current block may be such blocks. Spatial motion vector
predictions for the current block can be formed e.g. by using
the motion vectors of the encoded neighboring blocks and/or
of non-neighbor blocks 1n the same slice or frame, using
linear or non-linear functions of spatial motion vector predic-
tions, using a combination of various spatial motion vector
predictors with linear or non-linear operations, or by any
other appropriate means that do not make use of temporal
reference information. It may also be possible to obtain
motion vector predictors by combining both spatial and tem-
poral prediction information of one or more encoded blocks.
These kinds of motion vector predictors may also be called as
spatio-temporal motion vector predictors.

Reference frames used 1in encoding may be stored to the
reference frame memory. Fach reference frame may be
included in one or more of the reference picture lists, within
a reference picture list, each entry has a reference index which
identifies the reference frame. When a reference frame 1s no
longer used as a reference frame 1t may be removed from the
reference frame memory or marked as “unused for reference”
or a non-reference frame wherein the storage location of that
reference frame may be occupied for a new reference frame.

As described above, an access unit may contain slices of
different component types (e.g. primary texture component,
redundant texture component, auxiliary component, depth/
disparity component), of different views, and of different
scalable layers.

It has been proposed that at least a subset of syntax ele-
ments that have conventionally been included in a slice
header are included 1n a GOS (Group of Slices) parameter set
by an encoder. An encoder may code a GOS parameter set as
a NAL unit. GOS parameter set NAL units may be included 1n
the bitstream together with for example coded slice NAL
units, but may also be carried out-oi-band as described earlier
in the context of other parameter sets.

The GOS parameter set syntax structure may include an
identifier, which may be used when referring to a particular
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GOS parameter set instance for example from a slice header
or another GOS parameter set. Alternatively, the GOS param-
eter set syntax structure does not include an 1dentifier but an
identifier may be inferred by both the encoder and decoder for
example using the bitstream order of GOS parameter set
syntax structures and a pre-defined numbering scheme.

The encoder and the decoder may infer the contents or the
instance ol GOS parameter set from other syntax structures
already encoded or decoded or present 1n the bitstream. For
example, the slice header of the texture view component of
the base view may implicitly form a GOS parameter set. The
encoder and decoder may infer an identifier value for such
inferred GOS parameter sets. For example, the GOS param-
cter set formed from the slice header of the texture view
component of the base view may be inferred to have identifier
value equal to O.

A GOS parameter set may be valid within a particular
access unit associated with 1t. For example, 11 a GOS param-
eter set syntax structure 1s included 1n the NAL unit sequence
for a particular access unit, where the sequence 1s 1n decoding
or bitstream order, the GOS parameter set may be valid from
its appearance location until the end of the access unit. Alter-
natively, a GOS parameter set may be valid for many access
units.

The encoder may encode many GOS parameter sets for an
access unit. The encoder may determine to encode a GOS
parameter set if 1t 1s known, expected, or estimated that at
least a subset of syntax element values in a slice header to be
coded would be the same 1n a subsequent slice header.

A limited numbering space may be used for the GOS
parameter set identifier. For example, a fixed-length code may
be used and may be 1nterpreted as an unsigned integer value
of a certain range. The encoder may use a GOS parameter set
identifier value for a first GOS parameter set and subse-
quently for a second GOS parameter set, i1f the first GOS
parameter set 1s subsequently not referred to for example by
any slice header or GOS parameter set. The encoder may
repeat a GOS parameter set syntax structure within the bit-
stream for example to achieve a better robustness against
transmission errors.

In many embodiments, syntax elements which may be
included in a GOS parameter set are conceptually collected 1n
sets of syntax elements. A set of syntax elements for a GOS
parameter set may be formed for example on one or more of
the following basis:

Syntax elements indicating a scalable layer and/or other

scalability features

Syntax elements indicating a view and/or other multiview

features

Syntax elements related to a particular component type,

such as depth/disparity

Syntax elements related to access unit 1dentification,

decoding order and/or output order and/or other syntax
clements which may stay unchanged for all slices of an
access unit

Syntax elements which may stay unchanged 1n all slices of

a view component

Syntax elements related to reference picture list modifica-

tion

Syntax elements related to the reference picture set used

Syntax elements related to decoding reference picture

marking,

Syntax elements related to prediction weight tables for

welghted prediction

Syntax elements for contro.

Syntax elements for controlling adaptive loop filtering

Syntax elements for controlling sample adaptive ofiset

Any combination of sets above

ling deblocking filtering
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For each syntax element set, the encoder may have one or
more of the following options when coding a GOS parameter
set:

The syntax element set may be coded into a GOS parameter
set syntax structure, 1.¢. coded syntax element values of the
syntax element set may be included in the GOS parameter set
syntax structure.

The syntax element set may be included by reference 1nto

a GOS parameter set. The reference may be given as an
identifier to another GOS parameter set. The encoder
may use a different reference GOS parameter set for
different syntax element sets.

The syntax element set may be indicated or inferred to be

absent from the GOS parameter set.

The options from which the encoder 1s able to choose for a
particular syntax element set when coding a GOS parameter
set may depend on the type of the syntax element set. For
example, a syntax element set related to scalable layers may
always be present in a GOS parameter set, while the set of
syntax elements which may stay unchanged in all slices of a
view component may not be available for inclusion by refer-
ence but may be optionally present in the GOS parameter set
and the syntax elements related to reference picture list modi-
fication may be included by reference 1n, included as such 1n,
or be absent from a GOS parameter set syntax structure. The
encoder may encode 1ndications 1n the bitstream, for example
in a GOS parameter set syntax structure, which option was
used 1n encoding. The code table and/or entropy coding may
depend on the type of the syntax element set. The decoder
may use, based on the type of the syntax element set being
decoded, the code table and/or entropy decoding that is
matched with the code table and/or entropy encoding used by
the encoder.

The encoder may have multiple means to indicate the asso-
ciation between a syntax element set and the GOS parameter
set used as the source for the values of the syntax element set.
For example, the encoder may encode a loop of syntax ele-
ments where each loop entry 1s encoded as syntax elements
indicating a GOS parameter set identifier value used as a
reference and identitying the syntax element sets copied from
the reference GOP parameter set. In another example, the
encoder may encode a number of syntax elements, each ndi-
cating a GOS parameter set. The last GOS parameter set 1n the
loop containing a particular syntax element set 1s the refer-
ence for that syntax element set 1n the GOS parameter set the
encoder 1s currently encoding into the bitstream. The decoder
parses the encoded GOS parameter sets from the bitstream
accordingly so as to reproduce the same GOS parameter sets
as the encoder.

It has been proposed to have a partial updating mechanism
tor the Adaptation Parameter Set in order to reduce the size of
APS NAL umts and hence to spend a smaller bitrate for
conveying APS NAL units. Although the APS provides an
clfective approach to share picture-adaptive information
common at the slice level, coding of APS NAL units inde-
pendently may be suboptimal when only a part of the APS
parameters changes compared to one or more earlier Adap-

tation Parameter Sets.
In document JCTVC-HO0069 (http://phemx.int-evry.ir/jct/

doc_end_user/documents/8_San  %20Jose/wgl1/JCTVC-
HO069-v4 .z1p), the APS syntax structure 1s subdivided 1nto a
number of groups of syntax elements, each associated with a
certain coding technology (such as Adaptive In-Loop Filter
(ALF), or Sample Adaptive Oflset (SAQO)). Each of these
groups 1n the APS syntax structure 1s preceded by a flag
indicating their respective presence. The APS syntax struc-
ture also 1ncludes a conditional reference to another APS. A
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ref aps_flag signals the presence of a reference ref_aps_id
referred to by the current APS. With this link mechanism, a
linked list of multiple APSs can be created. The decoding
process during APS activation uses the reference 1n the slice
header to address the first APS of the linked list. Those groups
of syntax elements for which the associated flag (such as the
aps_adaptive_loop_{ilter_data_present_tlag) 1s set, are
decoded from the subject APS. After this decoding, the linked
list 1s followed to the next linked APS (if any—as indicated by
ref aps_flag equal to 1). Only those groups which were not
signaled as present previously, but are signaled as present 1n
the current APS, are decoded from the current APS. The
mechanism continues along the list of linked APSs until one
of three conditions are met: (1) all required groups of syntax
clements (as indicated by SPS, PPS, or profile/level) have
been decoded from the linked APS chain, (2) the end of the list
1s detected, and (3) a fixed, probably profile-dependent, num-
ber of links have been followed—the number could be as
small as one. If there are any groups that are not signaled as
present 1n any of the linked APSs, the related decoding tool 1s
not used for this picture. Condition (2) prevents circular ref-
erencing loops. The complexity of the referencing mecha-
nism 1s further limited by the finite size of the APS table. In
JCTVC-HO0069, the de-referencing, 1.e. resolving the source
for each group of syntax elements, 1s proposed to be per-
formed each time an APS 1s activated, typically once at the
beginning of decoding a slice.

It has also been proposed 1n document JCTVC-HO0255 to
include multiple APS identifiers 1n the slice header, each
speciiying the source APS for certain groups of syntax ele-
ments, €.g. one APS being the source for quantization matri-
ces and another APS being the source for ALF parameters. In
document JCTVC-HO381, a “copy” flag for each type of APS
parameters was proposed, which allows copying that type of
APS parameters from another APS. In document JCTVC-
HO0503, a Group Parameter Set (GPS) was introduced, which
collects parameter set identifiers of diflerent types of param-
cter sets (SPS, PPS, APS) and may contain multiple APS
parameter set identifiers. Furthermore, it was proposed in
JCTVC-HO0505 that a slice header contains a GPS i1dentifier to
be used for decoding of the slice mstead of individual PPS,
and APS 1dentifiers.

An APS partial updating mechanism has been proposed
also 1n document JCTVC-10070 as outlined 1n the following.
The encoder specifies the value range of aps_id values with
the max_aps_id syntax element within the sequence param-
cter set. In other words, the value of aps_id may be in the
range of 0 to max_aps_1d, inclusive. The encoder also speci-
fies a range of aps_id values that are considered “used” and
indicates that range to the decoder in max_aps_id_diff. The
range 1s relative to the latest recerved APS NAL unit and
hence specifies a kind of a sliding window of valid aps_id
values. APS NAL units that have an aps_i1d value outside the
sliding-window range are considered “unused” and a new
APS NAL unit with the same aps_1d value may be transmit-
ted. Each recetved APS NAL unit updates the position of the
sliding-window range of aps_i1d values considered “used”. It
1s recommended that encoders increment aps_id value by 1
relative to that in the previous APS NAL unit in decoding
order. As aps_id values may wrap over, modulo arithmetic 1s
used 1n determining the aps_id values within the sliding-
window range. Thanks to the controlled marking which
aps_1id values can be reused for new APS NAL units, the
number of APSes 1s limited to (max_aps_id_diff+1) and
losses of APS NAL units e.g. during transmaission can be
detected. It has been proposed 1n JCTVC-10070 that the APS

syntax includes a possibility to copy any group of syntax
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clements (QM, deblocking filter, SAO, ALF) from either the
same APS or from different APSes, indicated by their aps_id
value, while the referred APSes are required to be marked as
“used”. The partial update references are proposed to be
resolved at the time of decoding the APS NAL unit, 1.e. the
APS 1s decoded by copying the referenced data from the
indicated source APS 1nto the APS being decoded. In other
words, the references to other APS NAL units are resolved
only once.

While background has been explained above with relation
to SVC, for example when 1t comes to parameter set activa-
tion, SEI messages HRD parameters, as well as buflering
period and picture timing SEI messages, 1t should be under-
stood that similar processes and syntax structures exist also
for MVC.

We have discovered at least the following challenges and
shortcomings 1n the design of SVC and MVC:

1. In a sequence parameter set RBSP that 1s referred to by
the base layer, the level has to be set to cover also the
bitrate caused by the enhancement-layer NAL units,
because H.264/AVC decoders without SVC capability
will activate that sequence parameter set RBSP and
hence the bitrate inferred by the level should cover the
bitrate of the entire bitstream. Simailarly, 1n a sequence
parameter set RBSP that 1s referred to by the base view,
the level has to be set to cover also the bitrate caused by
the non-base-view NAL units, because H.264/AVC
decoders without MVC capability will activate that
sequence parameter set RBSP. The level may therefore
be unnecessarily high for decoders that can access the
bitstream fast enough and skip enhancement-layer NAL
units or non-base-view NAL units, e.g. typically decod-
ers reading a bitstream from a file. A level for the bait-
stream subset consisting of the base layer only may be
indicated by the scalability information SEI message
(for SVC) or view scalability information SEI message
(for MVC), but H.264/AVC decoders are unlikely to
decode those SEI messages, because they have been
specified 1n the SVC and MVC extensions, respectively.

2. As described above, only the profile and level related
indications, profile compatibility indications, HRD
parameters, and picture timing related indications may
differ 1n active SVC sequence parameter set RBSP and
active layer SVC sequence parameter set RBSPs. Simi-
larly, most but not all syntax elements remain unchanged
in active view sequence parameter set RBSPs when
compared to active sequence parameter set RBSPs.
Thus, sequence parameter set RBSPs duplicate informa-
tion, 1.¢. have the same values for respective syntax
clements. One approach for reducing this overhead
caused by duplicate information in sequence parameter
set RBSPs could be to re-use the same sequence param-
cter set RBSPs across layers or views, 1.e. to activate the
same sequence parameter set RBSP for more than one
layer or view. However, then the level would be subop-
timally selected and HRD parameters would be subop-
timally selected or not present (and then would not help
the decoder 1n buffer mnitialization, buffering, picture
timing, and so on).

3. Decoder conformance to profiles 1s limited to a maxi-
mum of two profiles 1n the following sense: the base
layer or view may conform to a profile specified 1n
Annex A of the H.264/AVC standard, i1.e. one of the
profiles for non-scalable (and non-multiview) coding.
The other layers may conform to a profile specified 1n
Annex G of the H.264/AVC standard, 1.e. one of the

profiles for scalable coding. Similarly, the other views
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may conform to a profile specified 1n Annex H of the
H.264/AVC standard, 1.e. one of the profiles for multiv-
iew coding. The values of profile_1dc and level_1dc 1n an
SVC sequence parameter set RBSP are those that would
be valid i1 the SVC sequence parameter set RBSP 1s the
active SVC sequence parameter set. Similarly. the val-
ues of profile_1dc and level_idc in an MVC sequence
parameter set RBSP are those that would be valid if the
MV C sequence parameter set RBSP 1s the active MVC
sequence parameter set. However, the bitstream may, 1n
general, contain additional types of scalability, such as
coded depth views, which a decoder conforming to
Annex G and Annex H would not be able to decode. A
decoder conforming to Annex G or Annex H 1s not aware
whether or not NAL units of such additional types of
scalability are present in the bitstream, as NAL units of
such additional types of scalability would use an exten-
ston mechanism, such as previously reserved NAL unit
type values, which a decoder conforming to Annex G or
Annex H would 1gnore. However, the NAL units of such
additional types of scalability would atlect the bitrate of
the bitstream and potentially the HRD parameters, such
as an 1mitial CPB buflering delay or time. Even 1f the
bitstream contains NAL of such additional type of scal-
ability, a decoder conforming to Annex G or Annex H
would still active that SVC or MVC sequence parameter
set RBSPs according to the SVC or MVC standard and
assume conformance according to the SVC or MVC
standard. Consequently, the level_idc should be set sub-
optimally to cover also the bitrate of the non-SVC or
non-MVC data in the bitstream. Moreover, the HRD
parameters should cover the non-SVC or non-MVC data
in the bitstream.

4. If sub-bitstream extraction 1s done according to the pro-

cess specified in Annex G or Annex H ol the H.264/AVC

standard for a bitstream containing additional types of
scalability that a decoder conforming to Annex G or
Annex H ofthe H.264/ AV standard cannot decode, the
NAL units containing data for such additional types of
scalability are kept unchanged in the resulting sub-bit-
stream. However, the data for such additional types of
scalability may have some of the same scalability
dimensions as present i Annex G or Annex H. For
example, in 3DV-ATM, the coded depth views are asso-
ciated with temporal_i1d and view_id as texture views
coded with MVC. Therefore sub-bitstream extraction
based on temporal_id and/or view_id should also con-
cern depth views. However, 11 a sub-bitstream extraction
process using the existing scalability dimensions, such
as temporal_1d and/or view_id, 1s used also for NAL
units containing such additional types of scalability,
such as depth views, the level indicator and HRD param-
cters present for Annex G or Annex H would be out-
dated, as they assume a sub-bitstream extraction to be
done according to the process specified in Annex G or
Annex H, 1.e. keeping the NAL umits containing such
additional types of scalability, such as depth views,
present 1n the resulting sub-bitstream.

5. Decoders conforming to a profile specified in Annex A of

the H.264/AVC standard, 1.e. one of the profiles for
non-scalable (and non-multiview) coding consider
coded slices of SVC and MVC (1.e., NAL units of
nal_unit_type equal to 20) as non-VCL NAL units,

whereas decoders conforming to a profile specified in
Annex G or Annex H consider them as VCL NAL units.
Theretore, the VCL and NAL HRD parameters differ.

For example, the semantics of the MVC video usability
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information extension and the MVC scalable nesting
SEI message used to carry picture timing and butfering
period SEI messages rely on the sub-bitstream extrac-
tion process specified 1n subclause H.8.5.3, which treats
NAL umits of nal_unit_type equal to 21 as non-VCL
NAL umits and does not perform temporal_id and vie-
w_1d based extraction for them. Hence, no proper HRD

parameters can be conveyed for sub-bitstreams consist-
ing of texture views only

In 3DV-ATM some of the above-mentioned shortcomings
can be avoided as follows. It1s proposed that 1n some embodi-
ments the texture sub-bitstream HRD parameters are con-
veyed for example 1 a second 1nstance of mvc_vuil_param-
cters_extension( ) for example within a 3DVC sequence
parameter set and HRD parameters within or similar to pic-
ture timing and buffering period SEI messages are conveyed
in a specific data structure that can be limited to be valid or
pertain to a sub-bitstream containing only texture views, such
as a 3DV texture sub-bitstream HRD nesting SEI message.
IT a texture sub-bitstream 1s extracted using the sub-bitstream
extraction process, these nested HRD parameters and SEI
messages may replace the respective MVC HRD parameters
and SEI messages, which, as stated above, assume the pres-
ence of NAL units of nal_unit_type 21 as non-VCL NAL

units.
For example, the following subset sequence parameter
syntax structure may be used for 3DVC sequence parameter

set RBSPs.

subset _seq parameter set rbsp( ) { C

seq__parameter_set_ data( ) 0

if( profile_ idc == 83 |l profile_idc ==86) {

seq_ parameter_set_ svc__extension( ) /* specified in Annex G */ 0
svc_ vul__parameters_ present_ flag 0

1f( svc__vul__parameters_ present_ flag==1)

svc_ vul__parameters_ extension( ) /* specified in Annex G */ 0

I else if( profile _idc==118 || profile_idc==128) {

bit_equal to_one /* equal to 1 */ 0
seq_ parameter set_ mvc_ extension( ) /* specified in Annex H */ 0
mvc__vul__parameters_ present_ flag 0

1f( mve__vui__parameters_ present_ flag==1 )

h

if( profile__idc ==138 ) {
bit_equal to_one /* equal to 1 */
seq_parameter_set_ mvc__extension( ) /* specified in Annex H */
seq_ parameter set_ 3dvc_ extension( )
3dve_ vuil_ parameters_ present_ flag
1f( 3dvc__vui_ parameters_ present flag==1)
mvc_ vul_ parameters_ extension( )
texture_ vui_ parameters_ present_ flag
1f( texture_ vui__parameters_ present_ flag==1 )

)

mvc__vul__parameters__extension( ) /* specified in Annex H */ 0

mvc__vul__parameters__extension( ) 0

additional_ extension3_ flag 0

1f( additional__extension3_flag==1)
while( more__rbsp__data( ) )
additional extension3_data flag

rbsp_ trailing bits( ) 0

h

In the presented example syntax structure, certain syntax
clements may be specified as follows. 3dvc_vui_parameter-
s_present_{lag equal to O specifies that the syntax structure
mvc_vul_parameters_extension( ) corresponding to 3DVC
VUI parameters extension 1s not present. 3dvc_vui_param-
cters_present_{flag equal to 1 specifies that the syntax struc-
ture mvc_vul_parameters_extension( ) 1s present and referred
to as 3DVC VUI parameters extension. texture_vui_param-
cters_present_flag equal to O specifies that the syntax struc-
ture mvc_vul_parameters_extension( ) corresponding to
3DV texture sub-bitstream VUI parameters extension 1s not

o o O O

S

-

56

present. texture vuil_parameters_present flag equal to 1
specifies that the syntax structure mvc_vui_parameters_ex-
tension( ) 1s present and referred to as 3DVC texture sub-
bitstream VUI parameters extension.

. In the HRD for 3DV-ATM, 1t may be specified that when
the coded video sequence conforms to one or more of the
profiles specified 1n 3DV-ATM, the HRD parameter sets are
signalled through the 3DVC wvideo usability information
extension, which 1s part of the subset sequence parameter set

10" gyntax structure. Furthermore, it may specified that when the
coded video sequence conforms to 3DV-ATM and the decod-
ing process 3IDV-ATM 1s applied, the HRD parameters spe-
cifically indicated for 3DV-ATM are 1n use.

The syntax of a 3DV texture sub-bitstream HRD nesting,
> SEI message may be specified as follows.
De-
SCTIp-
70 3dvc_texture subbitstream hrd  nesting( payloadSize ) { C tor
num__texture subbitstream_ view__components minusl 5 ue(v)
for( 1=0;1<=num_ view_ components__op_ minusl;
1++ )
texture_ subbitstream_ view_ id[ 1 ] 5 u(l10)
texture subbitstream_ temporal_ id 5 u(3)
25 while( tbyte_aligned( ) )
sel_nesting zero_ bit /* equal to O */ 5 1)

Descriptor

u(l)

(1)

u(l)

(1)

u(l)

u(l)

u(l)

u(l)

-continued
De-
60 SCrip-
3dve_ texture  subbitstream hrd nesting( payloadSize ) { C tor
sel__message( ) 5
h
63

The semantics of a 3DV texture sub-bitstream HRD nest-
ing SEI message may be specified as follows. A 3DV C texture
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sub-bitstream HRD nesting SEI message may contain for
example one SEI message of payload type 0 or 1 (1.e. butfer-
ing period or picture timing SEI message) or one and only one
MV scalable nesting SEI message containing one SEI mes-
sage of payload type O or 1. The SEI message included 1n a
3DV texture sub-bitstream HRD nesting SEI message and
not included i an MVC scalable nesting SEI message 1s
referred to as the nested SEI message. The semantics of the
nested SEI message apply for the sub-bitstream obtained with
a 3DV-ATM sub-bitstream extraction process with depthPre-
sentFlagTarget equal to 0, tldTarget equal to texture_subbit-
stream_temporal_1d, and viewldTargetList consisting of tex-
ture_subbitstream_view_id[1] for all values of 1 1n the range
of to num_texture_subbitstream_view_components_
minusl, inclusive, as inputs. num_texture_subbitstream_
view_components_minusl plus 1 specifies the number of
view components of the operation point to which the nested
SEImessage applies. texture_subbitstream_view_i1d[1] speci-
fies the view_id of the 1-th view component to which the
nested SEI message applies. texture subbitstream_tempo-
ral_id specifies the maximum temporal_1d of the bitstream
subset to which the nested SEI message applies. sei_nesting_
zero_bit 1s equal to 0.

In some embodiments, a 3DV-ATM sub-bitstream extrac-
tion process may be specified as follows. Inputs to this pro-
cess may be: a variable depthPresentFlagTarget (when
present), a variable pldTarget (when present), a variable tId-
Target (when present), a list viewldTargetList consisting of
one or more values of viewldTarget (when present). Outputs
of this process may be a sub-bitstream and a list of VOIdx
values VOIdxList. When depthPresentFlaglarget 1s not
present as input, depthPresentFlagTarget may be inferred to
be equal to 0. When pldTarget 1s not present as input, pldTar-
get may be inferred to be equal to 63. When tldTarget 1s not
present as mput, tldTarget may be inferred to be equal to 7.
When viewldTargetList 1s not present as input, there may be
one value of viewldTarget inferred in viewldTargetList and
the value of viewldTarget may be inferred to be equal to
view 1d of the base view. In the sub-bitstream extraction
process, 11 depthPresentFlagTarget 1s equal to O or a similar
indication to remove depth views from the resulting sub-

bitstream 1s mnput, the HRD parameters specifically indicated
for texture sub-bitstreams may be converted to data structures
specified 1in H.264/AVC and/or MVC. For example, one or
more of the following operations may be used within a sub-
bitstream extraction process to convert HRD related data
structures:

Replace an SEI NAL unit 1n which payloadType indicates
a 3DVC texture sub-bitstream HRD nesting SEI mes-
sage with an SEI NAL unit with payload consisting of
the SEI message nested within the 3DV C texture sub-
bitstream HRD nesting SEI message.

Replace mvc_vui_parameters_extension( ) syntax struc-
ture 1n an active texture 3DVC sequence parameter set
RBSPs with the mvc_vui_parameters_extension( ) syn-
tax structure of the 3DVC texture sub-bitstream VUI
parameters extension.

For example, the sub-bitstream may be derived by applying

the following operations in sequential order:

1. Derive variable VOIdxList to include all views needed
for decoding all views included 1n viewldTargetlList
according to the inter-view dependencies indicated 1n
the active sequence parameter set. I depthPresentFlag-
Target 1s equal to 1, inter-view dependencies of depth
views may be taken into account when deriving VOIdx-
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List. Mark all NAL units for all view components that
are not 1in VOIdxList as “to be removed from the bit-
stream’’.

. Mark all VCL, NAL units and filler data NAL units for

which any of the following conditions are true as “to be

removed from the bitstream”:

priority_id 1s greater than pldTarget,

temporal_id 1s greater than tId Target,

anchor_pic_flag i1s equal to 1 and view_id 1s not marked
as “required for anchor”,

anchor_pic_flag is equal to 0 and view_id 1s not marked
as “required for non-anchor”,

nal_ref_1idc 1s equal to 0 and mter_view_{lag 1s equal to
0 and view_id 1s not equal to any value 1n the list
viewld TargetList,

NAL units contains a coded slice for a depth view com-
ponent and depthPresentFlagTarget 1s equal to O.

3. Remove all access units for which all VCL NAIL units are

marked as “to be removed from the bitstream”.

4. Remove all VCL NAL units and filler data NAL units

that are marked as ““to be removed trom the bitstream”.

5. Remove all NAL units with nal_unit_type equal to 6 in

which the first SEI message has payloadType equal to O
or 1, or the first SEI message has payloadType equal to
equal to 37 (MVC scalable nesting SEI message) and
operation_point_flag in the first SEI message 1s equal to

1

6. When depthPresentFlagTarget 1s equal to O, the follow-

ing applies.

Replace all NAL units with nal_unit_type equal to 6 1n
which payloadlype indicates a 3DVC texture sub-
bitstream HRD nesting SEI message with the
nal_unit_type equal to 6 with payload consisting of
the SEI message nested within 3DVC texture sub-
bitstream HRD nesting SEI message.

The following applies for each active texture 3DVC
sequence parameter set RBSP: Replace mve_vui_pa-
rameters_extension( ) syntax structure in an active
texture 3DV sequence parameter set RBSPs with the
mvc_vul_parameters_extension( ) syntax structure of
the 3DVC texture sub-bitstream VUI parameters
extension, 1f both mvc_vui_parameters_extension( )
syntax structures apply to the same views. Otherwise,
remove mvc_vul_parameters_extension( ) syntax
structure 1n an active texture 3DV C sequence param-
eter set RBSP.

Remove all SEI NAL units with specified in 3DV-ATM
and not applicable for H.264/AVC or MVC.

. Let maxTId be the maximum temporal_id of all the

remaining VCL NAL units. Remove all NAL units with

nal_unit_type equal to 6 that only contain SEI messages

that are part of an MVC scalable nesting SEI message or

3DVC scalable nesting SEI message with any of the

following properties:

operation_point_flag is equal to O and all_view_compo-
nents_in_au_flag 1s equal to O and none of se1_vie-
w_1d[1] for all 1 1n the range of 0 to num_view_com-
ponents_minus], iclusive, corresponds to a VOIdx
value included 1n VOIdxList,

operation_point_flag 1s equal to 1 and either
se1_op_temporal_id 1s greater than maxTId or the list
of sei_op_view_id[1] for all 1 1n the range of 0 to
num_view_components_op_minusl, inclusive, 1s not
a subset of viewldTargetList (1.e., 1t 1s not true that
se1_op_view_1d[1] for any 1 1n the range o1 0 to num_
view_components_op_minusl, inclusive, 1s equal to
a value 1n viewld TargetList).




US 9,270,989 B2

59

8. Let maxTId be the maximum temporal_id of all the
remaining VCL NAL units. Remove all NAL units with
nal_unit_type equal to 6 that only contain SEI messages
that are part of a 3DVC texture sub-bitstream HRD
nesting SEI message with any of the following proper-
t1es:
cither texture _subbitstream_temporal_i1d 1s greater than

maxTId or the list of texture subbitstream view 1d
[1] for all 1 1n the range of O to num_texture subbit-
stream_view_components_minusl, inclusive, 1snot a
subset of viewldTargetList (i.e., 1t 1s not true that
se1_texture_subbitstream_view_1d[1] for any 1 in the
range of O to num_texture_subbitstream_view_
components_minusl, inclusive, 1s equal to a value in
viewldTargetList).

9. Remove each view scalability information SEI message
and each operation point not present SEI message, when
present.

10. When VOIdxList does not contain a value of VOIdx
equal to minVOIdx, the view with VOIdx equal to the
minimum VOIdx value included i VOIdxList 1s con-
verted to the base view of the extracted sub-bitstream.

In some embodiments, the following may apply for buil-
ering period and picture timing SEI messages, that 1s SEI
messages with payloadType 1s equal to O or 1.

If a buffering period or picture timing SEI message 1s
included 1n a 3DVC scalable nesting SEI message and not
included 1n an MV C scalable nesting SEI message ora3DVC
texture sub-bitstream HRD nesting SEI message, the follow-
ing may apply. When the SEI message and all other SEI
messages with payloadlype equal to 0 or 1 included 1n a
3DV scalable nesting SEI message with 1dentical values of
se1_op_temporal_id and sei_op_view_id[1] for all 1 i the
range of 0 to num_view_components_op_minusl, inclusive,
are used as the butlering period and picture timing SEI mes-
sages for checking the bitstream conformance according to
the HRD, the bitstream that would be obtained by invoking,
the 3DV-ATM bitstream extraction process with depthPre-
sentTargetFlag equal to 1, tldTarget equal to se1_op_tempo-
ral_1d and viewldTargetList equal to se1_op_view_id[1] for
all 1 1n the range of O to num_view_components_op_minusl,
inclusive, conforms to 3DV-ATM.

If a buffering period or picture timing SEI message 1s
included 1n a 3DV C texture sub-bitstream HRD nesting SEI
message, the following may apply. When the SEI message
and all other SEI messages included 1n a 3DV texture sub-
bitstream HRD nesting SEI message with 1dentical values of
texture_subbitstream temporal id and texture_subbit-
stream_ view 1d[1] tor all 1 1n the range of O to num_texture
subbitstream_view_components_minusl, inclusive, are used
as the buifering period and picture timing SEI messages for
checking the bitstream conformance according to the HRD,
the bitstream that would be obtained by invoking the 3DV-
ATM bitstream extraction process with depthPresentTarget-
Flag equal to 0, tIdTarget equal to texture_subbitstream_tem-
poral_id and viewld TargetList equal to
texture_subbitstream_view_id[1] for all 1 1n the range of O to
num_texture subbitstream_view_components_minus],
inclusive, conforms to 3DV-ATM.

As can be judged from the descriptions above, extending
H.264/AVC, SVC, and MVC with new scalability types, such
as depth views, may be complicated due to at least the fol-
lowing reasons:

1. The coded slice NAL units of the new scalability types
are VCL NAL units according to the new amendment but
non-VCL NAL units according to the “old” versions of
the standard. As the HRD makes a diflerence between
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the VCL and non-VCL NAL units 1n its operation, dii-
ferent sets of HRD parameters are needed depending on
the interpretation of the NAL unit types to either VCL or
non-VCL NAL units.

2. The sub-bitstream extraction process 1s specified for the
NAL units and scalability types of the “old” versions of
the standard, e.g. for dependency_i1d, quality_1d, tempo-
ral_1d and priority_1d in Annex G of H.264/AVC and for
temporal_id, priority_1d and view_id i Annex H of
H.264/AVC. However, new NAL unit types are intro-
duced for new types of scalability, such as NAL unit type
21 for coded depth views and potentially for enhanced
texture view, as specified in 3DV-ATM, and the existing
sub-bitstream extraction process oI SVC or MVC leaves
those new NAL unit types intact even if they would also
contain the “old” scalability dimensions, such as tem-
poral_id and view_id in the case of depth views.

While a draft HEVC standard does not include scalability
features beyond temporal scalability, we have 1dentified that
the design 1n the drait HEVC standard could, when extended
to support scalable extensions, would have similar problems
to the SVC and MVC design. More specifically, we have
identified at least the following problems or challenges in the
design of a drait HEVC standard:

1. Sequence parameter sets associated with the different
layers are likely to be similar regardless of the type of
scalability (e.g. quality, spatial, multiview, or depth/d1s-
parity extension). For example spatial resolution of pic-
tures 1n different views may be 1dentical 1n multiview
coding. In another example, the same coding algorithms
and parameters may be used across layers and may
therefore have the same values for the related syntax
clements in the sequence parameter sets. Consequently,
the bitrate used for sequence parameter sets and the
storage space required for sequence parameter sets n
decoders may be unnecessarily high. Sequence param-
cter sets may be transmitted once per each IDR/CRA/

BLA picture e.g. in broadcast applications.

2. No different profile and level can be indicated for each

bitstream subset resulting from a sub-bitstream extrac-
tion process with atemporal_1d value as input. This 1ssue
applies more generally too. For example, 11 a bitstream
contains multiview video with associated depth views
and a decoder only capable of texture video decoding 1s
processing the bitstream, 1t activates the sequence
parameter sets that apply to the texture views. However,
these sequence parameter sets are generated by the
encoder to take the bitrate used for coded depth into
account 1n the level and HRD parameters. In general
terms, when a bitstream contains NAL units for layers
not documented by an active sequence parameter set, the
level and HRD parameter indicated in the active
sequence parameter set still cover the whole bitstream.
There 1s no mechanism at the moment to indicate the
level for the bitstream subset consisting of only certain
layers.

3. When a bitstream contains NAL units for non-base lay-
ers (1.e. NAL units having reserved_one_ 5 bits/lay-
er_id_plus] not equal to 1), the SPS for the base layer
indicates the profile of the base layer, while the level and
the HRD parameters are valid for the whole bitstream
including non-base-layer NAL units. There 1s no mecha-
nism at the moment to indicate the level for the bitstream
subset containing the base-layer NAL units only.

In some embodiments, certain parameters or syntax ele-

ments values, such as the HRD parameters and/or level indi-
cator, may be taken from a syntax structure, such as the
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sequence parameter set, of the highest layer present in an
access unit, coded video sequence, and/or bitstream even 1f
the highest layer were not decoded. The highest layer may be
defined for example as the greatest value of reserved_one_ 5
bits or layer_i1d_plusl in a scalable extension of HEVC,
although other definitions of the highest layer may also be
possible. These syntax element values from the highest layer
may be semantically valid and may be used for conformance
checking e.g. using an HRD, while the values of the respec-
tive syntax elements from other respective syntax structures,
such as sequence parameter sets, may be active or valid oth-
Crwise.

In the following, some example embodiments are
described for a draft HEVC standard or similar. It should be
understood that similar embodiments would apply for other
coding standards and specifications.

Syntax structures, such as sequence parameter sets, may be
encapsulated as NAL units, which may include scalability
layer identifiers, such as temporal_id and/or layer_id_plusl,
for example 1n a header of the NAL unat.

In some embodiments, the same seq_parameter_set_id
may be used for sequence parameter set RBSPs having diif-
ferent syntax element values. The sequence parameter set
RBSPs having the same seq_parameter_set_id value may be
associated with each other, e.g. such a manner that sequence
parameter set RBSPs with the same value of seq_param-
eter_set_i1d 1s referred from different component pictures,
such as layer representations or view components, of the
same access unit.

In some embodiments, a partial updating mechanism may
be enabled in the SPS syntax structure for example as follows.
For each group of syntax elements (e.g. profile and level
indications, HRD parameters, spatial resolution), the encoder
may for example have one or more of the following options
when coding an SPS syntax structure:

The group of syntax elements may be coded into an SPS
syntax structure, 1.e. coded syntax element values of the
syntax element set may be included in the sequence
parameter set syntax structure.

The group of syntax elements may be included by refer-
ence 1nto the SPS. The reference may be given as an
identifier to another SPS or it may be implicit. If a
reference 1dentifier 1s used, the encoder may 1n some
embodiments use a different reference APS 1dentifier for
different groups syntax elements. If an SPS 1s implicitly
referenced, the referenced SPS may for example have
the same seq_parameter_set_1d or similar identifier and
have a scalability 1dentifier, such as layer_1d_plusl, that
1s 1mmediately preceding in the dependency order
between component pictures or layers or views, or be the
active SPS for a layer or view from which the layer or
view for which the SPS being coded 1s the active SPS
depends on.

The group of syntax elements set may be indicated or
inferred to be absent from the SPS.

The options from which the encoder 1s able to choose for a
particular group of syntax elements when coding an SPS may
depend on the type of the syntax element group. For example,
it may be required that syntax elements of a certain type
syntax are always present 1n the SPS syntax structure, while
other groups of syntax elements may be included by reference
or be present in the SPS syntax structure. The encoder may
encode indications in the bitstream, for example 1 an SPS
syntax structure, which option was used in encoding. The
code table and/or entropy coding may depend on the type of
the group of syntax elements. The decoder may use, based on
the type of the group of syntax elements being decoded, the
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code table and/or entropy decoding that 1s matched with the
code table and/or entropy encoding used by the encoder.

-

I'he encoder may have multiple means to indicate the asso-
ciation between a group of syntax elements and the SPS used
as the source for the values of the syntax element set. For
example, the encoder may encode a loop of syntax elements
where each loop entry 1s encoded as syntax elements indicat-
ing an SPS 1dentifier value used as a reference and 1dentitying
the syntax element sets copied from the reference SPS. In
another example, the encoder may encode a number of syntax
clements, each indicating an SPS. The last SPS 1n the loop
containing a particular group of syntax elements 1s the refer-
ence for that group of syntax elements 1n SPS the encoder 1s
currently encoding into the bitstream. The decoder parses the
encoded adaptation parameter sets from the bitstream accord-
ingly so as to reproduce the same adaptation parameter sets as
the encoder.

A partial updating mechanism for the SPS may for example
allow copying syntax elements other than profile and level
indications and potentially HRD parameters from another
sequence parameter set of the same seq_parameter_set_id. In
some embodiments, a sequence parameter set RBSP having
temporal_id greater than 0 may 1nherit values of syntax ele-
ments other than profile and level indications and selectively
also VUI parameters from the sequence parameter set RBSP
having the same seq_parameter_set_1d and reserved_one_ 5
bits values. In some embodiments, a sequence parameter set
RB SP having reserved_one_ 5 bits/layer_1d_plus] greater
than 1 selectively includes or inherits (as governed e.g. by the
short_sps_1{lag syntax element presented later) values of syn-
tax elements other than profile and level indications from the
sequence parameter set RBSP of the same seq_param-
cter_set_1d and reserved_one__ 5 bits equal to an indicated
sequence parameter set (as indicated by src_layer_id_plusl).

In some embodiments, a maximum temporal_id value and
a set of reserved_one 5 bits/layer_1d_plusl values to be
decoded may be provided to the decoding process for
example by the recerving process or the receiver. If not pro-
vided to the decoding process, VCL NAL units of all tempo-
ral_1d values and reserved_one_ 5 bits/layer_id_plus1 equal
to 1 may be decoded while the other VCL NAL units may be
ignored. For example, the variable TargetLayerldPlus1Set
may comprise a set of values forreserved_one_ 5 bits of VCL
NAL units to be decoded. TargetLayerldPlusl may be pro-
vide for the decoding process, or, when not for the decoding
process, TargetLayerldPlus] contains one value for reserve-
d_one_ 5 bits, which 1s equal to 1. The variable TargetTem-
poralld may be provided for the decoding process, or, when
not provided for the decoding process, TargetTemporalld 1s
equal to 7. A sub-bitstream extraction process 1s applied with
TargetLayerldPlus1Set and TargetTemporalld as inputs and
the output assigned to a bitstream referred to as Bitstream To-
Decode. The decoding process operates for Bitstream ToDe-
code.

In some embodiments, a sub-bitstream extraction process
with temporal_1d and a set of reserved_one__5 bits values as
inputs may be used. Sequence parameter set NAL units may
be subject to sub-bitstream extraction based on reserve-
d_one_ 5 bats/layer_i1d_plus] and temporal_1d. For example,
the mputs to the sub-bitstream extraction process are vari-
ables tldTarget and layerldPluslSet, and the output of the
process 1s a sub-bitstream. For example, the sub-bitstream 1s
derived by removing from the bitstream all NAL units for
which temporal_i1d i1s greater than tldTarget or for which
reserved_one 5 bits 1s not among the values in

layerIdPlus1Set.




US 9,270,989 B2

63

In some embodiments, the following syntax for sequence
parameter set RBSP may be used:

seq_ parameter set_ rbsp( ) { Descriptor

profile_ space u(3)
profile_ idc u(s)
constraint_ flags u(lo6)
level__idc u( )
for( 1=0;1<32; 14+ )

profile__compatability_ flag[ 1 ] u(l)
seq_ parameter set_ 1d ue(v)
if( reserved _one  5Sbits !=1 && !temporal _id ) {

short_ sps_ flag u(l)

1f( short__sps_ flag )

src_ layer 1d_ plusl u(s)

h
if( tshort_sps_ flag ) {

video_ parameter set 1d ue(v)

chroma_format idc ue(v)

u(l)
u(l)

u(l)

long term_ ref pics_ present_flag
sps__temporal__mvp_ enable flag
h
vui__parameters_ present_ flag
1f( vui__parameters_ present_ flag )
vui__parameters( )
sps__extension__flag
1f( sps__extension_ flag )
while( more_ rbsp_ data( ) )
sps__extension__data_flag
rbsp_ trailing  bits( )

h

u(l)

u(l)

In the syntax above, short_sps_1{lag may specily the pres-
ence and inference of values for syntax elements of the
sequence parameter set RBSP for example as follows. When
short_sps_tlag 1s not present and temporal_1d 1s greater than
0, short_sps_flag i1s inferred to be equal to 1 and variable
SrcLayerldPlus1 is set equal to reserved_one_ 5 bits. When
short_sps_tlag 1s not present and temporal_id 1s equal to O,
short_sps_1lag 1s inferred to be equal to 0. When short_sps_
flag 1s present, variable SrcLayerldPlusl 1s set equal to
src_layer_1d_plusl. When short_sps_{tlag 1s or 1s inferred to
be equal to 1 and the sequence parameter set RBSP 1s acti-
vated, the values of the syntax elements 1n seq_param-
cter_set_rbsp( ) syntax structure other than profile space,
profile_idc, constraint_flags, level 1idc, profile_compatibaili-
ty_flag[i], seq_parameter_set_id, short_sps_flag and src_lay-
er_1d_plus] are inferred to be 1dentical to the values of the
respective syntax elements 1n the seq_parameter_set_rbsp( )
syntax structure having the same value of seq_param-
cter_set_1d and the value of reserved_one_ 5 bits equal to
src_layer_1d_plus 1. When short_sps_{tlag 1s or 1s inferred to
be equal to 1 and either the sequence parameter set RB SP 1s
activated or used by the hypothetical reference decoder, the
values of those syntax elements in video usability information
that are not present 1n the sequence parameter set RBSP are
inferred to be 1dentical to the values of the respective syntax
clements, 1f present, 1n seq_parameter_set_rbsp( ) syntax
structure having the same value of seq_parameter_set_id and

the value of reserved_one__ 5 bits equal to src_layer _1d_plus
1.

In some embodiments, e.g. when only temporal scalability
1s 1n use or allowed, a sequence parameter set RBSP may be
activated as follows. When a sequence parameter set RBSP
(with a particular value of seq_parameter_set_id) 1s not
already active and 1t 1s referred to by activation of a picture
parameter set RB SP (using that value of seq_param-
eter_set_1d) or 1s referred to by an SEI NAL unit containing a
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builfering period SEI message (using that value of seq_param-
cter_set_1d), a sequence parameter set RBSP 1s activated as
follows:

Let a set of sequence parameter set RBSPs, potential SPS-
Set, contain those sequence parameter set RBSPs that
have a particular value of seq_parameter_set_id and a
value of temporal_id smaller than or equal to Tar-
getTemporalld and a value of reserved_one_ 5 bits equal
to 1.

If there 1s only one sequence parameter set RBSP among
potential SPSSet, it 1s activated.

Otherwise, among the set of sequence parameter set
RBSPs having the greatest value of reserved_one_ 5 bits
in potential SPSSet, the sequence parameter set RBSP
with the greatest value of temporal_1d 1s activated.

In some embodiments, e.g. when both temporal scalability
indicated with temporal_1d and at least one other type of
scalability indicated with layer_id_plus1, 1s in use or allowed,
sequence parameter set RBSPs may be activated as follows.
When a sequence parameter set RBSP (with a particular value
of seq_parameter_set_i1d) 1s not already active and 1t 1s
referred to by activation of a picture parameter set RBSP
(using that value of seq_parameter_set_1d) or isreferred to by
an SEI NAL unit containing a buifering period SEI message
(using that value of seq_parameter_set_1d), a sequence
parameter set RBSP 1s activated for a layer having reserve-
d_one_ 5 bits equal to LIdPlusl, for LIdPlus] value equal to
cach value 1n TargetLayerldPlus1Set as follows:

Let a set of sequence parameter set RBSPs, potentialSPS-
Set, contain those sequence parameter set RBSPs that
have a particular value of seq_parameter_set_1d and a
value of temporal_id smaller than or equal to Tar-
getTemporalld and a value of reserved_one 5 bits be
among TargerLayerldPluslSet and be smaller than or

equal to LIdPlusl.

If there 1s only one sequence parameter set RBSP among,
potential SPSSet, it 1s activated.

Otherwise, 1f among potentialSPSSet there 1s only one
sequence parameter set RBSP that has a value of reser-
ved_one_ 5 bits greater than the value of reserve-

d_one_ 5 bits of any other sequence parameter set RBSP
in potential SPSSet, that sequence parameter set RBSP 1s
activated.

Otherwise, among the set of sequence parameter set
RBSPs having the greatest value of reserved_one 5 bits
in potential SPSSet, the sequence parameter set RBSP
with the greatest value of temporal_1d 1s activated.

In some embodiments, the sequence parameter set RBSP
used for HRD parameter sets for bitstream conformance,
conformanceSPS, may be selected as follows:

Let a set of sequence parameter set RBSPs, potentialSPS-
Set, contain those sequence parameter set RBSPs that
have the same seq_parameter_set_id value as that of the
active sequence parameter set RBSP and a value of
temporal_1d smaller than or equal to the greatest tempo-
ral_1d value among the VCL NAL units of the bitstream
and a value of reserved_one__ 3 bits smaller than or equal
to the greatest reserved_one_ S5 bits value among the
VCL NAL units of the bitstream.

If there 1s only one sequence parameter set RBSP among,
potential SPSSet, conformanceSPS 1s that one sequence
parameter set RBSP.

Otherwise, 1 among potentialSPSSet there 1s only one
sequence parameter set RBSP that has a value of reser-
ved_one_ 5 bits greater than the value of reserve-
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d_one_ 5 bits of any other sequence parameter set RBSP
in potential SPSSet, conformanceSPS 1s that sequence
parameter set RB SP.

Otherwise, among the set ol sequence parameter set
RBSPs having the greatest value of reserved_one 5 bits
in potential SPSSet, conformanceSPS 1s the sequence
parameter set RBSP with the greatest value of tempo-
ral 1d.

In some embodiments, terms component sequence and
component picture may be defined and used. A component
sequence can be for example a texture view, a depth view, or
an enhancement layer of spatial/quality scalability. Each
component sequence may refer to a separate sequence params-
eter set, and several component sequences may refer to the
same sequence parameter set. Each component sequence may
be uniquely 1dentified by varniable CPId or Layerld, which
may be, in the context of HEVC, derived from the 5 reserved
bits (reserved_one_ S bits) in the second byte of the NAL umit
header. Temporal subsets of the coded video sequence might
not be considered to be component sequences; instead tem-
poral_i1d may be regarded as an orthogonal property. Compo-
nent pictures may appear in ascending order of CPId within
the access unit. In general, a coded video sequence may
contain one or more component sequences. An access unit
may comprise one or more component pictures. In a draft
HEVC specification a component picture may be defined as
the coded picture of an access unit, and in the future scalable
HEVC extensions 1t would be for example a view component,
a depth map, or a layer representation.

In some embodiments, a sequence parameter set or a video
parameter set or some other syntax structure or structures
may contain syntax elements indicating dependencies, such

as prediction relationship, between component sequences.
For example, The VPS syntax may include: dependencies
between component sequences and the mapping of CPId to
specific scalability properties (e.g. dependency_id, quali-
ty_1d, view order index).

In one example, referred to as cross-layer VPS, dependen-
cies of between layers of the entire coded video sequence and
the properties of layers are described in a VPS. A single VPS
may be active for all layers. If layers are extracted from the
bitstream, the cross-layer VPS may describe layers that are no
longer present in the bitstream. A cross-layer VPS may extend

the VPS specified 1n a drait HEVC standard as follows:

video parameter set rbsp() { Descriptor
vps__extensionl_ flag u(l)
if( vps__extensionl_ flag ) {
for(i=1;1i<=vps_max_ layers minusl;i++) {
num__ref__component__seq| 1 | ue(v)
for( | =0; ) <num_ ref component_seq; |++ )
ref  component seq id[1][] ] u(s)
h
num__component_ seq_ types ue(v)
for(i=1;i<=num_ component_seq_ types;i++ ) {
component__sequence_ type[1 ] ue(v)
component__sequence__property__len[ 1 ] ue(v)
len[ 1 | = component__sequence_ property_ len[ 1 ]
h
for( 1 =1; 1 <= max_ component_sequences_ minusl;
i++ ) {
component_ sequence_ type_ 1dx[ 1 ] ue(v)
tp = component__sequence_ type_ 1dx[ 1 ]
component__sequence__ property[ 1 | u(len[tp])

y
h
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06

-continued

Descriptor

u(l)

video parameter set rbsp() {

vps__extension?2_ flag
if( vps__extension_ flag )
while( more_ rbsp_ data( ) )
vps__extension_ data flag
rbsp_ trailing bits( )

h

u(l)

As the types of scalability and the syntax elements used to

represent them might not be known and new types of scal-
ability may be introduced later, the proposed syntax enables
parsing ol VPS even i1 the scalability types were unknown for
the decoder. The decoder might be able to decode a subset of
the bitstream containing those scalability types that 1t 1s aware
of.

The semantics of the cross-layer VPS may be specified as
follows. num_ref component_seq[1] specifies the number of
component sequences that the component sequence with
CPId equal to 1 depends on. ref_component seq_1d[1][1]
specifies the vps_id values of the component sequences that
the component sequence with CPId equal to 1 depends on.
component_sequence_type[i] specifies the type of the com-
ponent sequence with type index equal to 1. component_se-
quence_type[0] 1s inferred to indicate HEVC base component
sequence. component_sequence_property_len[1] specifies
the size 1n bits of component_sequence property| | syntax
clement which 1s preceded by component_sequence_
type_1dx[ | syntax element having value equal to 1. compo-
nent_sequence_type 1dx[1] specifies the type index for the
component sequence with CPId equal to 1. The component
sequence with CPId equal to 1 1s of type component_sequen-
ce_type[component_sequence_type_1dx [1]]. component_se-
quence_property[1] specifies the value or values characteriz-
ing the component sequence with CPId equal to 1. The
semantics of component_sequence_property[1] are specified
according to component_sequence type[component_se-
quence_type_1dx [1]].

In one example, referred to as layered VPS, a VPS NAL
unmit describes the dependencies and properties of a single
layer or component sequence. The layered VPS NAL unit
uses reserved _one 5 bits and hence VPS NAL units are
extracted along with other layer-specific NAL units 1n sub-
bitstream extraction. A different VPS may be active for each
layer, although the same vps_id may be used 1n all active
VPSes. The vps_id 1n all active (layer/view ) sequence param-
cter sets may be required to be 1dentical. A layered VPS may
extend the VPS specified 1n a drait HEVC standard as fol-

lows:

video_ parameter_set_ rbsp( ) { Descriptor

vps__extensionl__flag u(l)

if( vps__extensionl_ flag ) {
num_ ref component_ seq1 ] ue(v)
for( | =0; ) <num_ ref component_seq; |++ )

ref component seq_i1d[1][]] u(s)

component__sequence__type ue(v)
component__sequence_ property_ len ue(v)
len = component__sequence__property__len
component__sequence_ property u(len)

h

vps__extension2_ flag
11( vps__extension_ flag )
while( more_ rbsp_ data( ) )
vps__extension_ data flag
rbsp_ trailing bits( )

)

u(l)

u(l)
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The semantics of the layered VPS may be specified as
follows. num_ref component_seq specifies the number of
component sequences that the component sequence depends
on. rel_component_seq_1d[j] specifies the vps_id values of
the component sequences that the component sequence
depends on. component_sequence_type specifies the type of
the component sequence. Values of component_sequence
type are reserved. component_sequence_property_len speci-
fies the size 1n bits of component_sequence_property syntax
clement. component_sequence_property specifies the value
or values characterizing the component sequence. The
semantics of component_sequence_property are specified
according to component_sequence_type.

In some embodiments, a sub-bitstream extraction process
may be specified, where a set of output layers or component
sequences 1s provided as input. The sub-bitstream extraction
process may conclude the components sequences required for
decoding the output component sequences for example using
the dependency information provided in sequence parameter
set(s) or video parameter set(s). The output component
sequences and the component sequences required for decod-
ing may be referred to as target component sequences and the
respective scalability layer identifier values as target scalabil-
ity layer identifier values. The sub-bitstream extraction pro-
cess may remove all NAL units, including parameter set NAL
units, where the scalability layer identifier value 1s not among,
the target scalability layer identifier values.

Referring now to FIG. 10, the operations that may be
performed by an apparatus 50 specifically configured in
accordance with an example embodiment of the present
invention are illustrated. In this regard, an apparatus may
include means, such as the processor 56 or the like, for pro-
ducing two or more scalability layers of a scalable data
stream. Said means, such as the processor 56 or the like, may
for example include blocks implementing an encoding
arrangement according to F1G. 4a or the like, potentially also
including inter-layer, inter-view, and/or view-synthesis pre-
diction or the like (not illustrated in FIG. 4a). See block 400
of FIG. 10. Each of the two or more scalability layers may
have a different coding property, may be associated with a
scalability layer identifier and may be characterized by a first
set of syntax elements that include at least a profile and a
second set of syntax elements including at least one of a level
or HRD parameters. As shown 1n block 402 of FIG. 10, the
apparatus of this embodiment may also include means, such
as the processor or the like, for mserting a first scalability
layer identifier value and a first elementary umit including data
from the first of two or more scalability layers. The apparatus
of this embodiment may also include means, such as the
processor, the commumnication interface or the like, for caus-
ing the first of the two or more scalability layers to be signaled
with the first and second set of syntax elements and a first
parameter set elementary unit such that the first parameter set
clementary unit 1s readable by a decoder to determine the
values of the first and second set of syntax elements without
decoding a scalability layer of the scalable data stream. See
block 404 of FIG. 10. The first set of syntax elements may for
example comprise a profile indicator and the second set of
syntax elements may for example comprise a level indicator
and HRD parameters. The apparatus of one embodiment may
also include means, such as the processor or the like, for
iserting the first scalability layer identifier value 1n the first
parameter set elementary umt, and means, such as the pro-
cessor or the like, for mserting a second scalability layer
identifier value 1n a second elementary umt including data
from a second of two or more scalability layers. See blocks
406 and 408 of FIG. 10. The parameter set elementary unit
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may for example be a NAL unit including a parameter set. The
first and second scalability layer 1dentifier may for example
be one or more syntax elements, such as reserved_one__ 5 bits
in HEVC, included 1n a NAL unit header. As shown 1n block
410 of FIG. 10, the apparatus of one embodiment may also
include means, such as the processor, the communication
interface or the like, for causing the second of the two or more
scalability layers to be signaled with the first and second set of
syntax elements and a second parameter set elementary unit
such that the second parameter set elementary unitis readable
by the decoder to determine the coding property without
decoding the scalability layer of the scalable data stream. The
apparatus of this embodiment may also include means, such
as the processor or the like, for inserting the second scalability
layer identifier value 1n the second parameter set elementary
unit. See Block 412 of FIG. 10.

In this embodiment, values of the first set of syntax ele-
ments and the first parameter set elementary umit may be valid
in an 1nstance 1n which the first elementary unit 1s processed
and the second elementary unit 1s 1ignored or removed. The
second elementary umit may be removed 1n a sub-bitstream
extraction process, for example, which may remove the scal-
able layer or component sequence containing the second
clementary unit. In the absence of the second elementary unit
or the entire component sequence containing the second
clementary unit, the values of the first set of syntax elements,
such as a profile indicator, of the first parameter set may be
valid. Values of the second set of syntax elements in the first
parameter set elementary unit may be valid 1n an 1nstance in
which the first elementary unit 1s processed and the second
clementary unit 1s removed. For example, HRD parameters
and/or a level 1indicator included 1n the second set of syntax
clements, may be valid for a sub-bitstream that contains the
first elementary unit, and 1 many cases the component
sequence containing the first elementary unit, but excluding
the second elementary unit, and in many cases the component
sequence containing the second elementary unit. Values of the
first set of syntax elements 1n the second parameter set
clementary umit may be valid in an instance in which the
second elementary unit 1s processed. For example, if a bit-
stream 1ncluding the second elementary unit 1s decoded, the
values of the first set of syntax elements, such as the profile
indicator, may be valid and may be used i1n decoding. Addi-
tionally, values of the second set of syntax elements in the
second parameter set elementary unit may be valid 1n an
instance in which the second elementary unit 1s 1gnored or
processed. For example, 1f a component sequence containing
the first elementary unit 1s decoded but the second elementary
unit, and 1n many cases the component sequence containing
the second elementary unit, 1s ignored, HRD parameters and/
or level_idc of the second parameter set may characterize the
bitrate of the bitstream and/or buifering of the bitstream and/
or other things and hence may be valid and may be used for
decoding. In another example, 11 a bitstream containing both
the first and second elementary unit 1s decoded, HRD param-
cters and/or level_idc of the second parameter set may char-
acterize the bitrate of the bitstream and/or buflering of the
bitstream and/or other things and hence may be valid and may
be used for decoding.

Referring now to FIG. 11, the operations performed by an
apparatus 50 specifically configured 1 accordance with
another example embodiment of the present invention are
illustrated. In this regard, the apparatus may include means,
such as the processor 36, the communication interface or the
like, for receiving a first scalable data stream 1ncluding scal-
ability layers having different coding properties. See block
420 of FIG. 11. Each of the two or more scalability layers may
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be associated with a scalability layer 1dentifier and may be
characterized by a first set of syntax elements that include a
least a profile and a second set of syntax elements including at
least one of a level or HRD parameters. A first scalability
layer 1dentifier value may reside 1n a first elementary unit
including data from a first of two or more scalability layers.
Thefirst and second set of syntax elements may be signaled 1in
a first parameter set elementary unit for the first of the two or
more scalability layers such that a first parameter set 1s read-
able by a decoder to determine the values of the first and
second set of syntax elements without decoding a scalability
layer of a scalable data stream. The first scalability layer
identifier value may reside 1n the first parameter set elemen-
tary unit. A second scalability layer identifier value may
reside 1n a second elementary unit including data from a
second ol two or more scalability layers. The first and second
set of syntax elements may be signaled 1n a second parameter
set elementary unit with a second of the two or more scalabil-
ity layers such that a second parameter set 1s readable by the
decoder to determine the decoding property without decoding
the scalability layer of the scalable data stream. The second
scalability layer identifier value may reside in the second
parameter set elementary unit. As shown in Block 422 of FIG.
11, the apparatus of this embodiment may also include
means, such as the processor or the like, for removing from
the recerved first scalable data stream the second elementary
unit and the second parameter set elementary unit. The sec-
ond elementary unit and the second parameter set elementary
unit may be removed on the basis of the second elementary
unit and the second parameter set elementary unit including
the second scalability layer identifier value.

Referring now to FIG. 12, the operations performed by an
apparatus 50 specifically configured 1 accordance with
another example embodiment of the present invention are
illustrated. In this regard, the apparatus may include means,
such as the processor 36, the communication interface or the
like, for recerving a first scalable data stream that includes
scalability layers having different coding properties. Each of
the two or more scalability layers may be associated with a
scalability layer identifier and may be characterized by a
coding property. A first scalability layer identifier value may
reside 1n a first elementary unit that includes data from a first
of two or more scalability layers. The first of the two or more
scalability layers with a coding property may be signaled in a
first parameter set elementary unit such that the coding prop-
erty 1s readable by a decoder to determine the coding property
without decoding a scalability layer of the scalable data
stream. The first scalability layer identifier value may reside
in the first parameter set elementary unmit. A second scalability
layer identifier value may reside in a second elementary unit
including data from a second of the two or more scalability
layers. The first and second sets of syntax elements may be
signaled 1n a second parameter set elementary unit for the
second of the two or more scalability layers such that a first
parameter set 1s readable by the decoder to determine the
values of the first and second sets of syntax elements without
decoding the scalability layer of the scalable data stream. The
second scalability layer i1dentifier value may reside in the
second parameter set elementary unit. As shown 1n block 432,
the apparatus of this embodiment may include means, such as
the processor, the communications interface or the like, for
receiving a set of scalability layer identifier values indicating,
scalability layers to be decoded. The apparatus of this
embodiment may also include means, such as the processor or
the like, for removing from the recerved first scalable data
stream the second elementary unit and the second parameter
set elementary unit. For example, the second elementary unit
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and the second parameter set elementary unit may be
removed on the basis of the second elementary unit and the
second parameter set elementary unit including the second
scalability layer identifier value not being among the set of
scalability layer identifier values. See Block 434 of FIG. 12.

In the above, the example embodiments have been
described with the help of syntax of the bitstream. It needs to
be understood, however, that the corresponding structure and/
or computer program may reside at the encoder for generating
the bitstream and/or at the decoder for decoding the bitstream.
Likewise, where the example embodiments have been
described with reference to an encoder, 1t needs to be under-
stood that the resulting bitstream and the decoder have cor-
responding elements in them. Likewise, where the example
embodiments have been described with reference to a
decoder, 1t needs to be understood that the encoder has struc-
ture and/or computer program for generating the bitstream to
be decoded by the decoder.

In the above, embodiments have been described in relation
to a sequence parameter set. It needs to be understood, how-
ever, that embodiments could be realized with any type of
parameter set, such as video parameter set, picture parameter,
GOS parameter set, and adaptation parameter set, and other
types of syntax structures, such as SEI NAL units and SEI
messages.

Technologies involved 1n multimedia applications include,
among others, media coding, storage and transmission.
Media types include speech, audio, image, video, graphics
and time text. While video coding 1s described herein as an
exemplary application for the present invention, embodi-
ments of the invention are not limited thereby. Those skilled
in the art will recogmize that embodiments of the present
invention can be used with all media types, not only video.

Although the above examples describe embodiments of the
invention operating within a codec within an electronic
device, it would be appreciated that embodiments of the
invention as described below may be implemented as part of
any video codec. Thus, for example, embodiments of the
invention may be implemented 1n a video codec which may
implement video coding over fixed or wired communication
paths.
Thus, user equipment may comprise a video codec such as
those described 1n embodiments of the invention above. It
shall be appreciated that the term user equipment 1s intended
to cover any suitable type of wireless user equipment, such as
mobile telephones, portable data processing devices or por-
table web browsers.

Furthermore elements of a public land mobile network
(PLMN) may also comprise video codecs as described above.

In general, the various embodiments of the invention may
be implemented in hardware or special purpose circuits, soft-
ware, logic or any combination thereof. For example, some
aspects may be implemented 1n hardware, while other aspects
may be implemented 1n firmware or software which may be
executed by a controller, microprocessor or other computing
device, although the mmvention 1s not limited thereto. While
various aspects of the mvention may be illustrated and
described as block diagrams, flow charts, or using some other
pictorial representation, 1t 1s well understood that these
blocks, apparatuses, systems, techniques or methods
described herein may be implemented 1n, as non-limiting
examples, hardware, software, firmware, special purpose cir-
cuits or logic, general purpose hardware or controller or other
computing devices, or some combination thereof.

The various embodiments of the invention can be 1mple-
mented with the help of computer program code that resides
in a memory and causes the relevant apparatuses to carry out
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embodiments of the invention. For example, a terminal device
may comprise circultry and electronics for handling, receiv-
ing and transmitting data, computer program code 1n a
memory, and a processor that, when running the computer
program code, causes the terminal device to carry out the
teatures of an embodiment. Yet further, a network device may
comprise circuitry and electronics for handling, receiving and
transmitting data, computer program code 1n a memory, and a
processor that, when running the computer program code,
causes the network device to carry out the features of an
embodiment.

As noted above, the memory may be of any type suitable to
the local technical environment and may be implemented
using any suitable data storage technology, such as semicon-
ductor-based memory devices, magnetic memory devices
and systems, optical memory devices and systems, fixed
memory and removable memory. The data processors may be
of any type suitable to the local technical environment, and
may include one or more of general purpose computers, spe-
cial purpose computers, microprocessors, digital signal pro-
cessors (DSPs) and processors based on multi-core processor
architecture, as non-limiting examples and as further
described above.

Embodiments of the inventions may be practiced 1in various
components such as itegrated circuit modules. The design of
integrated circuits 1s by and large a highly automated process.
Complex and powertul software tools are available for con-
verting a logic level design 1mnto a semiconductor circuit
design ready to be etched and formed on a semiconductor
substrate.

Programs, such as those provided by Synopsys Inc., of
Mountain View, Calif. and Cadence Design, of San Jose,
Calif. automatically route conductors and locate components
on a semiconductor chip using well established rules of
design as well as libraries of pre-stored design modules. Once
the design for a semiconductor circuit has been completed,
the resultant design, 1n a standardized electronic format (e g,
Opus, GDSII, or the like) may be transmitted to a semicon-
ductor fabrication facility or “fab” for fabrication.

As described above, FIGS. 10-12 are flowcharts of a
method, apparatus and program product according to
example embodiments of the invention. It will be understood
that each block of the flowcharts, and combinations of blocks
in the flowcharts, may be implemented by various means,
such as hardware, firmware, processor, circuitry and/or other
device associated with execution of software including one or
more computer program instructions. For example, one or
more of the procedures described above may be embodied by
computer program instructions. In this regard, the computer
program 1nstructions which embody the procedures
described above may be stored by a memory device 58 of an
apparatus 30 employing an embodiment of the present mnven-
tion and executed by a processor 56 in the apparatus. As will
be appreciated, any such computer program instructions may
be loaded onto a computer or other programmable apparatus
(e.g., hardware) to produce a machine, such that the resulting
computer or other programmable apparatus embody a mecha-
nism for implementing the functions specified in the flow-
chart blocks. These computer program instructions may also
be stored 1n a non-transitory computer-readable storage
memory (as opposed to a transmission medium such as a
carrier wave or electromagnetic signal) that may direct a
computer or other programmable apparatus to function 1n a
particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture the execution of which implements the function specified
in the tlowchart blocks. The computer program instructions
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may also be loaded onto a computer or other programmable
apparatus to cause a series ol operations to be performed on
the computer or other programmable apparatus to produce a
computer-implemented process such that the instructions
which execute on the computer or other programmable appa-
ratus provide operations for implementing the functions
specified 1n the flowchart block(s). As such, the operations of
FIGS. 10-12, when executed, convert a computer or process-
ing circuitry into a particular machine configured to perform
an example embodiment of the present invention. Accord-
ingly, the operations of FIGS. 10-12 define an algorithm for
configuring a computer or processing circuitry (€.g., proces-
sor) to perform an example embodiment. In some cases, a
general purpose computer may be configured to perform the
functions shown 1n FIGS. 10-12 (e.g., via configuration of the
processor), thereby transforming the general purpose com-
puter 1nto a particular machine configured to perform an
example embodiment.

Accordingly, blocks of the flowcharts support combina-
tions of means for performing the specified functions, com-
binations of operations for performing the specified functions
and program nstructions for performing the specified func-
tions. It will also be understood that one or more blocks of the
flowcharts, and combinations of blocks 1n the flowcharts, can
be implemented by special purpose hardware-based com-
puter systems which perform the specified functions or opera-
tions, or combinations of special purpose hardware and com-
puter instructions.

In some embodiments, certain ones of the operations above

may be modified or further amplified. Furthermore, 1n some
embodiments, additional optional operations may be
included. Modifications, additions, or amplifications to the
operations above may be performed 1n any order and 1n any
combination.
Many modifications and other embodiments of the inventions
set forth herein will come to mind to one skilled in the art to
which these inventions pertain having the benefit of the teach-
ings presented in the foregoing descriptions and the associ-
ated drawings. Therefore, 1t 1s to be understood that the inven-
tions are not to be limited to the specific embodiments
disclosed and that modifications and other embodiments are
intended to be included within the scope of the appended
claims. Moreover, although the foregoing descriptions and
the associated drawings describe example embodiments in
the context of certain example combinations of elements and/
or functions, 1t should be appreciated that different combina-
tions ol elements and/or Tunctions may be provided by alter-
native embodiments without departing from the scope of the
appended claims. In this regard, for example, different com-
binations of elements and/or functions than those explicitly
described above are also contemplated as may be set forth 1n
some of the appended claims. Although specific terms are
employed herein, they are used 1n a generic and descriptive
sense only and not for purposes of limitation.

The mvention claimed 1s:

1. A method comprising:

producing, with a processor, two or more scalability layers

ol a scalable data stream, wherein each of said two or
more scalability layers has a different coding property, 1s
associated with a scalability layer identifier and 1s char-
acterized by a first set of syntax elements comprising at
least a profile and a second set of syntax elements com-
prising at least one of a level or hypothetical reference
decoder (HRD) parameters;

inserting a first scalability layer 1dentifier value 1n a first

clementary unit including data from a first of two or
more scalability layers;
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causing the first of said two or more scalability layers to be
signaled with said first and second set of syntax elements
in a first parameter set elementary unit such that the first
parameter set elementary unit 1s readable by a decoder to
determine the values of the first and second set of syntax
clements without decoding a scalability layer of said
scalable data stream:;

inserting the first scalability layer identifier value 1n the

first parameter set elementary unit;

inserting a second scalability layer 1dentifier value 1n a

second elementary umt including data from a second of
two or more scalability layers;

causing the second of said two or more scalability layers to

be signaled with said first and second set of syntax
clements 1n a second parameter set elementary unit such
that the second parameter set elementary unit1s readable
by the decoder to determine the coding property without
decoding the scalability layer of said scalable data
stream,

inserting the second scalability layer identifier value 1n the

second parameter set elementary unit,

wherein values of the first set of syntax elements 1n the first

parameter set elementary unit are valid 1n an 1nstance in
which the first elementary unit 1s processed and the
second elementary unit 1s 1ignored or removed,

wherein values of the second set of syntax elements in the

first parameter set elementary unit are valid in an
instance 1n which the first elementary unit 1s processed
and the second elementary unit 1s removed,

wherein values of the first set of syntax elements 1n the

second parameter set elementary unit are valid 1n an
instance 1 which the second elementary unit 1s pro-
cessed, and

wherein values of the second set of syntax elements 1n the

second parameter set elementary unit are valid 1n an
instance 1 which the second elementary unit 1s pro-
cessed.

2. A method according to claim 1 wherein the first and
second sets of syntax elements are included 1n a syntax struc-
ture of a highest layer that 1s present 1n an access unit, a coded
video sequence or a bitstream.

3. A method according to claim 1 wherein the level com-
prises a level indicator.

4. An apparatus comprising at least one processor and at
least one memory including computer program code, the
memory and the computer program code configured to, with
the at least one processor, cause the apparatus to:

produce two or more scalability layers of a scalable data

stream, wherein each of said two or more scalability
layers has a different coding property, 1s associated with
a scalability layer identifier and 1s characterized by a first
set of syntax elements comprising at least a profile and a
second set of syntax elements comprising at least one of
a level or hypothetical reference decoder (HRD) param-
cters;

insert a first scalability layer identifier value 1n a first

clementary unit including data from a first of two or
more scalability layers;

cause the first of said two or more scalability layers to be

signaled with said first and second set of syntax elements
in a first parameter set elementary unit such that the first
parameter set elementary unit 1s readable by a decoder to
determine the values of the first and second set of syntax
clements without decoding a scalability layer of said
scalable data stream:;

insert the first scalability layer identifier value 1n the first

parameter set elementary unit;
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insert a second scalability layer identifier value in a second
clementary unit including data from a second of two or
more scalability layers;

cause the second of said two or more scalability layers to be
signaled with said first and second set of syntax elements
in a second parameter set elementary unit such that the
second parameter set elementary unit 1s readable by the
decoder to determine the coding property without
decoding the scalability layer of said scalable data

stream;,

insert the second scalability layer i1dentifier value 1n the
second parameter set elementary unit,

wherein values of the first set of syntax elements 1n the first
parameter set elementary unit are valid 1n an 1nstance in
which the first elementary unit 1s processed and the
second elementary unit 1s 1ignored or removed,

wherein values of the second set of syntax elements 1n the
first parameter set elementary unit are valid in an
instance 1n which the first elementary unit 1s processed
and the second elementary unit 1s removed,

wherein values of the first set of syntax elements in the
second parameter set elementary umt are valid n an
instance 1 which the second elementary unit 1s pro-
cessed, and

wherein values of the second set of syntax elements in the
second parameter set elementary unit are valid i an
instance in which the second elementary umit 1s pro-
cessed.

5. An apparatus according to claim 4 wherein the first and
second sets of syntax elements are included 1n a syntax struc-
ture of a highest layer that 1s present 1n an access unit, a coded
video sequence or a bitstream.

6. An apparatus according to claim 4 wherein the level
comprises a level indicator.

7. A method comprising:

receving a first scalable data stream comprising two or
more scalability layers having different coding proper-
ties, wherein

cach of said two or more scalability layers 1s associated
with a scalability layer identifier and 1s characterized by
a first set of syntax elements comprising at least a profile
and a second set of syntax elements comprising at least
one of a level or hypothetical reference decoder (HRD)
parameters;

a first scalability layer 1dentifier value residing 1n a first
clementary unit including data from a first of two or
more scalability layers;

the first and second set of syntax elements being signaled 1n
a first parameter set elementary unit for the first of said
two or more scalability layers such that a first parameter
set 1s readable by a decoder to determine the values of
the first and second set of syntax elements without
decoding a scalability layer of said scalable data stream;

the first scalability layer 1dentifier value residing 1n the first
parameter set elementary unit;

a second scalability layer identifier value residing in a
second elementary unit including data from a second of
two or more scalability layers;

the first and second set of syntax elements being signaled 1n
a second parameter set elementary unit for the second of
said two or more scalability layers such that a second
parameter set 1s readable by the decoder to determine the
coding property without decoding the scalability layer
of said scalable data stream:

the second scalability layer identifier value residing 1n the
second parameter set elementary unit; and
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removing, with a processor, from the recerved first scalable
data stream the second elementary unit and the second
parameter set elementary unit on the basis of the second
clementary unit and the second parameter set elemen-
tary unit including the second scalability layer 1identifier
value.

8. A method according to claim 7 wherein the first and
second sets of syntax elements are included 1n a syntax struc-
ture of a highest layer that 1s present 1n an access unit, a coded
video sequence or a bitstream.

9. A method according to claim 7 wherein the level com-
prises a level indicator.

10. An apparatus comprising at least one processor and at
least one memory including computer program code, the
memory and the computer program code configured to, with
the at least one processor, cause the apparatus to:

receive a lirst scalable data stream comprising two or more
scalability layers having different coding properties,
wherein

cach of said two or more scalability layers 1s associated
with a scalability layer identifier and 1s characterized by
a first set of syntax elements comprising at least a profile
and a second set of syntax elements comprising at least
one of a level or hypothetical reference decoder (HRD)
parameters;

a first scalability layer identifier value residing in a first
clementary unit including data from a first of two or
more scalability layers;

the first and second set of syntax elements being signaled in
a first parameter set elementary unit for the first of said
two or more scalability layers such that a first parameter
set 1s readable by a decoder to determine the values of
the first and second set of syntax elements without
decoding a scalability layer of said scalable data stream;

the first scalability layer 1dentifier value residing 1n the first
parameter set elementary unit;

a second scalability layer identifier value residing in a
second elementary umit including data from a second of
two or more scalability layers;

the first and second set of syntax elements being signaled in
a second parameter set elementary unit for the second of
said two or more scalability layers such that a second
parameter set1s readable by the decoder to determine the
coding property without decoding the scalability layer
of said scalable data stream;

the second scalability layer 1dentifier value residing 1n the
second parameter set elementary unit; and

remove from the received first scalable data stream the
second elementary unit and the second parameter set
clementary unmit on the basis of the second elementary
umt and the second parameter set elementary umit
including the second scalability layer 1identifier value.

11. An apparatus according to claim 10 wherein the first
and second sets of syntax elements are included 1n a syntax
structure of a highest layer that 1s present 1n an access unit, a
coded video sequence or a bitstream.

12. An apparatus according to claim 10 wherein the level
comprises a level indicator.

13. A method comprising;:

receiving a first scalable data stream two or more scalabil-
ity layers having different coding properties, wherein

cach of said two or more scalability layers 1s associated
with a scalability layer identifier and 1s characterized by
a coding property;

a first scalability layer identifier value residing 1n a first
clementary unit including data from a first of two or
more scalability layers;
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the first of said two or more scalability layers with said
coding property being signaled 1n a first parameter set
clementary unmit such that the coding property 1s readable
by a decoder to determine the coding property without
decoding a scalability layer of said scalable data stream;

the first scalability layer identifier value residing 1n the first
parameter set elementary unit;

a second scalability layer identifier value residing 1n a
second elementary unit including data from a second of
two or more scalability layers;

the first and second sets of syntax elements being signaled
in a second parameter set elementary unit for the second
of said two or more scalability layers such that a first
parameter set 1s readable by the decoder to determine the
values of the first and second sets of syntax elements
without decoding a scalability layer of said scalable data
stream;

the second scalability layer identifier value residing 1n the
second parameter set elementary unit;

recerving a set of scalability layer identifier values indicat-
ing scalability layers to be decoded, and

removing from the recerved first scalable data stream, with
the processor, the second elementary unit and the second
parameter set elementary unit on the basis of the second
clementary umt and the second parameter set elemen-
tary unit including the second scalability layer identifier
value not being among the set of scalability layer 1den-
tifier values.

14. A method according to claim 13 wherein the first set of
syntax elements comprises at least a profile and the second set
of syntax elements comprises at least one of a level or hypo-
thetical reference decoder (HRD) parameters.

15. A method according to claim 14 wherein the level
comprises a level indicator.

16. A method according to claim 13 wherein the first and
second sets of syntax elements are included 1n a syntax struc-
ture of a highest layer that 1s present 1n an access unit, a coded
video sequence or a bitstream.

17. An apparatus comprising at least one processor and at
least one memory including computer program code, the
memory and the computer program code configured to, with
the at least one processor, cause the apparatus to:

recerve a first scalable data stream two or more scalability
layers having different coding properties, wherein

cach of said two or more scalability layers 1s associated
with a scalability layer identifier and 1s characterized by
a coding property;

a lirst scalability layer 1dentifier value residing 1n a first
clementary unit including data from a first of two or
more scalability layers;

the first of said two or more scalability layers with said
coding property being signaled 1n a first parameter set
clementary unit such that the coding property 1s readable
by a decoder to determine the coding property without
decoding a scalability layer of said scalable data stream;

the first scalability layer 1dentifier value residing 1n the first
parameter set elementary unit;

a second scalability layer identifier value residing in a
second elementary unit including data from a second of
two or more scalability layers;

the first and second sets of syntax elements being signaled
in a second parameter set elementary unmit for the second
of said two or more scalability layers such that a first
parameter set 1s readable by the decoder to determine the
values of the first and second sets of syntax elements
without decoding a scalability layer of said scalable data
stream;
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the second scalability layer 1dentifier value residing in the

second parameter set elementary unit;

receive a set of scalability layer identifier values indicating

scalability layers to be decoded, and

remove from the received first scalable data stream the

second elementary unit and the second parameter set
clementary unmit on the basis of the second elementary
umt and the second parameter set elementary umit
including the second scalability layer identifier value not
being among the set of scalability layer identifier values.

18. An apparatus according to claim 17 wherein the first set
of syntax elements comprises at least a profile and the second
set of syntax elements comprises at least one of a level or
hypothetical reference decoder (HRD) parameters.

19. An apparatus according to claim 18 wherein the level
comprises a level indicator.

20. An apparatus according to claim 17 wherein the first
and second sets of syntax elements are mncluded 1n a syntax
structure of a highest layer that 1s present 1n an access unit, a
coded video sequence or a bitstream.
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