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METHOD, SYSTEM, AND COMPUTER
PROGRAM PRODUCT FOR GAMIFYING

THE PROCESS OF OBTAINING PANORAMIC
IMAGES

TECHNICAL FIELD

The present disclosure relates to a process for obtaining
panoramic 1mages. More specifically, embodiments of the
present disclosure use an augmented video stream to encour-
age users to properly capture panoramic images using an
image capture device.

BACKGROUND

Panoramic photography involves capturing images with
enlarged fields of view. Specialized hardware and/or software
1s typically used to capture individual images, which are then
stitched together to form panoramic 1mages. For example, a
digital camera may be equipped with video capture capabili-
ties such that when a user sweeps the camera through a field
of view, individual 1mages are continuously capture and then
used to form a panoramic image. At this stage, the digital
camera includes software to stitch the individual i1mages
together 1n order to create a panoramic 1mage with a wider
field of view. In this example, the quality of the panoramic
image 1s alfected by the velocity and steadiness of the digital
camera as it 1s swept through the field of view. To improve the
quality of panoramic images, digital cameras typically
include functionality to indicate whether the digital camera is
moving at an appropriate velocity.

Typical panoramic photography techniques are often time-
consuming and tedious. Users may grow uninterested during
a panoramic 1mage capture, resulting 1n low quality images
that are not suitable for stitching into a panoramic image. Or
users may not be motivated enough to ivest the amount of
time required to learn and then properly execute a panoramic
image capture.

SUMMARY

Various embodiments of systems, methods, and computer
readable mediums for obtaining panoramic images are
described herein. In some aspects, provided are a system,
method, computer readable medium for generating a number
of targets for a panoramic 1mage, e¢ach of the targets defining
a portion of the panoramic 1image, monitoring a position of a
user device with respect to a current target, responsive to
determining that the user device 1s properly positioned with
respect to the current target, capturing a first image for the
current target using a camera of the user device, monitoring
the position of the user device with respect to a next target,
responsive to determining that the user device 1s properly
positioned with respect to the next target, capturing a second
image for the next target using the camera of the user device;
and generating the panoramic 1mage using the first image and
the second 1mage.

In some aspects, the system, method, and computer read-
able medium are further for, responsive to determining that a
targeting guide of the user device 1s within a threshold dis-
tance of the current target, displaying a high quality indicator
at the current target. In some aspects, the system, method, and
computer readable medium are further for displaying a low
quality indicator at the current target while the targeting guide
of the user device 1s outside the threshold distance.

In some aspects, the system, method, and computer read-
able medium are further for calculating a quality of the first
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image based on quality factors (e.g., velocity of the user
device during the capture of the first image, exposure of the
camera during the capture of the first image, rotational posi-
tion of the user device during the capture of the first image,
distance of a targeting guide of the user device from the first
target during the capture of the first image, overlap of the first
image with the second 1mage) and determining whether the
quality of the first image satisfies a quality threshold.

In some aspects, the system, method, and computer read-
able medium are further for, responsive to determining that
the quality of the first image 1s below the quality threshold,
discarding the first image and capturing a new 1mage for the
current target using the camera of the user device. In some
aspects, the quality threshold 1s determined based on histori-
cal quality data of a user of the user device, the historical
quality data being generated based on 1mage quality of pre-
viously captured panoramic images.

In some aspects, the system, method, and computer read-
able medium are further for calculating a quality of the second
image based on at least one of velocity of the user device
during the capture of the second image, exposure of the cam-
era during the capture of the second image, and rotational
position of the user device during the capture of the second
image and determining a quality of the panoramic image
based on the quality of the first image and the quality of the
second 1mage.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1D show example user interfaces 1n accordance
with one or more embodiments.

FIGS. 2 and 3A-3C show diagrams of systems 1in accor-
dance with one or more embodiments.

FIG. 4 shows a flow chart 1n accordance with one or more
embodiments.

FIG. 5 shows an example image target graph 1n accordance
with one or more embodiments.

FIG. 6 shows a flow chart 1n accordance with one or more
embodiments.

FIG. 7 shows an example user interface 1n accordance with
one or more embodiments.

While obtaining panoramic images 1s susceptible to vari-
ous modifications and alternative forms, specific embodi-
ments thereol are shown by way of example in the drawings
and will herein be described 1n detail. The drawings may not
be to scale. It should be understood, however, that the draw-
ings and detailed description thereto are not intended to limat
obtaining panoramic images to the particular form disclosed,
but to the contrary, the intention 1s to cover all modifications,
equivalents, and alternatives falling within the spirit and
scope of the present disclosure as defined by the appended
claims.

DETAILED DESCRIPTION

As discussed i more detail below, provided in some
embodiments are systems and methods for obtaining pan-
oramic i1mages using an augmented video stream. In one
embodiment, the process for obtaining panoramic images
using an augmented video stream 1ncludes the steps of gen-
erating a number of targets for a panoramic 1mage, each of the
targets defining a portion of the panoramic 1mage, monitoring
a position of the user device with respect to a current target,
responsive to determining that the user device 1s properly
positioned with respect to the current target, capturing a first
image for the current target using a camera of the user device,
monitoring the position of the user device with respect to a
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next target, responsive to determining that the user device 1s
properly positioned with respect to the next target, capturing
a second 1mage for the next target using the camera of the user
device; and generating the panoramic 1mage using the first
image and the second image.

A panoramic 1mage 1s an 1image having an expanded field
of view that exceeds the bounds of individual images that can
be captured by a camera’s lens. In some embodiments, the
panoramic 1image 1s generated by stitching together overlap-
ping 1mages that in combination cover the expanded field of
view. The overlapping images can be captured by, for
example, an 1mage capture device at intervals or a video
capture device 1n a continuous stream as the camera 1s swept
across the expanded field of view. The field of view of a
panoramic 1mage can be expanded both horizontally and
vertically. For mstance, a 360-degree panoramic image can be
obtained by capturing overlapping 1mages as a camera 1s
completely rotated around a fixed point.

FIGS. 1A-1D show example interfaces 1n accordance with
embodiments of obtaining panoramic 1images. More specifi-
cally, FIGS. 1A-1D show example user interfaces for per-
forming panoramic 1mage capture on a user device 102.

In FIG. 1A, the user device 102 includes a device display
103 displaying an augmented video stream provided by a
camera, such as an image capture device disposed facing out,
away Irom a rear face of the user device 102, which 1s into the
page in the view of FIG. 1A. Examples of device display 103
technologies include multi-touch capacitive screens, organic
light emitting diode (OLED) screens, etc. The augmented
video stream may display targets 105, which are shown as
dotted circles. The targets 105 are located at the center of
overlapping, target images that once captured are to be com-
bined 1n a panoramic 1mage.

In this example, the user has already captured a target
image near the current location of the targeting guide 109.
The targeting guide 109 1s located at the vertical and horizon-
tal center of the device display 103 and 1s used by the user to
redirect the camera of the user device 102 towards each of the
targets 105. As target images are captured at each of the
targets 105, a preview 106 shown at the bottom of the device
display 103 1s updated to include the captured target images.
The preview 106 shows a panoramic image where each of the
target images are projected into a flat image that accounts for
the spherical angle of view used to capture the target images.
Examples of images projections that may be used to generate
the panoramic 1mage include, but are not limited to, an
equiretangular projection, a cylindrical projection, a rectilin-
car projection, a fisheye projection, a mercator projection, a
sinusoidal projection, and a stereographic projection. The
projection reduces distortion caused by the wider angle of
view ol the panoramic image.

The targets 105 may be captured by the user in any order.
As target 1images are captured for each of the targets 103,
additional targets may be dynamically added to further direct
the user to redirect the camera of the user device 102. As the
user repositions the user device 102, the targets 105 remains
ailixed to the field of view displayed in the device display 103.
In other words, the representation of targets 105 1n the device
display 103 shifts with the field of view shown on the device
display 103 as the user device 1s repositioned 102.

In some embodiments, the user device 102 1includes a cap-
ture button 112 for mitiating a panoramic 1image capture. In
response to the user selecting the capture button 112, a camera
application of the user device 102 may present the augmented
video stream shown on display device 103 to mitiate the
panoramic 1image capture. The panoramic image capture may
be completed when target images have been captured for all
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presented targets 105 or when the user selects the capture
button 112 for a second time to stop the panoramic image
capture. At this stage, the user device 102 may generate the
panoramic 1mage by stitching together the target images. In
some embodiments, the target images are projected from a
three-dimensional (3D) coordinate system to a two-dimen-
sional (2D) perspective projection when generating the pan-
oramic 1mage similar to as discussed above with respect to the
preview 106.

In FIG. 1B, the device display 103 i1s displaying an aug-
mented video stream similar to the one shown 1 FIG. 1A
except that a single target 1035 1s displayed and the preview of
FIG. 1A 1s replaced with a soft capture button 112. The soft
capture button 112 includes an indicator of the current state of
the panoramic capture process. In this example, the indicator
ol the soft capture button 112 shows a square stop sign, which
indicates that the user may halt the panoramic capture process
by selecting the soit capture button 112.

FIG. 1B also differs from FIG. 1A 1n that the targeting
guide 109 1s presented as an incomplete circle 1in the center of
which the target 105 should be placed 1n order to properly
position the user device 102 for the next image capture of the
panoramic capture process. In this example, the targeting
guide 109 1s also surrounded by target bounds 113 that show
the extent of the images captured during the panoramic cap-
ture process.

In FIG. 1C, the device display 103 1s displaying an aug-
mented video stream similar to the one shown 1n FIG. 1A
except that the targets 105 of FIG. 1A are replaced with
quality indicators (e.g., low quality indicators 110, high qual-
ity indicator 111). The quality indicators (e.g., low quality
indicators 110, high quality indicator 111) notify the user of
the quality of the positioning of the user device 102 with
respect to each of the quality indicators. The high quality
indicator 111 1s a happy face, which indicates that the user
device 102 1s well positioned for capturing an image at the
high quality indicator 111. The low quality indicator 110 are
sad faces, which indicates that the user device 102 1s not well
positioned for capturing images at each of the low quality
indicators 110.

In some embodiments, the quality of the positioning of the
user device 102 may be determined based on the position of
the targeting guide 109 with respect to the quality indicators
(e.g., low quality indicators 110, high quality indicator 111).
For example, a high quality position would be indicated 11 the
targeting guide 109 1s proximate to a quality indicator as
shown for the high quality indicator 111 1n FIG. 1C.

The low quality indicators 110 can continue to display sad
faces until the targeting guide 109 1s detected to be within a
threshold distance of one of the low quality indicators 110.
Once the targeting guide 109 1s within the threshold distance,
the low quality indicator 110 may change from a sad face to a
happy face to indicate that the user device 102 is properly
positioned to capture a target image at that location. Those
skilled 1n the art will appreciate that other styles of quality
indicators (e.g., low quality indicators 110, high quality indi-
cator 111) may be used to indicate the quality of current
positioning. For example, the quality indicators (e.g., low
quality indicators 110, high quality indicator 111) may be
rendered as a buttertlies that begins flapping their wings when
the user device 102 1s properly positioned. In another
example, the quality indicators (e.g., low quality indicators
110, high quality indicator 111) may be rendered as targets
that are struck by bullets when the user device 102 is properly
positioned.

In FIG. 1D, the device display 103 1s displaying an aug-
mented video stream similar to the one shown in FIG. 1B
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except that 1t also 1mcludes a capture selection control 114.
The capture selection control 114 allows the user to switch
between different camera modes of the user device 103. In
this example from top to bottom, the capture selection control
114 includes selections for (1) spherical panoramic capture;
(2) panoramic capture; (3) video capture; and (4) image cap-
ture. FIG. 1D shows the spherical panoramic capture as being,
selected within the capture selection control 114.

FI1G. 2 shows a diagram of a system 1n accordance with one
embodiment. The system of this embodiment includes user
devices (e.g., user device A 102A and user device N 102N)
interacting with application server(s) 208. Further, the 1llus-
trated application server 208 stores information 1n an 1image
repository 210. FIGS. 3A-3C describe further aspects of the
alforementioned components of FIG. 2.

Examples of user devices (e.g., user device A 102A, user
device N 102N) include digital cameras, smartphones, tablet
computers, laptop computers, augmented reality head-
mounted display, etc. Each of the user devices (e.g., user
device A 102A, user device N 102N) 1s equipped with a
camera configured to capture 1mages. Specifically, the user
devices (e.g., user device A 102A, user device N 102N) may
be configured to capture individual images that can be
stitched together in order to create a panoramic image. As
shown 1n FIG. 2, the user devices (e.g., user device A 102A,
user device N 102N) 1n this example are operated by users
(c.g., user A 204A, user N 204N).

In some embodiments, the application server(s) 208 may
include an 1image service server and a map service server.
Each of the application server(s) 208 may be may be imple-
mented on multiple computing devices (1.€., servers), where a
load balancing scheme distributes requests across the mul-
tiple computing devices. The image service server 208 may
be substantially similar to the application server discussed
below with respect to FIG. 3A-3C. The map service server
208 may be configured to provide spatial data (e.g., maps,
geographic coordinates, directions, etc.) to the user devices
(e.g.,userdevice A 102A, user device N 102N). For example,
the map service server 208 may provide a map displayed on
user device A 102A, where user A 204A uses the map to
locate a nearby point of interest. Alternatively or additionally,
the map service server 208 may, in some embodiments, also
provide 1mages for the points of interest, such as 1mages of a
building, path, road, waterway, or other feature, which are
viewed by the user A 204 A on the user device A 102A. The
map service server 208 may be configured to obtain 1images
for maps from the 1mage repository 210. In some embodi-
ments, additional repositories at the same or different location
as the 1mage repository 210 may also be queried by the map
service server 208 to generate maps of the points of interest or
geographic areas for the user devices (e.g., user device A
102A, user device N 102N).

In some embodiments, the 1image service server 208 1s
configured to obtain and store images, where the stored
images may be associated with the corresponding users (e.g.,
user A 204A, user N 204N) for use via the Internet (e.g.,
sharing on social networks, cloud storage, etc.). As images are
received by the image service server 208 1n some embodi-
ments, the 1mages are stored in the image repository 210,
where the image service server 208 may associate the stored
images with points of interests and geographic areas.

FIG. 3A shows a diagram of a system 1n accordance with
some embodiments of obtaining panoramic images. The
example system 1ncludes a user device 102 interacting with
an application server 208. Further, the application server 208
of this embodiment stores information in an image repository
210 and interacts with a social networking service 207.
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In some embodiments, the user device 102 1s a mobile
computing device. For example, the user device 102 may be a
digital camera, a laptop computer, a smartphone, a tablet
computer, a wirelessly-networked imaging device, an aug-
mented reality head-mounted display, or other image capture
device configured to be readily transported with a user over a
distance. In some embodiments, the user device 102 includes
a camera 324 configured to capture images, such as in a video
format or as still images, including stereoscopic video or still
images. For instance, the camera 324 may include one or
more 1mage sensors configured to capture images of light
within the visible spectrum for use by the user device 102.

In some embodiments, the user device 102 includes a pro-
cessor 318, an input/output module 320, and a memory 322.
The user device 102 may be implemented as a computing
device with an operating system, stored 1n the memory 322,
for interacting with a user. For example, the operating system
may be configured to provide applications (e.g., camera
application, map application, social networking application,
ctc.) to the user. In some embodiments, the memory 322
includes an 1mage storage unit 326 and a target display unit
330.

In some embodiments, the image storage unit 326 of the
user device 102 1s configured to manage the 1images captured
by the camera 324. For example, the image storage unit 326
may be configured to (1) store 1mages 354 of FIG. 3B cap-
tured by the camera 324 and/or (2) transmit the stored images
354 of FIG. 3B to the application server 208. In some embodi-
ments, the stored 1mages 354 of FIG. 3B may be stored on a
local, tangible storage medium (e.g., random access memory,
flash memory, etc.) of the user device 102.

In some embodiments, the image storage unit 326 may
further 1nclude a stitching module 356 of FIG. 3B that i1s
configured to stitch images together by (1) matching objects
(1.e., overlapping the same object in neighboring 1images)
across 1mages; (2) calibrating the images to minimize differ-
ences between the images (e.g., optical defects, exposure
differences, image capture device parameters when the image
was captured, etc.); and (3) blending the images based on the
calibration (e.g., adjusting colors for exposure differences,
motion compensation, etc.).

In some embodiments, the stitching module 356 of FIG. 3B
1s configured to improve the image stitching process by using
location information associated with the i1mages. For
example, the stitching module 356 of FIG. 3B may be con-
figured to use the location information of the images to
account for different perspective points of each of the images
when 1dentifying matching objects in the images. In this
example, the location mnformation may be obtained from a
positioning device such the Global Positioning System or
from a motion detection device 325 of the user device 102 as
discussed below.

The 1mage storage unit 326 may associate operating
parameters of the camera 324 with the image, e.g., the time at
which the image was captured and data indicative of the
quality of the image such as the velocity of the user device 102
during image capture. In some embodiments, camera settings
and attributes of the user device at the time the 1mage was
captured may also be associated with the image by the image
storage unit 326 such as resolution, exposure time, aperture,
depth of focus, and post processing settings (e.g., white bal-
ance, compressing settings, sharpness adjustments). For
instance, the user device 102 may include a motion detection
device 323 (e.g., an accelerometer such as a 3-axis acceler-
ometer or a 6-axis accelerometer), and based on signals from
the motion detection device 325, aspects of the positioning of
the user device 102, such as the altitude and orientation
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between a portrait or landscape view (e.g., angular position of
the 1image sensor about a horizontal axis) of the user device
102, may be associated with the image by the image storage
unit 326. The motion detection device 325 may also include a
magnetometer or other sensor configured to determine the
azimuth of the user device 102 at the time the image is
captured. In this case, the azimuth may also be associated
with the image by the 1image storage device.

In some embodiments, the 1mage storage unit 326 may
include a server interface 358 of F1G. 3B that 1s configured to
provide 1images and associated data to the application server
208. For example, the server intertace 358 of FIG. 3B may

provide panoramic images to the application server 208 along,
with a request to store the panoramic 1images in cloud storage
or to share the panoramic 1images on a social network. In some
embodiments, the request may also include quality data (e.g.,
coverage ol panoramic image, proper overlap between
images during stitching, clarity of image, etc.) associated
with the panoramic 1images. For example, the server interface
358 of FIG. 3B may be configured to provide a panoramic
image and a calculated quality of the image to the application
208 for sharing on a social network services, where the user of
the user device 102 earns points or achievements based on the
quality of the panoramic 1mage.

In some embodiments, the target display unit 330 includes
a user interface controller 362 of FIG. 3B configured to dis-
play guidance for capturing a panoramic image on a display
screen (not shown) of the user device 102. For example, the
user interface controller 362 of FI1G. 3B may superimpose a
targeting guide and targets in a video stream obtained from
the camera 324 1n order to encourage the user to properly
reposition the user device 102. In this example, the operating,
parameters of the camera 324 may be analyzed by the user
interface controller 362 of FIG. 3B to place targets 1n the
video stream where the user should capture 1images, which
can then be stitched into a panoramic 1image by the stitching
module 356 of FIG. 3B. Further, the user interface controller
362 of FIG. 3B may also be configured to monitor the position
and orientation (obtained from, for example, accelerometers)
of the camera 324 to track the movement of the user 1n order
to update the superimposed user interface elements as the user
device 102 1s repositioned. In some embodiments, the user
interface elements superimposed by the user interface con-
troller 362 of FI1G. 3B may be as discussed above with respect
to FIGS. 1A-1D.
In some embodiments, the user interface controller 362 of
FIG. 3B of the target display unit 330 1s further configured to
display confirmation of each successiul image capture on the
display screen of the user device 102. For example, the user
interface controller 362 of FIG. 3B may notily the user as
cach 1mage 1s properly captured during a panoramic image
capture and update a preview of the panoramic 1image show-
ing a panoramic including the currently captured images. In
this example, the user interface controller 362 of F1G. 3B may
also be configured to display the completed panoramic image
for review by the user after all the images have been captured.
In some embodiments, the user interface controller 362 of
FIG. 3B may also be configured to display quality indicators
at the targets, where the quality indicators notify the user as to
whether the user device 102 1s properly positioned to capture
an 1mage at each of this targets. In this example, the quality of
cach of the individual images may be calculated based on how
closely centered and properly aligned the targeting guide 1s
with respect to the corresponding image target (e.g., targets or
quality indicators as discussed above with respect to FIGS.
1A-1D) when the individual images are captured.
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In some embodiments, the user interface controller 362 of
FIG. 3B may also be configured to track the quality of pan-
oramic 1mages captured by the camera 324 as historical qual-
ity data. The historical quality data may be used to adjust a
quality threshold for the individual images captured by the
camera 324, where the quality threshold specifies the mini-
mum quality that should be achieved before an individual
image can be included 1n a panoramic image. In some
embodiments, the historical quality data allows the quality
threshold to be adjusted based on the 1mage capturing capa-
bilities of the user. For example, an experienced user that
consistently captures high quality images may have a higher
quality threshold whereas a novice user that captures 1mages
ol inconsistent quality may have a lower quality threshold.

In some embodiments, the target display unit 330 turther
includes a target graph module 364 of FIG. 3B configured to
generate an 1image target graph that defines the bounds of the
images to be captured 1n order to generate a panoramic 1mage.
For example, when a panoramic image capture 1s initiated by
the user, the target graph module 364 of F1G. 3B may generate
an 1mage target graph based on the current orientation and the
angle of view of the camera 324. In this example, the image
target grid may be used by the user interface controller 362 of
FIG. 3B to place superimposed user interface elements as
discussed above on the video stream of the camera 324 during
a panoramic 1mage capture.

In some embodiments, the application server 208 1s a com-
puting device configured to provide application services (e.g.,
1mage services, map services, etc.) to a number of client
devices such as the user device 102. In some embodiments,
the application server 208 includes a processor 332, an input/
output module 334, and a memory 336. The application
server 208 may include various types of computing devices
that execute an operating system. The processor 332 may
execute structions, including instructions stored in the
memory 336. The instructions, like the other instructions
executed by computing devices herein, may be stored on a
non-transitory computer readable medium such as an optical
disk (e.g., compact disc, digital versatile disk, etc.), a flash
drive, a hard drive, or any other computer readable storage
device. The imnput/output module 334 of the application server
208 may include an input module, such as a radio frequency
sensor, a keyboard, and/or a mouse, and an output module,
such as a radio frequency transmitter, a printer, and/or a
monitor. The application server 208 may be connected to a
local area network (LLAN) or a wide area network (e.g., the
Internet) via a network interface connection. In some embodi-
ments, the input/output module 334 may take other forms.

In some embodiments, the memory 336 includes a device
authorizer 340 and an 1mage manager 342. The aforemen-
tioned components of the application server 208 may be
implemented on multiple computing devices (1.e., servers),
where a load balancing scheme distributes requests across the
multiple computing devices.

In some embodiments, the device authorizer module 340 of
the application server 208 1s configured to manage user ses-
s1oms for user devices 204. For example, the device authorizer
module 340 of this embodiment 1includes a device interface
370 of FIG. 3C configured to authenticate credentials from
the user device 102 when mitiating a user session. In this
example, the user device 102 1s not authorized to interact with
the application server 208 until the credentials are confirmed
to be valid by the device mterface 370 of FIG. 3C. In some
embodiments, the device authorizer 340 also 1ncludes a cre-
dentials repository 372 of FIG. 3C configured to store
encrypted credentials used to authorize the users of the appli-
cation server 208.
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In some embodiments, the device interface 370 of F1G. 3C
ol the device authorizer module 340 may also be configured
to 1nteract with a social networking service 207 on behalf of
the user device 102. In this case, the device interface 370 of
FIG. 3C 1s configured to request authorization to access the
social networking service 207 from the user device 102. Once
authorized, the device mtertface 370 of FIG. 3C may interact
with the social networking service 207 to post images pro-
vided by the user device 102 and provide social rewards in
response to those 1images to the user.

In some embodiments, the image manager module 342 of
the application server 208 1s configured to manage 1mages
received from user devices 102. Specifically, the image man-
ager module 342 may include: (1) a spatial data processor 366
of FIG. 3C configured to associate the 1images with geo-
graphic locations; (2) a repository interface 376 of FIG. 3C
configured to store and manage 1mages 1n the 1image reposi-
tory 210; and (3) a location receiver 382 of FIG. 3C config-
ured to process location information received from user
devices 102.

In some embodiments, the location recetver 382 of FIG. 3C
of the 1mage manager module 342 may be configured to
manage location information recerved from user devices 102.
The location receiver 382 of FIG. 3C may be configured to
recetve location information from the user device 102, where
the location information 1s associated with corresponding
images provided by user device 102. In this case, the location
receiver 382 of FI1G. 3C may be configured to anonymize the
location information before 1t 1s stored to protect the identity
of the user. For example, personal data identitying the user 1s
stripped from the location information before the location
information 1s stored in the memory 336. Further, the location
information may only be obtained from the user device 102 1f
the user elects to participate 1n 1image collection for the appli-
cation server 208.

In some embodiments, the spatial data processor 366 of
FIG. 3C may be configured to associate images provided by
user devices 102 with geographic locations. For example, the
images provided by the user devices 102 may include embed-
ded location information such as geographic coordinates. In
this example, the spatial data processor 366 of FIG. 3C may
associate the images with their corresponding geographic
locations 1n a spatial database. The spatial database may then
be used to provide images that are included 1n maps of the
geographic locations.

In some embodiments, the repository interface 376 of FIG.
3C 1s configured to store images 1n the image repository 210.
For example, the repository interface 376 of FIG. 3C may
store the 1mages 1n the image repository 210 1n order to
provide a cloud storage service. In this example, the reposi-
tory interface 376 of FIG. 3C may also be configured to
retrieve and provide the 1mages to the user device 102 for the
user. In another example, the stored 1images may be related to
location information (1.e., geographic coordinates), allowing
a map service to use the stored images as spatial data for
generating maps. The image repository 210 may correspond
to a server, a database, files, a memory cache, etc. that 1s
stored locally (e.g., located on the application server) or
shared on a network (e.g., a database server). The user device
102 may interact directly with the image repository 210 to
directly store captured images. In some embodiments, meta-
data associated with the stored images is stored 1n a separate
repository (not shown). For example, the image repository
210 and the separate repository may be organized 1n a dis-
tributed relational database architecture.

In some embodiments, the 1image repository 210, or a
related repository, 1s configured to store information related
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to the stored 1mages. For example, the image repository 210
may also store results of analysis (e.g., object recognition,
etc.) performed on the stored images. In another example, the
image repository 210 may also store metadata (e.g., geo-
graphic location of 1mage, timestamp of 1image, format of
image, etc.) related to the stored images.

FIG. 4 shows a flow chart in accordance with certain
embodiments. More specifically, FIG. 4 1s a flow chart of a
method performed by a user device to obtain a panoramic
image. As 1s the case with the other processes described
herein, various embodiments may not include all of the steps
described below, may include additional steps, and may
sequence the steps differently. Accordingly, the specific
arrangement of steps shown in FIG. 4 should not be construed
as limiting the scope of obtaining 1mages to enhance imagery
coverage.

In step 402 of this embodiment, a request for a panoramic
image capture 1s recerved by the user device. The request may
be mitiated by a user selecting a panoramic command (e.g.,
button on a touch screen iterface, manual button on a digital
camera, etc.) on the user interface of the user device. In some
embodiments, the request from the user includes operating
parameters such as an orientation and angle of view of a
camera of the user device. The request from the user may also
include a stitching overlap threshold, which specifies an
amount ol overlap that should occur between neighboring
individual images. In some embodiments, the stitching over-
lap threshold may have a default value that 1s configurable by
the user.

In step 404 of this embodiment, a set of targets are gener-
ated based on the operating parameters of the camera. The set
of targets may be generated as an 1mage target graph that
includes 1image targets for obtaining overlapping images sui-
ficient to build a 360 degree panoramic view at the current
point of view of the user. For example, based on the angle of
view and orientation of the camera, the image target graph 1s
generated with a number of 1mage targets represented as
target nodes, where neighboring target nodes are connected
by proximate edges. In this example, both the vertical and
horizontal angle of view of the camera may be accounted for
when determining the image targets of the image target graph.
Further, as the stitching overlap threshold decreases, the num-
ber of individual images required for a complete 360 degree
panoramic view increases. An example image target graph for
a wide lens camera 1n a landscape orientation i1s discussed
below with respect to FIG. 5.

In some embodiments, an 1image target graph such as the
one shown 1n FIG. 5 1s generated by selecting image targets
according to the vertical and horizontal angle of view of the
camera. In this case, the image targets within the image target
graph are positioned such that each image capture at an image
target overlaps, both vertically and horizontally, any neigh-
boring 1images captured by the overlap threshold. Further, the
selection of 1mage targets for the image target graph vary
depending upon the operating parameters of the camera. Gen-
erally, a camera with a wider angle of view has fewer 1mage
targets within 1ts 1image target graph because each captured
image covers a larger proportion of a full 360 panorama.
Conversely, a camera with a narrower angle of view has more
image targets within 1ts 1mage target graph because each
captured 1mage covers a smaller proportion of a full 360
panorama. The image targets selected are also similarly
alfected by the overlap threshold. Specifically, as the overlap
threshold increases the number of 1mage targets within the
image target graph increases and vice versa.

In step 406 of this embodiment, target(s) are presented on
the display of the user device. Initially, the target may corre-
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spond to an 1nitial target node at the center of the 1mage target
graph. In this case, the user may be encouraged to position a
targeting guide displayed on the user device over the nitial
target. For example, the mitial target may flash or otherwise
notily the user that 1t 1s the current target for the panoramic
image capture.

In step 408 of this embodiment, a determination 1s made as
to whether the user device 1s properly positioned. The user
device may be determined to be properly positioned when the
targeting guide 1s centered over and aligned with one of the
target(s). IT the user device 1s not properly positioned, the
process returns to step 406.

Once the user device 1s properly positioned, an 1image 1s
captured in step 410. The user device may be determined to be
properly positioned when target requirements for a target of
the panoramic 1mage capture are satisfied. For example, the
target requirements may correspond to image quality factors
(e.g., velocity of user device, distance that the targeting guide
1s from the 1image target, etc.) that should be satisfied before
an 1mage 1s captured at the target. In this example, thresholds
for the 1mage quality factors can be configured by the user to,
for example, be consistent with the proficiency level of the
user (1.e., a more experienced users may specily higher
thresholds for the 1mage quality factors).

In step 412 of this embodiment, a determination 1s made as
to whether there 1s sufficient coverage for the panoramic
image. Suilicient coverage for the panoramic 1image may be,
for example, suflicient 1images to generate a complete 360
panoramic 1mage at the current position of the user. In other
embodiments, 1t may be determined that there 1s sufficient
coverage for the panoramic 1image in response to a request
from the user to stop the panoramic 1image capture.

If the current coverage of the images 1s not suificient to
generate the panoramic image, the proximate targets of the
last target captured may be updated for the user 1n step 414.
The proximate targets may be determined according to the
image target graph generated 1n step 404. For example, if the
last target captured 1s the 1imitial target, the device display may
be updated to also display the proximate targets that are
neighboring the 1nitial target node 1n the image target graph.
Similarly, as each of the 1images of the panoramic 1s captured
in step 410, the device display 1s updated to also display the
proximate targets of the last target captured.

In step 416 of this embodiment, a panoramic preview may
be refreshed to include the image captured 1n step 410. As
cach of the individual images of the panoramic 1s captured 1n
step 410, the panoramic preview may be updated with the
latest captured image. The panoramic preview allows the user
to view the overall progress of the panoramic 1mage as the
user device 1s repositioned to obtain each of the individual
images. Alter the proximate targets and panoramic preview
are updated, the method may return to step 408 to determine
whether to capture the next image in a similar manner as
discussed above with respect to steps 410-416. In some
embodiments when multiple targets are displayed on the dis-
play of the user device, the user may be allowed to capture
images for the targets 1n any order.

If 1t 1s determined that there 1s sufficient coverage for the
panoramic 1mage, the panoramic may be generated 1n step
418 of this embodiment. The panoramic image may be
stitched together from the individual 1images captured 1n step
410. In some embodiments, the image targets used to capture
the individual 1images may also be used to generate the pan-
oramic 1mage. In this case, the image targets may be used to
properly place and stitch the individual images together to
form the panoramic image.
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In step 420 of this embodiment, a quality rating of the
panoramic 1mage 1s determined. The quality rating of the
panoramic 1mage describes an overall quality of the pan-
oramic 1mage based on, for example, the quality factors of the
individual 1mages discussed above in step 410. In this
example, other quality information related to the panoramic
image may also be used to determine the quality rating such as
dynamic range, contrast, sharpness, and color accuracy of the
generated panoramic 1mage.

FIG. 5 shows an example image target graph in accordance
with embodiments of obtaining panoramic images. More spe-
cifically, FIG. 5 shows an example image target graph for a
user device with a camera operating in landscape mode.

In FIG. 5, the image target graph includes target nodes 502
and proximate edges 504, which connect neighboring target
nodes 502. Each of the target nodes 502 represents an image
target for generating a panoramic image. In this example, the
image targets are positioned such that 1f images are captured
at each of the image targets, the 1images can be stitched
together to generate a full 360 degree panoramic 1mage.

An 1mtial node 506 1s shown at the center of the image
target graph. After a panoramic image capture 1s nitiated, an
initial target corresponding to the imitial node 506 may be
displayed on a user device as discussed above with respect to
FIG. 4. In response to an image being captured at the 1nitial
target, the display of the user device may be updated to
include targets corresponding to the target nodes 502 that are
connected to the mnitial node 506 via proximate edges 504. As
additional images are captured for the newly included image
targets, the display of the user device may be updated to
further include additional targets for target nodes 502 con-
nected by proximate edges 504.

FIG. 6 shows a flow chart in accordance with certain
embodiments. More specifically, FIG. 6 1s a flow chart of a
method performed by a user device to obtain a panoramic
image. As 1s the case with the other processes described
herein, various embodiments may not include all of the steps
described below, may include additional steps, and may
sequence the steps differently. Accordingly, the specific
arrangement of steps shown in FIG. 6 should not be construed
as limiting the scope of obtaining 1images to enhance imagery
coverage.

In step 602 of this embodiment, a request for a panoramic
image capture 1s recerved by the user device. The request may
be mitiated by a user selecting a panoramic command (e.g.,
button on a touch screen iterface, manual button on a digital
camera, etc.) on the user interface of the user device. In some
embodiments, the request from the user includes operating
parameters such as an 1mage quality threshold and a target
s1ize of the panoramic image. The image quality threshold
may specily the mimmimum quality required for each of the
individual images that are to be used to generate the pan-
oramic 1mage.

In step 604 of this embodiment, an 1mage target 1s pre-
sented on the display of the user device. The image target may
be a quality indicator that also provides an indication of
whether the user device 1s properly positioned. A targeting
guide may also be presented on the display of the user device,
where the user 1s encouraged to position the targeting guide
over the image target. For example, the image target may be
presented as a cartoon face that 1s sad when the user device 1s
improperly positioned and 1s happy when the user device 1s
properly positioned.

In step 606 of this embodiment, a determination 1s made as
to whether the user device 1s properly positioned. The user
device may be determined to be properly positioned when the
targeting guide 1s centered over and aligned with the image
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target. I the user device 1s not properly positioned, a warning,
that the user device 1s not properly positioned 1s presented to
the user 1n step 608. For example, 11 the targeting guide 1s a
quality indicator, the warning of improper position may be
presented as a sad face. In some embodiments, the presenta-
tion of the quality indicator may be correspondingly updated
as the user device 1s repositioned. In this example, the pre-
sentation of the face may correspond to the distance the
targeting guide 1s from the image target (e.g., the face may
change from being sad to neutral to happy as the targeting
guide moves closer to the 1image target).

Once the user device 1s properly positioned, an 1image 1s
captured in step 610. The user device may be determined to be
properly positioned when target requirements for the pan-
oramic 1mage capture are satisfied. For example, the target
requirements may correspond to 1image quality factors (e.g.,
velocity of user device, distance that the targeting guide 1s
from the 1mage target, etc.) that should be satisfied before an
image 1s captured. In this example, thresholds for the image
quality factors can be configured by the user to, for example,
be consistent with the proficiency level ofthe user (1.e., amore
experienced users may specily higher thresholds for the
image quality factors).

In step 612 of this embodiment, a determination 1s made as
to whether there 1s sullicient coverage for the panoramic
image. Suificient coverage for the panoramic 1mage may be,
for example, suflicient 1images to generate a complete 360
panoramic 1mage at the current position of the user. In other
embodiments, 1t may be determined that there 1s sufficient
coverage for the panoramic image in response to a request
from the user to stop the panoramic 1image capture.

If the current coverage of the images 1s not suificient to
generate the panoramic image, the proximate targets of the
last target captured may be updated for the user in step 614.
The proximate targets may be determined according to the
image target graph generated 1n step 604. For example, if the
last target captured 1s the 1imitial target, the device display may
be updated to also display the proximate targets that are
neighboring the initial target node 1n the 1mage target graph.
Similarly, as each of the following images of the panoramic 1s
captured 1n step 610, the device display 1s updated to also
display the proximate targets of the last target captured. Each
of the image targets added 1n 614 1s a quality indicator that
also provides an indication of whether the user device is
properly positioned as discussed above.

In step 616 of this embodiment, a panoramic preview may
be refreshed to include the image captured 1n step 610. As
cach of the individual images of the panoramic 1s captured 1n
step 610, the panoramic preview may be updated with the
latest captured image. The panoramic preview allows the user
to view the overall progress of the panoramic image as the
user device 1s repositioned to obtain each of the individual
images. After the proximate targets and panoramic preview
are updated, the method may return to step 606 to determine
whether to capture the next image in a similar manner as
discussed above with respect to steps 610-616. In some
embodiments when multiple targets are displayed on the dis-
play of the user device, the user may be allowed to capture
images for the targets 1n any order.

If 1t 1s determined that there 1s sufficient coverage for the
panoramic 1image, the panoramic 1image may be generated in
step 618 of this embodiment. The panoramic 1image may be
stitched together from the individual 1mages captured 1n step
610. In some embodiments, the image targets used to capture
the individual 1images may also be used to generate the pan-
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oramic 1mage. In this case, the 1mage targets may be used to
place and stitch the individual images together to form the
panoramic image.

In step 620 of this embodiment, a quality rating of the
panoramic i1mage 1s determined. The quality rating of the
panoramic 1mage describes an overall quality of the pan-
oramic 1mage based on, for example, the quality factors of the
individual 1mages discussed above in step 610. In this
example, other quality information related to the panoramic
image may also be used to determine the quality rating such as
dynamic range, contrast, sharpness, and color accuracy of the
generated panoramic image.

FIG. 7 shows an example interface in accordance with
embodiments of obtaining panoramic images. More specifi-
cally, FIG. 7 shows an example user interface for performing
panoramic 1mage capture on a user device 102.

In FI1G. 7, the user device 102 includes a device display 103
displaying an augmented video stream provided by a camera
that may be substantially similar to the user device 102
described above with respect to FIGS. 1A-1D. FIG. 7 shows
a target grid 107 for obtaiming six individual images that are
to be used to generate a panoramic 1mage. The target grid 107
includes cells that correspond to, for example, target nodes of
an 1mage target graph. As each image 1s captured, a preview
106 of the panoramic 1mage may be updated to include the
captured 1mages.

In some embodiments, individual images are obtained for
cach of the quality indicators (e.g., captured indicators 702,
low quality indicators 110, and high quality indicator 111) as
discussed above with respect to FI1G. 6. The captured indica-
tors 702 show the targets at which an 1image has already been
captured. The low quality indicators 110 show the targets at
which the user device 1s poorly positioned for capturing an
image. The high quality indicator 111 shows the target at
which the user device 102 1s properly positioned for capturing
an 1mage. In this example, the user device 102 1s properly
positioned when the targeting guide 109 1s within a threshold
distance of the high quality indicator 111.

In this example after all the individual images are obtained,
the s1x 1mages are stitched together and included 1n a pan-
oramic 1mage. A quality rating of the panoramic image may
be determined based on how closely centered and properly
aligned the targeting guide 109 1s with respect to the corre-
sponding 1mage target (e.g., low quality indicators 110, high
quality indicator 111) when the individual images are cap-
tured.

In some embodiments of the invention, the user device 102
may present the quality rating to the user. The quality rating
may be presented on a user interface of an application (e.g.,
camera application, social networking application, game,
etc.) that 1s configured to monitor the quality ratings of pan-
oramic 1images captured by the user device 102. For example,
a camera application may momnitor the quality ratings of pan-
oramic 1mages 1n order to provide the user with achievements
or other rewards. In this example, the user’s proficiency may
be ranked by the camera application based on the quality
ratings of the panoramic images captured by the user. In
response to an increase in the user’s proficiency, the camera
application may modily operating parameters of the camera
application such as the image quality threshold.

While obtaining panoramic images has been described 1n
conjunction with specific embodiments thereot, 1t 1s evident
that many alternatives, modifications, and variations will be
apparent to those skilled 1n the art 1n light of the foregoing
description. Accordingly, 1t 1s intended to embrace all such
alternatives, modifications, and variations as fall within the
spirit and broad scope of the appended claims. The present
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embodiments may suitably comprise, consist or consist
essentially of the elements disclosed and may be practiced 1n
the absence of an element not disclosed.

As used throughout this application, the word “may” 1s
used 1n a permissive sense (1.€., meaning having the potential
to), rather than the mandatory sense (1.e., meaning must). The
words “include”, “including”, and “includes” mean 1nclud-
ing, but not limited to. As used throughout this application,
the singular forms “a”, “an” and “the” include plural referents
unless the content clearly indicates otherwise. Thus, for
example, reference to “an element” includes two or more
clements. Unless specifically stated otherwise, as apparent
from the discussion, 1t 1s appreciated that throughout this
specification discussions utilizing terms such as “process-
ing”’, “computing”, “calculating”, “determining” or the like
refer to actions or processes of a specific apparatus, such as a
special purpose computer or a similar special purpose elec-
tronic processing/computing device. In the context of this
specification, a special purpose computer or a similar special
purpose electronic processing/computing device 1s capable of
manipulating or transforming signals, typically represented
as physical electronic or magnetic quantities within memo-
ries, registers, or other information storage devices, transmis-
s1on devices, or display devices of the special purpose com-
puter or similar special purpose electronic processing/
computing device.

We claim:

1. A computer-implemented method of obtaining pan-
oramic 1mages by a user device, the computer-implemented
method comprising:

generating a plurality of targets for a panoramic 1mage,

cach of the plurality of targets defining a portion of the
panoramic 1mage, and each of the plurality of targets
being located at a center of a prospective target image;

monitoring a position of the user device with respect to a

current target of the plurality of targets;

responsive to determining that the user device 1s properly

positioned with respect to the current target 1n accor-
dance with one or more thresholds for corresponding
image quality factors, capturing a first image for the
current target using a camera of the user device, the first
image defining a first portion of the panoramic image;

monitoring the position of the user device with respect to a

next target of the plurality of targets;

responsive to determining that the user device 1s properly

positioned with respect to the next target in accordance
with the one or more thresholds for corresponding image
quality factors, capturing a second image for the next
target using the camera of the user device, the second
image defining a second portion of the panoramic
image; and

generating the panoramic image using the first image and

the second 1mage.

2. The computer-implemented method of claim 1, further
comprising:

responsive to determining that a targeting guide of the user

device1s within a threshold distance of the current target,
displaying a high quality indicator at the current target.

3. The computer-implemented method of claim 2, further
comprising;

displaying a low quality indicator at the current target

while the targeting guide of the user device 1s outside the
threshold distance.

4. The computer-implemented method of claim 1, further
comprising;

calculating a quality of the first image based on at least one

of velocity of the user device during the capture of the
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first image, exposure of the camera during the capture of
the first 1mage, rotational position of the user device
during the capture of the first image, distance of a tar-
geting guide of the user device from the first target
during the capture of the first image, and overlap of the
first image with the second 1mage; and

determining whether the quality of the first image satisfies
a quality threshold.

5. The computer-implemented method of claim 4, further

comprising;
responsive to determimng that the quality of the first image
1s below the quality threshold, discarding the first image;
and
capturing a new i1mage for the current target using the
camera of the user device.
6. The computer-implemented method of claim 4, wherein
the quality threshold 1s determined based on historical quality
data of a user of the user device, the historical quality data
being generated based on image quality of a plurality of
previously captured panoramic images.
7. The computer-implemented method of claim 4, further
comprising;
calculating a quality of the second 1mage based on at least
one of velocity of the user device during the capture of
the second 1image, exposure of the camera during the
capture of the second image, rotational position of the
user device during the capture of the second image,
distance of a targeting guide of the user device from the
first target during the capture of the second 1mage, and
overlap of the second 1image with the first image; and
determiming a quality of the panoramic 1mage based on the
quality of the first image and the quality of the second
image.
8. A system, comprising:
one or more memories;
one or more processors, each operatively connected to the
ONne Or more memories;
a target graph module stored on the one or more memories
and configured to be executed by the one or more pro-
cessors to generate a plurality of targets for a panoramic
image, each of the plurality of targets defining a portion
of the panoramic 1mage, and each of the plurality of
targets being located at a center of a prospective target
1mage;
a user interface controller stored on the one or more memo-
ries and configured to be executed by the one or more
Processors to:
monitor a position of a user device with respect to a
current target of the plurality of targets,

responsive to determining that the user device 1s prop-
erly positioned with respect to the current target 1n
accordance with one or more thresholds for corre-
sponding 1image quality factors, request that a camera
of the user device capture a first image for the current
target, the first image defining a first portion of the
panoramic 1mage,

monitor the position of the user device with respect to a
next target of the plurality of targets, and

responsive to determining that the user device 1s prop-
erly positioned with respect to the next target 1n accor-
dance with the one or more thresholds for correspond-
ing 1image quality factors, request that a camera of the
user device capture a second image for the next target,
the second image defining a second portion of the
panoramic 1image;




US 9,270,885 B2

17

a stitching module stored on the one or more memories and
configured to be executed by the one or more processors
to generate the panoramic 1mage using the first image
and the second 1image; and

the camera configured to capture the first image and the
second 1mage.

9. The system of claim 8, wherein the user interface con-
troller 1s further configured to be executed by the one or more
pProcessors to:

responsive to determining that a targeting guide of the user
device 1s within a threshold distance of the current target,
display a high quality indicator at the current target.

10. The system of claim 9, wherein the user interface
controller 1s further configured to be executed by the one or
more processors to:

display a low quality indicator at the current target while
the targeting guide of the user device 1s outside the
threshold distance.

11. The system of claim 8, wherein the user interface
controller 1s further configured to be executed by the one or
more processors to:

calculate a quality of the first image based on at least one of
velocity of the user device during the capture of the first
image, exposure of the camera during the capture of the
first image, rotational position of the user device during
the capture of the first 1image, distance of a targeting
guide of the user device from the first target during the
capture of the first image, and overlap of the first image
with the second 1mage, and

determine whether the quality of the first image satisfies a
quality threshold.

12. The system of claim 11, wherein the user interface
controller 1s further configured to be executed by the one or
more processors to:

responsive to determining that the quality of the first image
1s below the quality threshold, discard the first image,
and

request that the camera of the user device capture a new
image for the current target.

13. The system of claim 11, wherein the quality threshold
1s determined based on historical quality data of a user of the
user device, the historical quality data being generated based
on 1mage quality of a plurality of previously captured pan-
oramic 1mages.

14. The system of claim 11, wherein the user interface
controller 1s further configured to be executed by the one or
more processors to:

calculate a quality of the second image based on at least one
of velocity of the user device during the capture of the
second 1mage, exposure of the camera during the capture
of the second image, rotational position of the user
device during the capture of the second image, distance
of atargeting guide ol the user device from the first target
during the capture of the second 1mage, and overlap of
the second 1mage with the first image, and

determine a quality of the panoramic image based on the
quality of the first image and the quality of the second
1mage.

15. A non-transitory computer readable medium having
computer-executable program instructions embodied therein
that when executed cause a computer processor 1o:

generate a plurality of targets for a panoramic 1image, each
of the plurality of targets defining a portion of the pan-
oramic 1image, and each of the plurality of targets being
located at a center of a prospective target image;

monitor a position of a user device with respect to a current
target of the plurality of targets;
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responsive to determining that a targeting guide of the user
device 1s within a threshold distance of the current target,
display a high quality indicator at the current target;

responsive to determining that the user device 1s properly
positioned with respect to the current target 1n accor-
dance with one or more thresholds for corresponding
image quality factors, capture a first image for the cur-
rent target using a camera of the user device, the first
image defining a first portion of the panoramic image;

monitor the position of the user device with respect to a

next target of the plurality of targets;

responsive to determining that the user device 1s properly

positioned with respect to the next target 1n accordance
with the one or more thresholds for corresponding image
quality factors, capture a second image for the next
target using the camera of the user device, the second
image defining a second portion of the panoramic
image; and

generate the panoramic image using the first image and the

second 1mage.

16. The computer readable medium of claim 15, wherein
the mstructions when executed further cause the computer
processor 1o:

display a low quality indicator at the current target while

the targeting guide of the user device 1s outside the
threshold distance.

17. The computer readable medium of claim 15, wherein
the mstructions when executed further cause the computer
processor 1o:

calculate a quality of the first image based on at least one of

velocity of the user device during the capture of the first
image, exposure of the camera during the capture of the
first image, rotational position of the user device during
the capture of the first image, distance of a targeting
guide of the user device from the first target during the
capture of the first image, and overlap of the first image
with the second 1image; and

determine whether the quality of the first image satisfies a

quality threshold.

18. The computer readable medium of claim 17, wherein
the mstructions when executed further cause the computer
Processor 1o:

responsive to determining that the quality of the first image

1s below the quality threshold, discard the first image;
and

capture a new 1mage for the current target using the camera

of the user device.

19. The computer readable medium of claim 17, wherein
the quality threshold 1s determined based on historical quality
data of a user of the user device, the historical quality data
being generated based on image quality of a plurality of
previously captured panoramic images.

20. The computer readable medium of claim 17, wherein
the mstructions when executed further cause the computer
Processor 1o:

calculate a quality of the second image based on at least one

of velocity of the user device during the capture of the
second 1image, exposure of the camera during the capture
of the second image, rotational position of the user
device during the capture of the second 1mage, distance
of atargeting guide of the user device from the first target
during the capture of the second 1image, and overlap of
the second 1mage with the first image; and

determine a quality of the panoramic 1mage based on the

quality of the first image and the quality of the second
image.
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