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SOFTWARE DEFINED NETWORKING FOR
STORAGE AREA NETWORKS

TECHNICAL FIELD

This disclosure relates in general to the field of communi-

cations and, more particularly, to software defined network-
ing (SDN) for storage area networks (SANs).

BACKGROUND

A storage area network (SAN) can transier data between
computer systems and storage elements through a specialized
high-speed network. In general, the SAN can enable the stor-
age devices to be accessible to servers so that the storage
devices appear like locally attached devices to the servers’
operating systems. The SAN consists of a communication
inirastructure, which provides physical connections. The
SAN facilitates the flexibility of networking to enable one
server or many heterogeneous servers to share a common set
of storage devices. The SAN typically has its own network of
storage devices, including disks, tapes, and optical storage
that are generally not accessible through a local area network
by other devices. The SAN also includes a management layer,
which organizes the connections, storage devices, and com-
puter systems so that data transfer 1s secure and robust. The
SAN allows any-to-any connection across the network by
using interconnect elements such as switches.

BRIEF DESCRIPTION OF THE DRAWINGS

To provide a more complete understanding of the present
disclosure and features and advantages thereolf, reference 1s
made to the following description, taken 1n conjunction with
the accompanying figures, wherein like reference numerals
represent like parts, 1n which:

FI1G. 1 1s a simplified block diagram illustrating a commu-
nication system facilitating SDN for SANs;

FIG. 2 1s a simplified block diagram illustrating example
details of the communication system in accordance with one
embodiment;

FIG. 3 1s a simplified block diagram illustrating other
example details of the communication system 1n accordance
with one embodiment;

FIG. 4 1s a simplified block diagram 1llustrating yet other
example details of the communication system 1n accordance

with one embodiment;

FIG. 5 1s a simplified block diagram illustrating further
example details of an embodiment of the communication
system:

FIG. 6 1s a simplified block diagram illustrating further
example details of an embodiment of the communication
system:

FIG. 7 1s a simplified block diagram illustrating further
example details of an embodiment of the communication
system;

FIG. 8 1s a simplified block diagram illustrating further
example details of an embodiment of the communication
system;

FIG. 9 1s a simplified block diagram illustrating further
example details of an embodiment of the communication
system;

FIG. 10 1s a simplified tlow diagram illustrating example
operational activities that may be associated with embodi-
ments ol communication system; and
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2

FIG. 11 1s a simplified flow diagram illustrating other
example operational activities that may be associated with
embodiments ol communication system.

L1l

DETAILED DESCRIPTION OF EXAMPL.
EMBODIMENTS

Overview

An example method for facilitating SDN for SANs 1s pro-
vided and includes dividing a control plane of a SAN 1into a
centralized network control plane and a plurality of decen-
tralized control planes, configuring network-wide SAN
applications 1n the centralized network control plane, and
configuring switch-level SAN applications 1n the decentral-
1zed control planes. In a specific embodiment, the network-
wide SAN applications include name server, zone server,
worldwide name-virtual SAN (VSAN) mapping, device
aliases, link-state routing information, principal switch selec-
tion, domain manager, and/or virtual local area network-
VSAN mapping. In some embodiments, the decentralized
control planes include switch control planes; in other embodi-
ments, the decentralized control planes include switch con-
trol planes and line card control planes.

Example Embodiments

Turning to FIG. 1, FIG. 1 1s a simplified block diagram
illustrating an embodiment of communication system 10 that
facilitates software defined networking in storage area net-
works. Communication system 10 includes a SAN 12 (gen-
erally indicated by an arrow) comprising a SAN hypervisor
14 1including a central controller 16. SAN hypervisor 14 may
connect various network elements 18 with one or more cli-
ents, called vSwitch Clients 22(1)-22(N) controlled by cor-
responding administrators 23(1)-23(N). vSwitch Clients
22(1)-22(N) may be managed by a manager, such as a virtual
data center network manager (VDCNM) 24.

As used herein, the term “network element” can include
computers, network appliances, servers, routers, switches,
gateways, bridges, load balancers, firewalls, processors,
modules, or any other suitable device, component, element,
or object operable to exchange imformation in a network
environment. Moreover, the network elements may include
any suitable hardware, software, components, modules, inter-
faces, or objects that facilitate the operations thereof. This
may be inclusive of appropriate algorithms and communica-
tion protocols that allow for the effective exchange of data or
information.

According to various embodiments, SAN protocols may be
abstracted into central controller 16 along with distributed (or
centralized) local area network (LAN) protocols. Certain net-
work-wide SAN applications can be centralized through cen-
tral controller 16, while certain other switch-level SAN appli-
cations can be decentralized from central controller 16 1n
some embodiments allowing for differentiated centralization.
As used herein, the term “network-wide SAN applications™
include interfaces, services, and routing protocols that rely on
knowledge of the entire network topology, or that are inde-
pendent of any network topology to function appropnately.
To 1llustrate with an example, any application that relies on
data that 1s the same when computed or accessed anywhere 1n
the network, can be classified as a network-wide SAN appli-
cation. Examples of network-wide SAN applications include
name servers and zone servers.

On the other hand, “switch-level SAN applications”
include link-level applications, switch-level SAN services,
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interfaces, and routing protocols that rely on knowledge of a
portion (e.g., at a link-level or at a switch-level) of the net-
work topology, rather than the entire network topology, to
function appropriately. For example, link-level information,
such as peer-to-peer connectivity, can affect packet process-
ing performance by the switch-level SAN applications. If
data computed or accessed by the application can change
from point to point within the network, the application may be
categorized as a switch-level SAN application. Examples of
switch-level SAN applications 1include Fabric Login
(FLOGTI), Routing Information Base (RIB), Access Control
Lists (ACLS), and Fabric Shortest Path First (FSPF) Hello.
For example, switches in SAN 12 may implement routing
applications such as FSPF Hello by computing the “next hop™
routing segment for a packet having a particular source-des-
tination pair. The combined next hop computations of the
various switches 1n SAN 12 can result 1n an end-to-end route
being defined for each source-destination pair through mul-
tiple switches.

Differentiated centralization can allow virtualization of
SAN 12, allowing different SAN administrators 23(1)-23(N)
to control their distinct networks 1n a virtual manner. Central
controller 16 can enable separating control plane functions
from forwarding plane functions in some embodiments. In
other embodiments, certain SAN applications may be cen-
tralized, whereas certain other SAN applications may be
decentralized.

For purposes of 1llustrating the techniques of communica-
tion system 10, 1t 1s important to understand the communica-
tions that may be traversing the system shown in FIG. 1. The
following foundational information may be viewed as a basis
from which the present disclosure may be properly explained.
Such mformation 1s offered earnestly for purposes of expla-
nation only and, accordingly, should not be construed 1n any
way to limit the broad scope of the present disclosure and its
potential applications.

Data stored in disparate datacenters 1s constantly growing,
needing larger amount of storage resources. At the same time,
datacenter operators want to consolidate many small data-
centers 1into a few large datacenters. SAN consolidation can
present a level of complexity and scaling that are beyond the
capabilities of current SAN products, which are typically
implemented according to distributed models. For example,
cloud based SANs may include multi-tenant architecture,
with different customers renting storage space on the cloud
based SANs. Customers can include different departments in
the same company, or they can include different companies.

A typical SAN {facilitates direct, high-speed data transfers
between servers and storage devices, potentially 1n any of the
tollowing three ways: server to storage, where the same stor-
age device 1s accessed serially or concurrently by multiple
servers; server to server: where the SAN facilitates high-
speed, high-volume communication between servers; storage
to storage providing outboard data movement capability that
enables data to be moved without server intervention, thus
freeing up server processor cycles for other activities like
application processing (e.g., a disk device that backs up 1its
data to a tape device without server intervention, or a remote
device mirroring across the SAN.

SANs may rely on various suitable communication proto-
cols to communicate data 1n a lossless manner from and to
storage devices. For example, SANs may use Fibre Channel
(FC), which 1s a high-speed network technology (commonly
running at 2-, 4-, 8-, and 16-gigabit speeds). FC includes a
topology where devices are connected to FC switches. FC
traffic generally requires a lossless transport layer because
losing a single data packet 1n the data storage context may be
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4

unacceptable. Another example protocol used 1 SAN 1s
FCoE. FCoE enables convergence of the LAN, which typi-
cally uses Ethernet protocol, and SAN, with an overlay of FC
based SANs over a lossless Ethernet infrastructure of the
L AN, removing the need for native FC switches or directors
(FC fabric). Equipment, installation, and operational costs
are significantly reduced 1n the converged environment and
the resulting decrease 1n network complexity provides a cor-
responding increase in network reliability.

The FCoE protocol 1s generally defined by American
National Standards Institute (ANSI) International Commuttee
for Information Technology Standards (INCITS) FC-BB-5

and FC-BB-6. The FC traffic encapsulated inside Ethernet

uses the same lossless network characteristics that are found
in a fabric network. Instead of a butfer-to-butfer (B2B) credit
system used in native fabric topologies, FCoE may rely on
Ethernet protocols and related standards that ensure lossless
transport of the FCoE traffic.

Typically, FCoE uses virtual FC interfaces and a small set
of control plane functions to build virtual links (e.g., a link 1s
a communications channel that connects two or more nodes;
the link may be generally an actual physical link or 1t may be
a logical (e.g., virtual) link that uses one or more actual
physical links) among pairs of virtual FC interfaces. Multiple
virtual FC interfaces can be presented on the same physical
Ethernet interface of an FCoE Forwarder (FCF). After the
virtual links are established among pairs of virtual FC inter-
faces, the result 1s presented to the FC stack as a set of
point-to-point connections that behave like regular FC con-
nections, regardless of the number of FCoE pass-through
switches that are physically 1nserted between the actual FC
endpoints. FCoE technology uses FCoE Initialization Proto-
col (FIP) Discovery comprising control plane functions to
enable discovery of FCoE-capable devices across FCoE pass-
through switches and establishment of appropriate combina-
tions of virtual links.

Further, various message protocols may be used between
processes executing in the SAN, with corresponding message
brokers. For example, the message and transaction service
(MTS) 1s a high-performance inter-process communications
(IPC) message broker that specializes 1n high-availability
semantics. MTS handles message routing and queuing
between services on and across modules and between man-
aging processors (e.g., supervisors, controllers, etc.). MTS
facilitates the exchange of messages such as event notifica-
tion, synchronization, and message persistency between ser-
vices and components. MTS can maintain persistent mes-
sages and logged messages 1n queues for access even after a
service restart.

SANSs typically support various SAN applications such as
Zoning Database, Name Server database, Access Control
Lists (ACLS), and FLOGI, to name a few. For example, the
zone server maintains a database of zones 1n the SAN. When
a fabric (e.g., switching element that permits any-to-any
switching within a switch) 1s first started, every switch con-
nected to the fabric can establish a connection with any other
switch connected to the fabric. Zoning provides a means of
restricting visibility and connectivity between devices con-
nected to a common FC SAN. Substantially all the devices
configured 1n a specific “zone” can communicate with each
other. The rest of the devices connected to the zone that are not
included in the zone are not visible by the ones 1nside and vice
versa. Zoning 1s typically hardware-enforced at the FC
switches. The zoning service 1s implemented as a distributed
service within a FC SAN. A distributed database called the

zoning database 1s synchronized and maintained within all




US 9,270,754 B2

S

member switches of the SAN. As a distributed service, the
zoning database can be updated by any member switch of the
tabric.

In another example, when a host server logs into a fabric,
the login information may be stored locally at the switchin a
FLOGI database. The switch may also distribute the host
login information to other switches in the network. Fach
switch 1n the network may build a separate FLOGI database
based on the aggregated information recerved from substan-
tially all switches in the network. In yet another example,
ACLs may also distribute access restrictions, which can be
aggregated 1nto separate databases across the network. Such
information may be replicated across the different switches in
the network. The replication can be potentially error prone
and can cause scaling problems.

Turning to link-state routing protocols, link-state routing,
protocols are known to have scaling problems as the network
grows larger. The scaling problems arise because each switch
(e.g., network element that connects network segments)
builds up a link-state database for the entire network. To build
the link-state database, each switch 1n the network exchanges
information about i1ts peer-to-peer connectivity. If the net-
work includes N switches each connected to M peers, there
are NxM links 1n the network (from the perspective of each
switch). Each switch builds a database of NxM links and
keeps the database updated. Thus, there are N copies of NxM
link-states. As the number of switches N becomes large and
topologies change (potentially changing the peer-to-peer
connectivity ), synchronizing the N copies of NxM link-states
can be challenging. In SANSs, the link-state database scaling
and synchronization problem can be worsened by the VSANSs
in the fabric. If each switch has P VSANs allowed over each
of the M links, then the link-state database has NxMxP
entries at each of the N switches.

The problem 1s further compounded because the SAN
switches store information about servers and storage devices
in addition to switches. The stored information includes link-
state databases (e.g., which reflect network connectivity),
host information discovered during login, zones, host-aliases,
World Wide Name (WWN) to VSAN mapping (e.g., which
reflect host connectivity and configuration). To keep this
information 1dentical across the fabric, network protocols—
standard or proprietary—are used to replicate the data
between the SAN switches.

For example, name-server and link-state synchromzation
can be implemented through standard protocols; device alias-
ing and WWN-VSAN mappings can be synchronized
through proprietary protocols. Synchronization can take up a
substantial amount of network bandwidth, processing time,
and other overhead, which can be burdensome on the network
as the network enlarges, especially if multiple 1dentical cop-
ies of the same information have to be maintained 1n disparate
locations (e.g., switches) throughout the network.

One way to enable scaling 1n SANSs 1s through virtualiza-
tion. SAN virtualization typically faces two types of prob-
lems: domain-identifier (ID) scaling, and wvirtual SAN
(VSAN) scaling. According to FC standards, the SAN fabric
can operate without loops using distinct domains with corre-
sponding domain-IDs. Switches may be identified by the
respective domain-IDs. However, FC standards mandate a
maximum of 239 possible domains with corresponding
domain-IDs, which can be restrictive of the total size of the
SAN. For example, with 239 possible domain-IDs, only 239
switches can be configured in the SAN. Although the domain-
ID permits each of the 239 switches to accommodate 65335
hosts to a switch, it 1s physically impossible to attach as many
switches to a switch due to technology limitations. For
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6

example, only 500 hosts can be connected to a switch (on a
higher end). Therefore, most of the address space 1n the SAN
may be wasted.

VSAN identifies a virtual fabric with the ability to create
completely 1solated fabric topologies, each with its own set of
fabric services, on top of a scalable common physical infra-
structure. Zoning 1s then configured within each VSAN 1nde-
pendently. A total of 4096 VSANSs can be implemented 1n a
specific SAN according to applicable standards (e.g., VSAN
has a 12 bit VSAN-ID). Theoretically, 4096 tenants may be
deployed 1n the SAN, with each tenant assigned a separate
VSAN-ID. However, 1n a practical sense, each tenant in the
SAN may use multiple VSANS, restricting the maximum
number of tenants in the SAN that can be assigned separate
VSAN-IDs. In case of FCoF, the number of available VS ANs
may be further restricted because the VSANSs can be segre-
gated across Ethernet and storage traffic and a fewer number
of VSANSs may be available for FCoE trafiic.

Another way to enable scaling 1s to implement software
defined networking (SDN) in SANs. A known mechanism
that implements SDN includes a central controller 1n a virtual
machine that can support a software defined storage network
by applying certain predefined rules and actions to enable the
FC and FCoE nodes to communicate with each other. The
central controller may not have any switching, bridging, or
forwarding capabilities similar to the functions inherent in the
FCF.

However, centralization 1s not without 1ts disadvantages.
For example, switches 1n the SAN exchange frequent hello
packets to keep the Fabric Shortest Path First (FSPF) links
alive. FCoFE hosts and targets periodically exchange Link
Layer Discovery Protocol (LLDP) and FCoFE Initialization
Protocol (FIP) frames to keep the FCoE links alive. Indis-
criminate centralization can cause delays 1n information that
1s periodically and {frequently exchanged between the
switches 1n the SAN. Delays 1n exchange of such information
can cause links to be reset, forcing many more packets and
messages to be exchanged, resulting 1n a deluge.

Moreover, with increasing port densities (e.g., using Fabric
Extenders) periodic packet exchanges (such as LLDP) are
being moved to the edge rather than the center of the network.
Processing of Bridge Protocol Data Unit (BPDU) frames or
Open Shortest Path First (OSPF) hellos are being offloaded
closer to the network port, rather than keeping them in the
central control plane. The processing capacity can be 1nad-
equate for centralized network control planes.

Communication system 10 1s configured to address these
1ssues (and others) 1n offering a system and method for facili-
tating soitware defined networking in storage area networks.
Embodiments of communication system 10 may include
SDN mechanisms to divide a control plane of SAN 12 1nto a
centralized network control plane and a plurality of decen-
tralized control planes. As used herein, the term “control
plane” refers to a logical division of network architecture,
such as SAN 12, that carries signaling and management trai-
fic (as opposed to the network user’s data traific). The control
plane 1s responsible for routing decisions (e.g., based on the
network topology), which are implemented by the data plane.
As used herein, the term “data plane’ includes another logical
division of network architecture, such as SAN 12, that carries
network user data traflic. Control plane functions typically
include monitoring network throughput and performance,
updating the network topology, establishing new connec-
tions, and enforcing security and service policies.

In a specific embodiment, certain system-wide databases
may be centralized, and certain switch-level packet process-
ing may be decentralized. The centralized network control
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plane can be configured with network-wide SAN applica-
tions. The plurality of decentralized control planes can be
configured with switch-level SAN applications. In a specific
embodiment, the centralized network control plane may be
implemented on central controller 16 according to SDN
architecture. The decentralized control planes may be imple-
mented 1n a distributed manner on switches, or line cards, or
a combination of both switches and line cards, in SAN 12.
The network-wide SAN applications include, by way of
examples and not as limitations, name server, zone server,
WWN-VSAN mapping, device aliases, link-state routing
information, principal switch selection, domain manager, and
VLAN-VSAN mapping. Various other system-wide data-
bases may also be centralized within the broad scope of the
embodiments. In some embodiments, the decentralized con-
trol planes include switch control planes. The switch-level
SAN applications provided by the switch control planes

include by way of examples and not as limitations, LLDP,
CDP, FIP, FLOGI, ACLs, platform management, routing

information base (RIB), and FSPF Hello.

In other embodiments, the decentralized control planes
include switch control planes and line card control planes.
The switch-level SAN applications provided by the switch
control planes include, by way of examples and not as limi-
tations, ACLs, RIB and platform management. The switch-
level SAN applications provided by the line card control
planes include, by way of examples, and not as limitations,
LLDP, CDP, FIP, FLOGI, and FSPF Hello. Various other
switch-level packet processing may be decentralized within
the broad scope of the embodiments.

According to various embodiments, SAN 12 can include a
plurality of domains, with a plurality of switches belonging to
any particular domain. In some embodiments, each switch
can belong to at most one domain, and have a corresponding
domain ID assigned thereto. In other embodiments, each
switch can belong to more than one domain. In such embodi-
ments, SAN 12 can include a plurality of line cards, and the
domain ID can be assigned to each line card. In some specific
embodiments, a contiguous set of domain IDs may be
assigned to line cards 1n a single domain. In various embodi-
ments, a umque FC ID may be assigned to each end device
configured within a VSAN. In such embodiments, each
domain can span a plurality of switches.

SDN can facilitate centralization of the control plane as a
mechanism to consolidate complex logic 1into a central loca-
tion represented by central controller 16. In some embodi-
ments, SDN for SAN can leverage substantially all the LAN
protocols for switch-to-switch and host-to-switch connectiv-
ity, including LLDP/CDP, TCP/IP routing, allowing the SAN
applications such as Name Server, Zone Server, WWN-
VSAN mapping, Device Aliasing, Principal Switch Selec-
tion, etc. to be hosted out of central controller 16, 1f and as
needed. Central controller 16 can also be virtualized for cer-
tain functions like Zone and Name Server, Device Aliasing,

WWN-VSAN mappings, etc. Thus, a single virtual instance
of SAN 12 can be controlled by a distinct SAN admin (e.g.,

admin{@custl 23(1)).

In some embodiments, some SAN protocols can be
abstracted into central controller 16 and other SAN protocols
and LAN protocols can be executed in a distributed manner.
The centralization may not necessitate any changes to SAN
standards, icluding protocols and interfaces. For example,
substantially all currently defined protocols between servers,
storage devices, and switches can be used as currently
defined, without major changes. Some protocols such as
FSPF (e.g., link state advertisement (LSA) exchanges used
for setting up domain-to-domain routes), Domain Merge
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(e.g., Tor switch-to-switch discovery of servers and storage
devices), Principal Switch Selection (e.g., for discovery of a
principal switch that assigns Domain IDs during restart) may
not needed if centralized. By centralizing, a single copy of
various network-wide databases can be maintained and
scaled suitably. Use of differentiated centralized controller 16
(e.g., that can differentiate between network-wide SAN
applications and switch-level SAN applications) can support
a highly scalable network without implementing all aspects
of the high scale at each switch.

Central controller 16 can also be used to perform global
optimizations such as host-to-disk path optimization. For
example, servers and storage devices imnvolved in fat flows can
be placed closer together; servers and storage devices
involved 1n mouse flows can be placed farther apart. Global
optimizations can also include global monitoring of end-to-
end flows and provisioning of service level agreements
(SLAs) for the flows. Moreover, central controller 16 can be
virtualized across multiple tenants. The virtualized per-tenant
controllers can be provided to cloud based SAN users for a
single point of control for the respective tenant controlled
portion of SAN 12. Embodiments of communication system
10 can be implemented 1n traditional FC based SANs, con-
verged FCoE based SANs, and co-existing FC/FCoE based
SANS.

In some embodiments, differentiated centralization of
SAN protocols can simplify configuration and virtualization
of SAN 12. Differentiated centralization can enable users to
write customized applications and manage single points of
control for even large and complex networks. The operational
simplification can simplily ease of use of these networks and
reduce operational costs. From a vendor perspective, differ-
entiated centralization can enable larger SAN networks by
amortizing controller scale over a larger number of switches;
by not having to implement peak scale requirement at every
switch and by over-provisioning to facilitate peak scale
needs.

In some embodiments, having a single central location for
checking names (e.g., name server) can ease debug and moni-
toring. A single, consistent network-wide software version
and features may be implemented in central controller 16,
enable various management efficiencies, including a one time
network upgrade, as needed, thereby avoiding several end-
device upgrades. Licenses for various SAN applications may
be 1nstalled at SAN hypervisor 14, and dynamically moved
across SAN 12, according to various particular needs.
Changes to licensing models, if any, can be implemented
seamlessly with central controller 16.

In various embodiments, large-scale network testing may
be enabled by attached device stubs (e.g., emulated storage
devices and servers) to SAN hypervisor 14. A substantial
amount of hypervisor validation can be performed without
hardware 1n place. Stable device interface can be emulated by
snooping and replaying M TS messages between the control
and data planes 1n SAN 12. Moreover, testing with device
stubs can enable lower cost setup of very large topologies and
network scaling, with reconfigurable topologies.

In some embodiments, domains can be carved out by arbi-
trarily combining FC and FCoE ports 1nto a single domain
through appropriate configuration at central controller 16.
The network topology may be created at central controller 16
based on configurations of the various domains in SAN 12. In
some embodiments, message brokers may be used to com-
municate between central controller 16 and the distributed
switch 1n SAN 12. The communication between the distrib-
uted switch and central controller 16 canrely on MTS over IP
with a custom or standard reliability protocol. Centralization
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ol certain protocols allows scaling the fabric processing by a
factor of 10x or more simply by increasing the CPU/Memory
on central controller 16. Further optimizations between con-
troller and platform are also possible within the broad scope
of the embodiments.

Turning to the infrastructure of communication system 10,
the network topology can include any number of servers,
virtual machines, switches (including distributed wvirtual
switches), routers, and other nodes inter-connected to form a
large and complex network. A node may be any electronic
device, client, server, peer, service, application, or other
object capable of sending, receiving, or forwarding informa-
tion over communications channels 1n a network. Elements of
FIG. 1 may be coupled to one another through one or more
interfaces employing any suitable connection (wired or wire-
less), which provides a viable pathway for electronic com-
munications.

Additionally, any one or more of these elements may be
combined or removed from the architecture based on particu-
lar configuration needs. Communication system 10 may
include a configuration capable of TCP/IP communications
tor the electronic transmission or reception of data packets 1n
a network. Communication system 10 may also operate 1n
conjunction with a User Datagram Protocol/Internet Protocol
(UDP/IP) or any other suitable protocol, where appropriate
and based on particular needs. In addition, gateways, routers,
switches, and any other suitable nodes (physical or virtual)
may be used to facilitate electronic communication between
various nodes 1n the network.

Note that the numerical and letter designations assigned to
the elements of FIG. 1 do not connote any type of hierarchy;
the designations are arbitrary and have been used for purposes
of teaching only. Such designations should not be construed
in any way to limit their capabilities, functionalities, or appli-
cations in the potential environments that may benefit from
the features of communication system 10. It should be under-
stood that communication system 10 shown i FIG. 1 1s
simplified for ease of illustration. Moreover, communication
system 10 can include any number of spine switches, leaf
switches, and servers, within the broad scope of the present
disclosure.

The example network environment may be configured over
a physical infrastructure that may include one or more net-
works and, further, may be configured 1n any form including,
but not limited to, LANs, wireless local area networks
(WLANSs), VLANs, metropolitan area networks (MANSs),
wide area networks (WANs), virtual private networks
(VPNs), Intranet, Extranet, any other appropriate architecture
or system, or any combination thereof that facilitates com-
munications 1n a network. In some embodiments, a commu-
nication link may represent any electronic link supporting a
LAN environment such as, for example, cable, Ethernet,
wireless technologies (e.g., IEEE 802.11x), ATM, fiber
optics, etc. or any suitable combination thereof that can per-
mit lossless data transmission as designated in the SAN. In
other embodiments, communication links may represent a
remote connection through any appropriate medium (e.g.,
digital subscriber lines (DSL), telephone lines, T1 lines, T3
lines, wireless, satellite, fiber optics, cable, Ethernet, etc. or
any combination thereol) and/or through any additional net-
works such as a wide area networks (e.g., the Internet). SAN
12 may represent any type ol storage network, including
enterprise storage networks, cloud storage networks, eftc.

In various embodiments, vDCNM 24 may provide a man-
agement interface that combines management of both LANSs
and SANs 1n a single dashboard, which can enables network
and storage administrators to troubleshoot health and pertor-
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mance across various networks. vDCNM 24 can offer visibil-
ity into virtualized hosts and storage devices by integrating
with hypervisors (such as SAN hypervisor 14) and providing
host-tracking capability to manage and diagnose virtual and
physical servers and storage devices. For example, vDCNM
24 can provide a view of virtual machine paths through physi-
cal network to storage array and to the data store, and can
enable viewing performance for every switch hop all the way
to individual servers and virtual machines. In some embodi-
ments, central controller 16 may also be managed through
vDCNM 24.

Central controller 16 may be an application executing on
SAN hypervisor 14 in SAN 12. SAN hypervisor 14 may be
implemented as a virtual machine 1n a suitable server or other
computing device within SAN 12. In some embodiments,
central controller 16 may be managed through appropriate
management interfaces associated with SAN hypervisor 14.
vSwitch clients 22(1)-22(N) include virtualized (or physical)
servers and storage devices connected to a distributed virtual
switch, a physical non-distributed switch, or other network
clement that 1s capable of forwarding packets within SAN 12.

Turming to FIG. 2, FIG. 2 1s a simplified block diagram
illustrating example details of a logical view of an embodi-
ment of commumnication system 10. The control plane in SAN
12 may be divided into a network control plane 30, and
decentralized control planes, including switch control plane
32 and line card control plane 34. Network control plane 30
may access centralized network-wide SAN applications 36.
Switch control plane 32 and line card control plane 34 may
access switch-level SAN applications 38. Network control
plane 30, switch control plane 32, and line card control plane
34 may provide respective applications to a data plane 40.

Central controller 16 may operate 1n network control plane
30, and can include a processor 42, and a memory element 33.
Central controller 16 may be configured with various suitable
control plane protocols 46, API module 48, and an upgrade
module 50. API module 48 may {facilitate interfacing with
data plane 40 based upon particular needs. Upgrade module
50 may provide for updating central controller 16 as desired.
Switch control plane 32 may be implemented 1n the distrib-
uted switch of SAN 12 and can include processors 52,
memory element 54, a platform management module 56, and
various suitable control plane protocols 58. In embodiments
that do not 1include a distributed switch, switch control plane
32 may be implemented 1n the different switches within SAN
12. Line card level control plane 34 can be implemented 1n
cach line card within SAN 12, and can include processors 60,
memory elements 62, and suitable control plane protocols 64.
As used herein, the term “switch” refers to a network element
that can receive packets at various ports, examine the packet
headers to determine a source and a destination of the respec-
tive packets, and forward the packets to their corresponding
destinations. The term “line card” refers to a component
within the switch that 1s configured to receive packets and
forward them to appropnate ports in the switch.

Centralized network-wide SAN applications 36 can
include, as examples and not as limitations, name server 66,
zone server 68, principal switch selection 70, link state rout-
ing information 72, domain manager 74, device alias 76,
WWN-VSAN mapping 78, VLAN-VSAN mapping 80, and
other centralized SAN applications 82. Switch-level SAN
applications 38 can include, as examples and not as limita-
tions, platform management 83, ACL 84, RIB 86, FSPF Hello
88, OSPF Hello 90, LLDP 92, FIP 94, FLOGI 96, and other
switch-level SAN applications 98. In various embodiments,
plattorm management 83 can include services provided to the
respective switches in which the application 1s configured.
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The services 1n platform management 83 can include man-
agement of chassis, fans, power supplies, etc.

Domain manager 74 may assign domains to substantially
all switches (including any distributed switch) 1n SAN 12
through central controller 16, negating use of protocols for
Principal Switch Selection and Domain Assignment. Central
controller 16 can compute substantially all link-state 1nfor-
mation and push routes into a distributed RIB (e.g., RIB 86).
Central controller 16 may maintain a network-wide topology.
With centralized name server 66, name server synchroniza-
tion across switches may not beneeded. As any specific server
or storage device logs 1n to the fabric (e.g., performs a port
login (PLOGI)), name server attributes are updated centrally
in name server 66. Likewise, zone server 68 may be central-
1zed. As each server or storage device logs 1n, zone server 68
may be notified by the FLOGI process and zone server 68
may push hardware programming into specific switches as
configured.

Device alias 76 can store user-friendly names of servers
and storage devices in SAN 12 and may be also be used to
zone the servers and storage devices. Centrally stored device
alias 76 can eliminate any need for multiple synchronized
copies throughout SAN 12. WWN-VSAN mapping 78 can
facilitate dynamic port-VSAN assignment from a central
location, rather than from multiple duplicate copies located at
various switches in SAN 12. In many embodiments, as a
server or storage device logs into SAN 12, a FLOGI process
may query the VSAN configurations stored centrally. In case
of FCoE SANs, VLAN-VSAN mapping 80 may be utilized.
In many embodiments, VSAN and VLAN management can
be centralized, which potentially simplifies the configuration
from an operational standpoint, and facilitates Domain 1D
assignment to servers and storage devices.

One or more SAN line cards 100 may perform packet
forwarding in data plane 40. In various embodiments, SAN
line cards 100 may commumnicate with network control plane
30, switch control plane 32 and line card control plane 34
using MTS messages. Centralized, network-wide applica-
tions and protocols may be accessed through network control
plane 30. Switch-level SAN applications may be accessed
through the decentralized control planes, including switch
control plane 32 and line card control plane 34. In some
embodiments, data plane 40 may not communicate directly
with network control plane 30. Rather, the provision of net-
work-wide SAN applications 36 may be through switch con-
trol plane 32 or line card control plane 34, which may com-
municate with network-wide control plane 30 to facilitate the
provision ol network-wide SAN applications 36.

Turning to FIG. 3, FIG. 3 1s a simplified block diagram
illustrating example details of an embodiment of communi-
cation system 10. A single network control plane 30 may
communicate with a plurality of switch control plane(s) 32,
cach of which may communicate with a plurality of SAN line
card(s) 100. Centralized network-wide SAN applications 36
may be configured at network control plane 30. In the
example embodiment 1llustrated 1n the figure, substantially
all switch-level SAN applications 38 may be configured at
switch control plane(s) 32.

Turning to FIG. 4, FIG. 4 1s a simplified block diagram
illustrating example details of an embodiment of communi-
cation system 10. A single network control plane 30 may
communicate with a plurality of switch control plane(s) 32,
cach of which may communicate with a plurality of SAN line
card(s) 100. Some or each of SAN line cards 100 may be
configured with SAN line card control plane 34. Centralized
network-wide SAN applications 36 may be configured at
network control plane 30. In the example embodiment 1llus-
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trated 1n the figure, some switch-level SAN applications 38
(e.g., ACL 84, RIB 86, platform management 83) may be
configured at switch control plane(s) 32, and some other
switch-level SAN applications 38 (e.g., LLDP 92, FIP 94,
FLOGI 96 and FSPF Hello 88, etc.) may be configured at line
card control plane 34.

Turming to FIG. 5, FIG. 5 1s a simplified block diagram
illustrating example configurations of domains 1n SAN 12.
According to an example embodiment, domains 110 and 112
may be configured at a switch-level. Multiple switches may
share the same domain; each switch may belong to at most
one domain; and each line card 100 may belong to a single
domain. Domain manager 74 configured in network control
plane 30 can assign a unique domain ID per switch. Each
server or storage device logging into the switch may be
assigned an address including the domain ID of the switch.
Although only two domains are illustrated 1n the figure, 1t can
be understood that any number of domains may be configured
at the switch level within the broad scope of the embodiments.

Turming to FIG. 6, FIG. 6 1s a simplified block diagram
illustrating example configurations of domains in SAN 12.
According to an example embodiment, domains 114-118
may be configured at a line card-level. Multiple switches may
share the same domain; each switch can belong to multiple
domains; and each line card may belong to a single domain.
Domain manager 74 configured 1n network control plane 30
can assign a unique domain ID per line card. Each server or
storage device logging 1nto the line card may be assigned an
address including the domain ID of the line card. Although
only three domains are illustrated in the figure, it can be
understood that any number of domains may be configured at
the switch level within the broad scope of the embodiments.

Note that a single domain can 1include over 65,000 servers
and storage devices. If a switch supports 480 ports (e.g., 10
line cards of 48 ports each), up to 135 switches may be
managed as part of a single domain, reducing a total number
of domain-IDs by a factor of 135. Flexible domain assign-
ments can also be used to separate FCoE and FC devices mnto
separate domains; to separate tenants of a virtualized SAN
network into separate domains; or to separate applications
according to different domain-IDs.

Turning to FIG. 7, FIG. 7 1s a simplified block diagram
illustrating an example domain ID assignment according to
an embodiment of communication system 10. For route opti-
mization purposes, each switch or line card can be assigned a
contiguous set of domain-IDs. For example, a switch may be
assigned a domain-ID range indicated as 10.240.0/13, facili-
tating up to 512 (2°) servers or storage devices to be con-
nected to the switch. In the example illustrated 1n the figure,
line cards 100 at domain 114 may be given a domain-I1D range
of 10.240.0/18 allowing 64 (2°) servers or storage devices to
login 1nto the line card.

A forwarding information base (FIB) table on line card 100
may be configured with a specific route. According to various
embodiments, an entry in the FIB table corresponding to the
route may include a first 15 bits representing a “network part”™
of an Fibre Channel 1D (FC-ID) of the end point (e.g., server
or storage device) of the route, and a last 9 bits representing a
“host” part, which can identify a specific server or storage
device that 1s the end point of the route. The address masking
scheme can permit flexible address assignments, and allow
for larger SANs with a fewer number of domains.

When SAN 12 1s virtualized for different tenants, specific
address masks may be assigned to respective tenants. Routes
to a particular tenant’s specific addresses may be installed on
line cards that participate 1n the corresponding tenant’s trai-
fic. No other line card may be configured with any of the
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tenant specific routes, whereby, each line card can reduce the
number of routes 1nstalled in the FIB table.

Domain ID masking in a multi-tenant environment can
help reduce FIB entries, because different tenants need not
see each other’s devices and routes. Masking can increase >
address space utilization, for example, because more servers
and storage devices may be configured 1n a single domain.
The masking technique can be extended to VSANSs also
within the broad scope of the embodiments. The combination
of domain-ID masking and VSANSs can increase a total num-
ber ol possible network segments 1n SAN 12 without substan-
tially increasing the FIB tables (or entries thereot).

Turning to FIG. 8, FIG. 8 1s a simplified block diagram
illustrating example domain configurations according to an
embodiment of communication system 10. In particular
embodiments, a domain can span across multiple physical
switches thereby conserving Domain IDs. For example,
switches 120-128 may be included in SAN 12. Switches
120-126 may be included 1n domain 130 (ID-20) and switches ¢
122, 124 and 128 may be included in another domain 132

(D-10). Reduction of Domain IDs can simplily management
of SAN, for example, because the management complexity
generally increases with increase i Domain IDs. With a
Domain ID spanning multiple switches, a logical switch can 25
connect over 65,000 hosts per logical switch.

Also, as a server or storage device 1s moved from one

location (e.g., connected to a specific physical switch A) to
another location (e.g., connection another specific physical
switch B), the FC-IDs can be preserved, thereby avoiding
reconfiguring of zoning and other security information. Thus,
servers and storage devices can be moved without reconfig-
uring the network. The moving server or storage device canbe
identified by a port world-wide name PWWN 1n some
embodiments. In other embodiments, for example, FCoE
SANs, moving server, or storage device can be 1dentified by a

Converged Network Adapter (CNA) MAC address and
assigned the FC-ID.

Turning to FIG. 9, FIG. 9 represents a specific application 4
of a centralized control plane according to an embodiment of
communication system 10. Central controller 16 can provide

global “flow” path visualization. For example, tlow statistics
monitored at central controller 16 may interface end-to-end
flows (and not merely counters). Flow visualization can pro- 45
vide improved network optimization tools, for example, to
locate VMs for optimized flows for a specific flow pattern.
Moreover, central controller 16 can be configured with dis-
tinct service level agreements (SLLAs) for different tenants,
with corresponding flow controls and other network param- 50
cters suitably configured for the respective tenants.

Central controller 16 can optimize network bandwidth, for
example, so that elephant tlows that consume a relatively
higher bandwidth are confined to smaller scale networks, and
mouse tlow that consume a relatively smaller bandwidth are 55
implemented on a larger scale network. In an example,
assume an application 170 on server 172 sends a large amount
of packets to a remote target application 174 on server 176.
Application 170 may also send a smaller amount of packets to
a nearby target application 178 on server 180. A larger 60
amount ol bandwidth may be consumed by the traflic flow
between application 170 and 174 compared to the traflic flow
between application 170 and 178. To conserve bandwidth,
central controller 16 may cause application 174 to be moved
from server 176 to server 182 and application 178 to be 65
moved from server 180 to server 176. Consequently, the
larger haul network between server 172 and 176 may see a
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smaller tlow (e.g., mouse flow) and the smaller haul network
between server 172 and 182 may see a larger flow (e.g.,
clephant tlow).

Turning to FIG. 10, FIG. 10 1s a simplified tlow diagram
illustrating example operations 190 according to an embodi-
ment of communication system 10. At 192, the control plane
in SAN 12 may be divided into centralized network control
plane 30 and decentralized control planes (e.g., switch control
plane 32 and line card control plane 34). At 194, network-
wide SAN applications 36 may be configured in network
control plane 30. At 196, network control plane 30 may be
implemented on central controller 16 according to SDN
architecture. At 198, switch-level SAN applications 38 may
be configured on the decentralized control planes. At 200, the
decentralized control planes may be implemented on
switches and line cards in SAN 12.

Turming to FIG. 11, FIG. 11 1s a simplified flow diagram
illustrating example operations 210 that may be associated
with an embodiment of communication system 10. At 212,
domains may be configured 1n SAN 12 to span multiple
switches. At 214, VSANs may be configured 1n each domain
to span multiple switches (if needed). At 216, respective
domain IDs may be assigned to the domains, and respective
VSAN IDs may be assigned to the VSANs. At 218, zones may
be configured 1 each VSAN to span multiple switches (if
needed). At 220, a unique FC-ID may be assigned to an end
device (e.g., application, server, or storage device) in SAN 12
during login.

Note that 1n this Specification, references to various fea-
tures (e.g., elements, structures, modules, components, steps,
operations, characteristics, etc.) included 1n “one embodi-
ment”, “example embodiment”, “an embodlment another
embodiment”, “‘some embodlments “various embodi-
ments”’, “other embodiments”, altemative embodiment”,
and the like are intended to mean that any such features are
included 1n one or more embodiments of the present disclo-
sure, but may or may not necessarily be combined 1n the same
embodiments. Note also that an ‘application’ as used herein
this Specification, can be inclusive of an executable file com-
prising instructions that can be understood and processed on
a computer, and may further include library modules loaded
during execution, object files, system files, hardware logic,
soltware logic, or any other executable modules.

In example implementations, at least some portions of the
activities outlined herein may be implemented 1n software 1n,
for example, central controller 16. In some embodiments, one
or more of these features may be implemented in hardware,
provided external to these elements, or consolidated 1n any
appropriate manner to achieve the intended functionality. The
various network elements may include software (or recipro-
cating software) that can coordinate 1n order to achieve the
operations as outlined herein. In still other embodiments,
these elements may include any suitable algorithms, hard-
ware, soltware, components, modules, interfaces, or objects
that facilitate the operations thereof.

Furthermore, central controller 16 described and shown
herein (and/or their associated structures) may also include
suitable 1nterfaces for receiving, transmitting, and/or other-
wise communicating data or information in a network envi-
ronment. Additionally, some of the processors and memory
clements associated with the various nodes may be removed,
or otherwise consolidated such that a single processor and a
single memory element are responsible for certain activities.
In a general sense, the arrangements depicted 1n the FIG-
URES may be more logical 1in their representations, whereas
a physical architecture may include various permutations,
combinations, and/or hybrids of these elements. It 1s impera-
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tive to note that countless possible design configurations can
be used to achieve the operational objectives outlined here.
Accordingly, the associated infrastructure has a myriad of
substitute arrangements, design choices, device possibilities,
hardware configurations, software implementations, equip-
ment options, efc.

In some of example embodiments, one or more memory
clements (e.g., memory elements 44, 54, 62) can store data
used for the operations described herein. This includes the
memory element being able to store instructions (e.g., soft-
ware, logic, code, etc.) in non-transitory computer readable
media, such that the instructions are executed to carry out the
activities described in this Specification. A processor can
execute any type ol instructions associated with the data to
achieve the operations detailed herein 1n this Specification. In
one example, processors (e.g., processors 42, 52, 60) could
transform an element or an article (e.g., data) from one state
or thing to another state or thing.

In another example, the activities outlined herein may be
implemented with fixed logic or programmable logic (e.g.,
soltware/computer mstructions executed by a processor) and
the elements 1dentified herein could be some type of a pro-
grammable processor, programmable digital logic (e.g., a
field programmable gate array (FPGA), an erasable program-
mable read only memory (EPROM), an electrically erasable
programmable read only memory (EEPROM)), an ASIC that
includes digital logic, software, code, electronic 1nstructions,
flash memory, optical disks, CD-ROMs, DVD ROMSs, mag-
netic or optical cards, other types of machine-readable medi-
ums suitable for storing electronic instructions, or any suit-
able combination thereof.

These devices may further keep information in any suitable
type ol non-transitory computer readable storage medium
(e.g., random access memory (RAM), read only memory
(ROM), field programmable gate array (FPGA), erasable pro-
grammable read only memory (EPROM), electrically eras-
able programmable ROM (EEPROM), etc.), software, hard-
ware, or in any other suitable component, device, element, or
object where appropriate and based on particular needs. The
information being tracked, sent, received, or stored 1n com-
munication system 10 could be provided in any database,
register, table, cache, queue, control list, or storage structure,
based on particular needs and implementations, all of which
could be referenced 1n any suitable timeframe. Any of the
memory 1tems discussed herein should be construed as being
encompassed within the broad term ‘memory element.” Simi-
larly, any of the potential processing elements, modules, and
machines described 1n this Specification should be construed
as being encompassed within the broad term ‘processor.’

It 1s also important to note that the operations and steps
described with reference to the preceding FIGURES 1llustrate
only some of the possible scenarios that may be executed by,
or within, the system. Some of these operations may be
deleted or removed where appropriate, or these steps may be
modified or changed considerably without departing from the
scope of the discussed concepts. In addition, the timing of
these operations may be altered considerably and still achieve
the results taught 1n this disclosure. The preceding opera-
tional flows have been ofl

ered for purposes of example and
discussion. Substantial flexibility 1s provided by the system 1n
that any suitable arrangements, chronologies, configurations,
and timing mechanisms may be provided without departing
from the teachings of the discussed concepts.

Although the present disclosure has been described 1n
detail with reference to particular arrangements and configu-
rations, these example configurations and arrangements may
be changed significantly without departing from the scope of

10

15

20

25

30

35

40

45

50

55

60

65

16

the present disclosure. For example, although the present
disclosure has been described with reference to particular
communication exchanges ivolving certain network access
and protocols, communication system 10 may be applicable
to other exchanges or routing protocols. Moreover, although
communication system 10 has been illustrated with reference
to particular elements and operations that facilitate the com-
munication process, these elements, and operations may be
replaced by any suitable architecture or process that achieves
the intended functionality of commumnication system 10.
Numerous other changes, substitutions, variations, alter-
ations, and modifications may be ascertained to one skilled 1n
the art and 1t 1s intended that the present disclosure encompass
all such changes, substitutions, variations, alterations, and
modifications as falling within the scope of the appended
claims. In order to assist the United States Patent and Trade-
mark Office (USPTO) and, additionally, any readers of any
patent 1ssued on this application 1n interpreting the claims
appended hereto, Applicant wishes to note that the Applicant:
(a) does not intend any of the appended claims to invoke
paragraph six (6) of 35 U.S.C. section 112 as 1t exists on the
date of the filing hereof unless the words “means for” or “step
for” are specifically used in the particular claims; and (b) does
not intend, by any statement in the specification, to limit this
disclosure 1n any way that 1s not otherwise retlected 1n the
appended claims.
What 1s claimed 1s:
1. A method, comprising:
dividing a control plane of a storage area network (SAN)
into a centralized network control plane and a plurality
of decentralized control planes, wherein the control
plane comprises a logical division of network architec-
ture that carries signaling and management traffic
instead of data traific, wherein a plurality of switch level
SAN applications are accessed through the decentral-
1zed control planes, the switch level SAN applications
basing network connectivity computations at a link-
level that changes from point to point within the SAN;

configuring at least one network-wide SAN application 1n
the centralized network control plane, wherein the net-
work-wide SAN application bases network connectivity
computations at a network level that remains the same
from point to point across the SAN; and

configuring at least one switch-level SAN application 1n

the decentralized control planes.

2. The method of claim 1, wherein the centralized network
control plane 1s implemented on a central controller accord-
ing to software defined networking (SDN) architecture.

3. The method of claim 1, wherein the at least one network-
wide SAN application includes a selection from a group
consisting ol: name server, zone server, world wide name
(WWN)-virtual SAN (VSAN) mapping, device aliases, link-
state routing information, principal switch selection, domain
manager, and virtual local area network (VLAN)-VSAN
mapping.

4. The method of claim 1, wherein the decentralized con-
trol planes include switch control planes, wherein the at least
one switch-level SAN application includes a selection from a
group consisting of: Link Layer Discovery Protocol (LLDP),
Cisco Discovery Protocol (CDP), Fabric Channel over Eth-
ermnet Initialization Protocol (FIP), Fabric login (FLOGI),
Access Control Lists (ACLs), platform management, routing,
information base (RIB), and Fabric Shortest Path First
(FSPF) Hello.

5. The method of claim 1, wherein the decentralized con-
trol planes include switch control planes and line card control
planes, wherein the at least one switch-level SAN application
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configured at the switch control planes includes a selection
from a group consisting of: ACLs, RIB and platform manage-
ment, wherein the at least one switch-level SAN application

configured at the line card control planes includes a selection
from a group consisting of: LLDP, CDP, FIP, FLOGI, and

FSPF Hello.

6. The method of claam 1, wherein the SAN 1ncludes a
plurality of domains, wherein each domain spans a plurality
of switches, wherein each switch belongs to at most one

domain, and wherein a domain 1dentifier (ID) 1s assigned to
cach switch.

7. The method of claim 1, wherein the SAN includes a

plurality of domains, wherein each domain spans a plurality
of switches, wherein each switch belongs to more than one

domain, wherein the SAN 1ncludes a plurality of line cards,
wherein a domain ID 1s assigned to each line card.

8. The method of claim 7, wherein a contiguous set of
domain IDs are assigned to line cards 1n a single domain.

9. One or more non-transitory tangible media that includes
instructions for execution, which when executed by a proces-
sor, 1s operable to perform operations comprising:

dividing a control plane of a SAN 1nto a centralized net-

work control plane and a plurality of decentralized con-
trol planes, wherein the control plane comprises a logi-
cal division of network architecture that carries
signaling and management traffic instead of data traffic,
wherein a plurality of switch level SAN applications are
accessed through the decentralized control planes, the
switch level SAN applications basing network connec-
tivity computations at a link-level that changes from
point to point within the SAN;

configuring at least one network-wide SAN application in

the centralized network control plane, wherein the net-
work-wide SAN application bases network connectivity
computations at a network level that remains the same
from point to point across the SAN; and

configuring at least one switch-level SAN application in

the decentralized control planes.

10. The media of claim 9, wherein the at least one network-
wide SAN application includes a selection from a group
consisting of: name server, zone server, W WN-VSAN map-
ping, device aliases, link-state routing information, principal
switch selection, domain manager, and VLAN-VSAN map-
ping.

11. The media of claim 9, wherein the decentralized control
planes include switch control planes, wherein the at least one
switch-level SAN application includes a selection from a
group consisting of: LLDP, CDP, FIP, FLOGI, ACLs, plat-
form management, RIB, and FSPF Hello.

12. The media of claim 9, wherein the decentralized control
planes include switch control planes and line card control
planes, wherein the at least one switch-level SAN application
configured at the switch control planes includes a selection
from a group consisting of: ACLs, RIB and platform manage-
ment, wherein at least one the switch-level SAN application

configured at the line card control planes includes a selection
from a group consisting of: LLDP, CDP, FIP, FLOGI, and

FSPF Hello.
13. The media of claim 9, wherein the SAN includes a

plurality of domains, wherein each domain spans a plurality
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of switches, wherein each switch belongs to at most one
domain, and wherein a domain 1dentifier (ID) 1s assigned to

cach switch.
14. The media of claim 9, wherein the SAN includes a
plurality of domains, wherein each domain spans a plurality

ol switches, wherein each switch belongs to more than one
domain, wherein the SAN 1ncludes a plurality of line cards,
wherein a domain ID 1s assigned to each line card.

15. An apparatus, comprising;:

a memory element for storing data; and

a processor that executes mstructions associated with the

data, wherein the processor and the memory element

cooperate such that the apparatus 1s configured for:

dividing a control plane of a SAN 1nto a centralized
network control plane and a plurality of decentralized
control planes, wherein the control plane comprises a
logical division of network architecture that carries
signaling and management traific instead of data trat-
fic, wherein a plurality of switch level SAN applica-
tions are accessed through the decentralized control
planes, the switch level SAN applications basing net-
work connectivity computations at a link-level that

changes from point to point within the SAN;

configuring at least one network-wide SAN application
in the centralized network control plane, wherein the
network-wide SAN application bases network con-
nectivity computations at a network level that remains
the same from point to point across the SAN; and

configuring at least one switch-level SAN application 1n
the decentralized control planes.

16. The apparatus of claim 135, wherein the at least one
network-wide SAN application includes a selection from a
group consisting of: name server, zone server, W WN-VSAN
mapping, device aliases, link-state routing information, prin-
cipal switch selection, domain manager, and VLAN-VSAN
mapping.

17. The apparatus of claim 15, wherein the decentralized
control planes include switch control planes, wherein the at
least one switch-level SAN application include a selection
from a group consisting of: LLDP, CDP, FIP, FLOGI, ACLs,
plattorm management, RIB, and FSPF Hello.

18. The apparatus of claim 15, wherein the decentralized
control planes include switch control planes and line card
control planes, wherein the at least one switch-level SAN
application configured at the switch control planes includes a
selection from a group consisting of: ACLs, RIB and platform
management, wherein the at least one switch-level SAN
application configured at the line card control planes includes
a selection from a group consisting of: LLDP, CDP, FIP,
FLOGI, and FSPF Hello.

19. The apparatus of claim 15, wherein the SAN includes a
plurality of domains, wherein each domain spans a plurality
of switches, wherein each switch belongs to at most one
domain, and wherein a domain 1dentifier (ID) 1s assigned to
cach switch.

20. The apparatus of claim 15, wherein the SAN includes a
plurality of domains, wherein each domain spans a plurality
of switches, wherein each switch belongs to more than one
domain, wherein the SAN includes a plurality of line cards,
wherein a domain ID 1s assigned to each line card.
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