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FLEXIBLE REMOTE DATA MIRRORING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 12/544,979, filed Aug. 20, 2009 (U.S. Pat. No.
8,856,202), which 1s a continuation of prior U.S. patent appli-
cation Ser. No. 10/926,539, filed Aug. 235, 2004, which 1s a
continuation of U.S. patent application Ser. No. 09/438,184,
filed Nov. 11, 1999, which are hereby incorporated by refer-
ence 1n their entireties.

FIELD OF THE INVENTION

The present invention relates to the remote mirroring of
digital data from a server or other computer in order to pro-

vide better fault tolerance and/or disaster recovery, and relates
more particularly to tools and techniques for increasing the
flexibility of remote data mirroring by permitting its use in a
wider variety of network configurations than those previously
used.

TECHNICAL BACKGROUND OF TH
INVENTION

(Ll

U.S. Pat. No. 5,537,533 describes tools and techniques for
remote mirroring ol digital data from a primary network
server 1o a remote network server. A system according to that
patent includes a primary data transier unit with a primary
server mterface and a primary link interface, and a remote
data transfer unit with a remote link interface and a remote
server mterface. The primary link interface includes a spoot
packet generator capable of generating a pre-acknowledge-
ment for the primary network server. That 1s, the system has
a “smart buifer” which gives the primary server a pre-ac-
knowledgement or “spoof” after mirrored data has been
stored on a nonvolatile butler 1n the primary link interface and
before an acknowledgement arrives indicating that the muir-
rored data has been stored by the remote server.

MiralLink Corporation of Salt Lake City, Utah 1s the owner
of U.S. Pat. No. 5,537,533, MiralLink has made commercially
available for more than one year before the date of the present
application an Off-SiteServer product (OFF-SITESERVER
1s a mark of MiralLink). The Off-SiteServer product includes
technology to remotely mirror the disks of a Novell NetWare
server to another server at a geographically remote location
through a low bandwidth telecommunications link (NET-
WARE 1s a mark of Novell, Inc.).

Remote mirroring of data from a primary network server to
a remote replacement network server using data mirroring 1s
a powerful and efficient method to back up data. Remote
mirroring creates a copy of data at a safe distance from the
original data and does so substantially concurrently with the
storage of the original data. The remotely stored data can be
available almost immediately after a disaster 11 1t was copied
to a “warm’ remote network server, that 1s, a remote server
which can be up and running as the new primary server within
minutes of the actual or simulated disaster.

In a typical installation, use of the Off-SiteServer product
involves a pair of Off-SiteServer boxes; one 1s a local box and
the other 1s a remote box. The Off-SiteServer boxes are con-
figured with specialized hardware and with firmware and/or
other software, generally as described in U.S. Pat. No. 5,337,
533. A proprietary serial line connects the local NetWare
server to one of these boxes. The NetWare server itself uses a

Vinca card (VINCA 1s a mark of Vinca Corporation). This
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card 1s driven by a NetWare Loadable Module (“NLM™) that
intercepts disk-driver requests, and sends data down the serial
line to the local Off-SiteServer box.

The local Off-SiteServer box has a 4 Gigabyte nonvolatile
butfer, such as an IDE disk drive. Data 1s pre-acknowledged
into this Off-SiteServer butler. As far as the operating system
of the local server 1s concerned a second “mirrored” write has
occurred locally. In reality, the Off-SiteServer product has
received this data from the NLM and stored 1t on the local
butifer. The local Off-SiteServer box stores sector and track
(or block level) data changes until it can safely send them to
the remote Off-SiteServer box at the remote location. The
butler 1n the local Off-SiteServer box 1s also “smart” 1n that 1t
stores any data above what the telecommunications link can
handle locally. This data 1s stored 1n the local Off-SiteServer
box until the remote Off-SiteServer box has successiully
written to the remote secondary server and sent back an
acknowledgement to the local (primary) Off-SiteServer box.
When this acknowledgement 1s recerved the local Off-Site-
Server box Irees the space 1n the local nonvolatile buifer that
1s occupied by the successtully transmitted piece of sector/
track/block data.

The Off-SiteServer product uses a V.35 iterface for data
output at the local (primary) site. V.35 1s a serial telecommu-
nications standard that connects to a Channel Service Unit/
Data Service Umt (“CSU/DSU”), which 1n turn interfaces
with the telecommunications link. The remote (secondary)
location has a second CSU/DSU that relays the sector/track/
block information to the V.35 imput interface of the remote
secondary Off-SiteServer box. The secondary Off-SiteServer
box outputs this sector/track/block data through the propri-
ctary serial connection using a serial cable connected to
another Vinca card in the secondary (remote) server. The
remote server’s data mirroring and system soitware then
writes this sector/track/block information to the remote serv-
er’s disk drive and the write 1s acknowledged back to the local
Oftf-SiteServer box. This system 1s capable of handling about
300 megabytes of change data in an hour.

The Off-SiteServer product 1S 111telhgent enough to sense 1
there 1s a decrease or increase in bandwidth and/or if the
telecommunications link has gone down. During link down-
time periods, the Off-SiteServer box can store data changes
from the server in the local nonvolatile smart butfer. When the
link 1s active again, the Off-SiteServer product starts trans-
mitting automatically. The Off-SiteServer product can
change 1ts bandwidth output on the fly as bandwidth becomes
more or less available. All of the transmissions described
above also 1ncorporate standard software checksum error
detection and correction, and/or hardware error correcting
code (“ECC”) error handling.

In case of a disk or server failure on the local (primary)
NetWare server, a secondary (remote) server attached to a
remote (secondary) Off-SiteServer box in the manner just
described has a complete mirrored disk copy of all the data on
the local (primary) server. This remote backup copy can be
restored back to the local (primary) server. This secondary
remote server can also stand 1n for the local primary server in
the event of disaster. Such a secondary restoration and/or
stand-in can be executed relatively quickly with a simple set
of command lines.

In short, the Off-SiteServer product and other remote data
mirroring technologies provide valuable fault-tolerance and
disaster recovery capabilities, both to mission-critical data
and 1n other contexts. Nonetheless, these existing approaches
have unnecessarily limited flexibility.

For instance, the Off

-SiteServer product requires a specific
version of hardware and software from Vinca Corporation.
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This required version of the Vinca product does not support
any operating system/file system platform other than the Nov-

cll NetWare platform. The hardware component of the nec-
essary Vinca package also does not work with newer, faster
servers and larger disk volumes.

The original Off-SiteServer product was also designed to
connect one local server to one remote server. Only a single
server can mirror to a remote server at a given time. Multiple
servers at different locations cannot readily mirror to a single
remote site. Likewise, 11 an enterprise has multiple local serv-
ers running different operating systems and/or file systems,
cach server running a separate platform must be mirrored to a
matching remote server.

As explained 1n greater detail in discussing the present
invention, there are other tlexibility limitations as well. For
instance, the original Off-SiteServer product requires an
NLM on the local server, and 1t was designed to use private
dedicated telecommunications links. Conventional mirroring
also requires a remote server 1n order to keep mirrored infor-
mation 1n a bootable format at the remote location.

Thus, 1t would be an advancement 1n the art to provide
more flexible tools and techniques for remote data mirroring,
in order to take advantage of both existing and new technolo-
g1es.

Such improved tools and techniques are disclosed and
claimed herein.

BRIEF SUMMARY OF THE INVENTION

The present 1nvention provides tools and techniques for
flexibly mirroring data. For instance, the imnvention permits
the use of various combinations of one or more external
storage units and/or RAID umts to hold mirrored data. In
addition, the invention provides many-to-one data mirroring,
including mirroring from local servers running the same or
different operating systems and/or file systems at two or more
geographically dispersed locations. The mvention also pro-
vides one-to-many data mirroring, mirroring with or without
a dedicated private telecommunications link, and mirroring
with or without a server at the destination(s) to assist the
remote mirroring unit(s). Spoofing, SCSI and other bus emu-
lations, and other tools and techniques are used 1n various
embodiments of the invention.

Unlike some conventional mirroring approaches, the
invention does not require a secondary server at the remote
location 1n order to mirror data. A remote server may be used
to test the integrity of mirrored data, or to replace a local
server which becomes unavailable, but the remote server is
not needed to maintain a complete copy of mirrored informa-
tion in a bootable format at the remote location.

A flexible local mirroring unit mirrors a local disk volume
to a remote location via a journey link, which may be part of
a local area network, part of the Internet, a low bandwidth
telecommunications link, or a high bandwidth dedicated tele-
communications link such as a T1 link. The local mirroring
unit utilizes the bandwidth efficiently using an intelligent
butfer with spoofing, as described 1n U.S. Pat. No. 5,537,533,
for instance.

The local mirroring unit 1s non-1nvasive of the host oper-
ating system. It 1s not necessary to install on the mirrored
local host an NLM or other software designed specifically for
remote data mirroring. In particular, larger host volumes than
betore can be mirrored without degrading performance of the
mirrored host, because the load on the host CPU 1s not sub-
stantially increased by mirroring according to the present
invention. Putting the necessary processing in the local mir-
roring unit instead of in the host server also increases reliabil-
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ity and flexibility by making 1t possible to reconfigure or even
reboot the local mirroring unit without interfering with host

server processing.

To the local host server whose data 1s being remotely mir-
rored, the local mirroring umt appears to be simply some
familiar type of disk subsystem. Accordingly, standard mir-
roring tools and techniques can be used within the local server
to direct a copy of the data to the local mirroring unit, for
subsequent forwarding (unbeknownst to the local server) to a
remote mirroring unit that may be tens or hundreds of miles
away. Other features and advantages of the present invention
will become more fully apparent through the following
description.

BRIEF DESCRIPTION OF THE DRAWINGS

To 1llustrate the manner 1n which the advantages and fea-
tures of the invention are obtained, a more particular descrip-
tion ol the invention will be given with reference to the
attached drawings. These drawings only illustrate selected
aspects of the imnvention and thus do not limit the imnvention’s
scope. In the drawings:

FIG. 1 1s a diagram 1llustrating prior art mirroring in a
network of computers which could also be adapted for use
with the present invention.

FIG. 2 1s a diagram 1llustrating a computer system accord-
ing to the imvention, without a remote server, but including a
remote mirroring unit having a large buifer.

FIG. 3 1s a diagram 1llustrating a computer system accord-
ing to the mvention, including a remote server with a hot-
swappable RAID unit and a remote mirroring unit having a
relatively small buffer.

FIG. 4 1s a diagram 1llustrating a computer system accord-
ing to the mvention, without a remote server, but including a
remote mirroring unit having a relatively small buifer and a
hot-swappable RAID unit.

FIG. 5 1s a diagram illustrating a computer system for
many-to-one mirroring according to the imvention, without a
remote server, but including several local servers running a
given platform with respective local mirroring units and a
single remote mirroring unit having a relatively small buffer
and several hot-swappable RAID uniats.

FIG. 6 1s a diagram 1llustrating another many-to-one com-
puter system according to the invention, without a remote
server, but mcluding several local servers running a given
platform with respective local mirroring units and a single
remote mirroring unit having a relatively small buffer and
several individual external storage volumes.

FIG. 7 1s a diagram 1illustrating another many-to-one com-
puter system according to the invention, without a remote
server, but icluding several local servers running a given
plattorm with respective local mirroring units and a single
remote mirroring unit having a relatively small butfer, an
external storage volume having several partitions, and a hot-
swappable RAID unit likewise having several partitions.

FIG. 8 1s a diagram 1llustrating another many-to-one com-
puter system according to the invention, without a remote
server, but including several local servers running different
platforms with respective local mirroring units and a single
remote mirroring unit having a relatively small buffer and
several hot-swappable RAID units.

FI1G. 9 1s a diagram illustrating another many-to-one com-
puter system according to the invention, without a remote
server, but including several local servers running different
platforms with respective local mirroring units and a single
remote mirroring unit having a relatively small buffer and
several external storage volumes.
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FI1G. 101s a diagram illustrating another many-to-one com-
puter system according to the invention, without a remote

server, but including several local servers running different
platforms with respective local mirroring units and a single
remote mirroring unit having a relatively small buifer, an
external storage volume having several partitions, and a hot-
swappable RAID unit likewise having several partitions.

FIG. 11 1s a diagram 1illustrating a one-to-many mirroring,
computer system according to the invention, 1n which a local
server 1s connected to several local mirroring units for data
mirroring to several remote locations.

FI1G. 12 1s a diagram 1llustrating an alternative one-to-many
mirroring computer system according to the invention, in
which a local server 1s connected to one multi-ported local
mirroring unit for data mirroring to several remote locations.

FI1G. 13 1s a flowchart illustrating methods of the present
invention.

FI1G. 14 1s a diagram 1illustrating a dual host configuration
between a remote mirroring unit, a remote server, and a RAID
unit, which may be used 1n performing a switchover accord-
ing to the mvention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The present invention relates to computer systems, meth-
ods, and configured storage media for tlexible data mirroring.
In particular, the invention provides non-invasive mirroring,
mirroring with or without a dedicated private telecommuni-
cations link, and mirroring with or without a dedicated server
or another server at the destination to assist the remote mir-
roring unit. The invention also provides many-to-one data
mirroring, including mirroring from local servers running the
same or different operating systems and/or file systems at two
or more geographically dispersed locations. In addition, the
invention provides flexibility by permitting the use of various
combinations of one or more external storage units and/or
RAID units to hold mirrored data.

The invention may be embodied 1n methods, systems, and/
or configured storage media. Unless clearly indicated other-
wise, discussions of any one of the embodiment types also
apply to the other embodiment types. For instance, the dis-
cussions of inventive systems will also help one understand
inventive methods for configuring such systems and/or meth-
ods for sending data through such systems to have the data
mirrored.

Computers and Networks Generally

FI1G. 1 1llustrates a network 100 1n which a local server 102
1s mirrored over a conventional route 104 to a remote server
106. The conventional route 104 1s not limited to telecommu-
nication links themselves, but also includes modems, data
transfer units, and other conventional tools and techniques
used to send data on such links and/or to receive data thus
sent. In particular and without limitation, the conventional
route 104 may include the server interfaces, link interfaces,
and D'TUs which are illustrated 1n FIG. 1 of U.S. Pat. No.
5,537,533 and discussed 1n that patent.

In addition, the conventional route 104 may include Small
Computer System Interface (“SCSI”) performance extenders
or standard Storage Access Network (“SAN”) connectors.
Such devices require a very high bandwidth link and minimal
latency. They tend to have distance limitations of perhaps ten
or twenty miles because distance introduces latency. For
instance, 1n a single mode fiber configuration the latency on a
grven SCSI extender might allow a distance of perhaps fifteen
kilometers between the data source and destination. Using a
multi-mode fiber would reduce the distance available to per-
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haps two-thirds of that because of latency. Such connections
have little or no tolerance for delays or interruptions longer
than a few fractions of a second, or at best can only gracefully
handle delays of a few seconds. These same problems apply
to mainirame channel extenders.

Although the network 100 as shown 1s configured for mir-
roring according to conventional tools and techniques, 1t 1s
also one of the many possible networks suitable for adapta-
tion and use according to the present invention. Such adapta-
tion would include various steps, depending on the particular
embodiment of the present invention to be used. For instance,
adaptation could involve disconnecting the remote server 106
if 1t 1s no longer needed, supplementing or replacing the
conventional mirroring route 104 with mirroring units linked
according to the present invention, unloading mirroring
NLMs or other specialty software from the local server 102,
adding more local servers which will also be mirrored, and/or
adding remote storage in the form of external storage volumes
and/or Redundant Array of Independent Disks (“RAID”)
units. At a mimimum, however, the adaptation normally
involves the addition of at least one local mirroring unit and at
least one remote mirroring unit, with the remote mirroring
units capable of being linked to each other for operation
according to the present mvention.

Betore and/or after 1ts adaptation, the network 100 may be
connectable to other networks 108, including LANs or WANSs
or portions of the Internet or an 1ntranet, through a gateway or
similar mechanism, thereby forming a larger network. In the
illustrated network 100 the local server 102 1s connected by
communication links or network signal lines 110 to one or
more network clients 112. Other suitable networks include
multi-server networks and peer-to-peer networks. The
server(s) 102 and client(s) 112 1n a particular network may be
uniprocessor, multiprocessor, or clustered processor
machines. The server(s) 102 and client(s) 112 each include an
addressable storage medium such as random access memory.

Suitable network clients 112 include, without limitation,
personal computers; laptops 114, personal digital assistants,
and other mobile devices; and workstations 116. The signal
lines 110 may include twisted pair, coaxial, or optical fiber
cables, telephone lines, satellites, microwave relays, modu-
lated AC power lines, RF connections, a network link, a
dial-up link, a portable link such as an infrared link, and/or
other data transmission “wires” or communication links
known to those of skill 1n the art. The links 110 may embody
conventional or novel signals, and 1n particular, may embody
a novel series of commands and/or data structures for mirror-
ing data as discussed herein. The remote server 106 may store
mirrored data 1t obtains over the conventional route 104 on an
attached storage means such as an external hard disk and/or
RAID subsystem 118.

Examples of Flexible Mirroring Unit Systems

FIG. 2 1llustrates the present invention 1n systems accord-
ing to the invention. Unlike previously discussed conven-
tional approaches, systems according to this Figure do not
require a remote server. A local server 200 or some other host
200 communicates over a local link 202 with a local mirroring
umt 204. The local mirroring unit 204 communicates over a
journey link 206 with a remote mirroring unit 208. Local
mirroring umts may include a spoof packet generator for
pre-acknowledging data to the local server 200, and a non-
volatile data buifer 210 for holding mirrored data before it has
been stored at the remote location. Remote mirroring units
have a destination nonvolatile storage for mirrored data
received from the local mirroring unit(s) 204 over the journey
link(s) 206. The remote mirroring unit may be physically
separated from a local server 200 by various distances, such
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as under ten miles, at least ten miles, or at least one hundred
miles. These distances are mere examples; because the
present invention can take full advantage of journey links(s)
206, systems according to the invention have no inherent
distance limitations. Individual mirroring units are discussed
in greater detail below, both 1n connection with 1llustrations
of their flexibility 1n example systems shown in FIGS. 2
through 12, and 1n connection with their components and
operation 1n general.

However, 1t may be helptul to note here that some embodi-
ments of local mirroring units 204 include SCSI emulation
software and/or hardware, allowing the local link 202 to be a
SCSI connection through which the local mirroring unit 204
appears to the local server 200 or other host 200 as a SCSIdisk
or other conventional SCSI device. This may be accom-
plished by using within the local mirroring unit 204 a SCSI
host adapter that 1s running 1n target mode nstead of the more
usual initiator mode. Suitable SCSI host adapters having such
a target mode include at least the Adaptec 2940UW adapter,
and the QLogic QLA-1040 adapter. In a similar manner, the
local link 202 can be a fibre channel connection, a Universal
Serial Bus (“USB”) connection, a mainirame channel
extender, a V.35 CSU/DSU connection, a FireWire (IEEE
1394) connection, a memory type (for mstance, the AS/400
mirrors memory, not disk), an IDE bus, a PCMCIA connec-
tion, a serial connection, an Fthernet connection, a Fiber
Distributed Data Interface (“FDDI”) connection, or another
standard bus for connecting a disk and/or a Redundant Array
of Independent Disks (“RAID”’) subsystem to a server. Thus,
conventional mirroring (in the sense of copying to another
local disk) hardware and/or software can be used within the
local server 200, as 1f the mirrored data were simply being
sent to another local disk instead of being sent across the
journey link 206 to a remote location.

Unlike long distance links 1n previously discussed conven-
tional approaches, the journey link 206 need not be a dedi-
cated private telecommunications link. Although such a link
may still be used 1n some embodiments, the mvention also
provides mirroring units 204, 208 which communicate over a
network, or a series of networks such as the Internet, using
Ethernet, FDDI, V.33, or other data link protocols, the Inter-
net Protocol (IP) or other network protocols, and/or the User
Datagram Protocol (UDP), Transmission Control Protocol
(TCP), or other transport protocols, without regard for the
routability or non-routability of such protocols. Accordingly,
the two mirroring units 204, 208 may be separated by many
tens or hundreds of miles 11 so desired.

The journey link 206 can be fed through a conventional link
104 and a spoofing local mirroring unit 204 as the data acqui-
sition point. However, the journey link 206 does not neces-
sarilly 1mpose requirements of high bandwidth and low
latency, which are often imposed by conventional links 104.
Unlike a SAN, for instance, a system using the journey link
206 can send mirrored data from a source to a destination
which 1s an unlimited distance away. The journey link 206 can
also provide shared bandwidth, as 1t typically will when
crossing the Internet or a wide area network. Moreover, the
journey link 206 and/or the mirroring units provide inventive
systems with the advantage of a relatively high tolerance for
interruptions and disconnects.

The 1llustrated remote mlrrormg unit 208 has a large butifer
212. As a result, the remote mirroring unit 208 can builer a
complete volume of the local server 200 or other host 200. In
some embodiments the local mirroring unit 204 also includes
a large buffer. In one embodiment, for instance, the local
server 200 volume and the large butlers (local and remote)
can each hold up to one terabyte of data 1n nonvolatile storage.
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This bullering may be accomplished, for instance, by using
the QLogic QLA-1040 adapter within the local mirroring unit
204 or the remote mirroring unit 208 to control up to one
terabyte of data with no substantial modifications needed.
The complete volume 1mage of the local server 200 can
therefore be stored on the buffer(s) within the mirroring
unit(s).

For added data recovery ability, an optional local mirror
230 may also be created; this 1s generally a “tull” local mirror
in the sense that 1t 1s consistent and available but not neces-
sarily entirely up-to-date. This local mirroring may be accom-
plished 1n various ways. These 1include, without limitation,
using a second local mirroring unmit 204 or a second port of a
multi-ported local mirroring unit 204 to mirror data to a
“remote” disk subsystem that 1s actually geographically close
to the local host 200; forking the data within the local mirror-
ing unit 204 below the disk emulation layer of that unit 204,
thereby creating another copy which 1s sent to a local attached
disk subsystem over a SCSI or similar bus (the first copy 1s
sent over the journey link 206 to a remote mirroring unit); and
using otherwise conventional tools and techniques with the
local mirroring unmit 204 to create and maintain a local mirror
230.

The mirror 230 1includes a copy of the server 200 volume to
permit recovery 1n the event of hardware or software errors.
However, because the local mirror 230 1s local rather than
remote, it does not provide substantial protection against
natural disasters, civil unrest, terrorist attacks, physical van-
dalism, and other geographically localized risks to the server
200. Accordingly, the local mirror 230 does not provide the
same degree of data protection as remote mirroring even 1f the
local mirror 230 includes another mirroring unit 204 or oth-
erwise embodies the present invention. The local mirror 230
1s connected to the mirroring unit 204 by a path 232 which
may include a conventional link such as the path 104, or a
novel link according to the present invention. Although the
local mirror 230 1s not explicitly shown 1n the other Figures,
one or more local mirrors may also be used with the systems
illustrated in the other Figures and with other systems accord-
ing to the mvention.

For instance, one approach uses Nonstop Networks Lim-
ited’s technology or other technology to mirror between two
servers; the local mirroring unit 1s used as the sole (primary)
disk subsystem of the secondary server. Another approach
makes all mirroring internal to the pair of mirroring units by
using the local mirroring unit as the sole disk subsystem for
the host 200; the local mirror 230 becomes the primary disk,
and the remote mirror serves as the sole true mirror. This last
1s a lower assurance configuration, but 1t may also provide
higher performance at a lower cost.

FIG. 3 1llustrates systems 1n which a local server 200 com-
municates over a local link 202 with a local mirroring unit
204. The local mirroring unit 204 communicates over a jour-
ney link 206 with a remote mirroring unit 308. Unlike the
remote mirroring unit 208 which has a large nonvolatile
builfer 212 capable of holding the data from an entire local
server 200 volume, the remote mirroring unit 308 has only a
relatively small nonvolatile bufier 310, such as a buffer 310
holding only a few gigabytes, ¢.g., four gigabytes.

However, systems according to FIG. 3 include a remote
server 300 which has an associated nonvolatile internal or
external storage. To illustrate this, FIG. 3 shows a RAID unait
312 which can be controlled at some point by the remote
server 300. The RAID unit 312 15 “hot-swappable,” meaning,
that a failed drive 1n the RAID unit 312 can be taken out and
replaced while the computer 300 1s runming; the file system
structures and other data on the replacement drive will then be




US 9,270,752 B2

9

built automatically. The RAID unit 312 can be viewed in
some cases as part of the server 300 or connected thereto by
conventional means such as means which include dedicated
mirroring soltware on the server 300, as indicated by the
arrow 1n FI1G. 3 from the RAID unit 312 to the server 300.

Butthe RAID unit 312 may also be connected to the remote
mirroring unit 308 and the server 300 by a dual host connec-
tion 1 a configuration 1400 as discussed later below and
illustrated 1n FIG. 14. The dual host connection allows a
switchover from a first “normal mirroring” state having a
passive remote server 300, a remote RAID unit 312 or other
remote disk subsystem used only for mirroring, and a local
mirror and/or local host 200 disk actively used to service read
requests, to a second “recovery’’ state having an active remote
server 300 which services read requests from the mirrored
data on the remote RAID unit 312 or other remote disk sub-
system.

In the first (normal mirroring) state, the remote mirroring
unit 308 receives data from the local mirroring unit 204 using,
an Fthernet and/or TCP/IP connection 206, for instance. As
noted 1n connection with FIG. 2, the local link 202 can be a
SCSI bus, USB, fibre channel, or similar connection. The
remote mirroring unit 308 transiers the data over a remote
link 302 and remote mirroring unit 308 to the remote server
300 for subsequent storage on the hot-swappable RAID unait
312, or directly from the remote mirroring unit 308 to the
RAID unit 312 1f the dual host connection 1400 1s being used.
The remote link 302 can be a SCSI bus connection, for
instance, so the remote mirroring unit 308 appears to the
remote server 300 to be a SCSI disk, for instance, which 1s to
be mirrored by the remote server 300 to another “disk,” the
RAID unit 312. The remote link 302 can also be a senal,
Ethernet, FDDI, USB, fibre channel, or other nonproprietary
connection.

The local mirroring unit 204 has a nonvolatile butfer which
1s similar or identical (except with respect to specific data
stored 1n 1t) to the small buifer 310 of the remote mirroring
unit. Data from the local server 200 1s pre-acknowledged 1nto
the local mirroring unit 204 buifer. As far as the primary
server 200 1s concerned a second “mirrored” write has
occurred locally. In reality, the local mirroring unit 204 has
received this data and stored 1t on this local butler. The local
mirroring unit 204 stores this sector and track change data (or
similar block level data) until the local mirroring unit 204 can
safely send the data over the journey link 206 to the remote
mirroring unit 308. The smart buifer in the local mirroring
unit 204 stores any data above what the journey link 206 can
handle locally. Such data 1s stored 1n the local mirroring unit
204 until the remote mirroring unit 308 has successiully
written to the remote server 300 and sent back an acknowl-
edgement to the local mirroring unit 204. When this acknowl-
edgement 1s recerved the local mirroring unit 204 eliminates
the successtully transmitted piece of sector/track/block data
from the local nonvolatile buifer. Unlike conventional sys-
tems, neither server 200, 300 necessarily requires an NLM or
other software designed specifically for data mirroring, as
opposed to standard file system and operating system soit-
ware.

FIG. 4 illustrates systems having several components
which are discussed above, as indicated by the use of the same
identifying numbers 1n the Figures. However, in the systems
of FIG. 4 a remote mirroring unit 408 includes both a small
nonvolatile butier 310 and a large nonvolatile butfer; the large
buifer 1s implemented as a hot-swappable RAID unit 312
which connects directly to the remote mirroring unit 408. The
small buffer 310 1s used to buffer data recerved over the
journey link 206, allowing the data to be acknowledged back
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to the local mirroring unit 204, and bufiering the data until 1t
can be stored by the remote mirroring unit 408 1n the large
buffer 312. No remote server 1s needed.

FIG. § illustrates systems in which two or more local
servers 200 write to a remote mirroring unit 508. In this
Figure and elsewhere, references to the local server 200
should be understood to also generally include hosts 200
which are not servers. That is, the invention can be used to
mirror any host computer system 200 that will connect to a
mirroring unit 204. Servers are a widely recognized example
of suitable hosts 200, but other suitable hosts 200 include
clusters, computers which are not servers, mainirames, and
Storage Access Network (“SAN™) or Networked Attached
Storage (“INAS”) data sources. The local servers 200 or other
hosts 200 may be physically separated from one another by
various distances, such as under ten miles, at least ten miles,
or at least one hundred miles. In the systems of interest for this
Figure, each local server 200 1n a particular system relies on
the same operating system and file system platform, but dif-
ferent systems according to FIG. 5§ may use different plat-
forms. For instance, each server 200 could be a Novell Net-
Ware server in one such system, and each server 200 could be
a Microsoit Windows NT server using the NT File System
(“NTFS”) 1n another such system.

Each host 200 1n the system 1s connected by a SCSI, fibre
channel, USB, serial line, or other standard storage subsystem
or other peripheral connection 202 to 1ts own local mirroring
umt 204. The local mirroring units 204 are connected by
journey links 206 to a single remote mirroring unit 308. The
remote mirroring unit 508 has a SCSI, fibre channel, USB, or
similar controller card for each of the local mirroring units
204.

The data from each local mirroring unit 204 can be trans-
terred directly (i.e., not through a remote server) to an indi-
vidual hot-swappable RAID storage unit 312 1n a group 512
of RAID units, by a SCSI, fibre channel, USB, or similar
connection within the remote mirroring unit 508. The RAID
units 312 may be physically external to at least a portion of the
remote mirroring unit 308, such as a portion containing an
Ethernet card for connection to the journey link 206. How-
ever, the remote mirroring unit 508 1s defined by functionality
rather than packaging. In particular, the RAID units 312 are
considered part of the remote mirroring unit 508 unless 1ndi-
cated otherwise (e.g., 1n discussing FIG. 14). Each RAID
storage unit 312 has a remote bootable volume, and the data 1s
written 1n sector/track or block fashion. The illustrated
remote mirroring unit 508 also contains a small buffer 310 to
allow acknowledgment and buffer of data received over the
journey links 206.

FIG. 6 1llustrates systems similar to those shown in FIG. 5,
but a remote mirroring umt 608 writes to external bootable
storage volumes 614 1n a group 616 of such volumes. Local
servers 200 running on the same platform write to “disks”
which are actually local mirroring units 204, which 1n turn
write the data to the remote mirroring unit 608. The remote
mirroring unit 608 has a SCSI, fibre channel, USB, or similar
controller card and a bootable storage volume 614 corre-
sponding to each local mirroring unit 204. The data from each
local mirroring unit 204 will be transferred from the remote
mirroring unit 608 directly to the corresponding storage vol-
ume 614 using a SCSI bus or other data line. Each volume 614
1s a remote bootable volume, and the data 1s written 1n sector/
track or block fashion.

In alternative embodiments of a system generally accord-
ing to FIG. 6 and in other systems as well, separate partitions
may be used to hold the mirrored data of respective local
servers 200, instead of holding that mirrored data 1n corre-
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sponding separate disks 614 (e.g., as 1n FIG. 6) or separate
RAID units 312 (e.g., as in FIG. 5). In various many-to-one
systems 1t may be necessary to start a process which forks
itsell as new connections are made and locks volume mirrors
from multiple mirror attempts using an IPC or other mecha-
nism.

FI1G. 7 illustrates systems in which a remote mirroring unit
708 1includes both an individual external storage volume 614
and a RAID unit 312. The mirrored data 1s stored by the
remote mirroring unit 708 on both storage subsystems 312,
614, to provide extra assurance that the data will be available
when needed.

FIG. 7 also 1llustrates systems 1n which two or more local
mirroring units 204 write to one remote mirroring unit 708
with all mirrored data for the several local servers 200 going
to one large storage volume (312 or 614 or both, 1n various
embodiments) which 1s mounted directly on the remote mir-
roring unit 708, instead of dividing the mirrored data among,
several remote storage units 312 or 614 as illustrated in FIGS.
5 and 6, respectively. The volume used by the remote mirror-
ing unit 708 has a partition for each local mirroring unit 204.
Each partition provides a remote bootable “volume,” and the
data 1s written 1n sector/track or block fashion as usual.

In an alternative system which 1s also 1llustrated by FI1G. 7,
the mirrored data 1s divided between two or more storage
units which are connected directly to the remote mirroring,
unit 708, with a given storage unit holding the mirrored data
for a given local mirroring unit 204. However, a mixture of
external disks 614 and RAID units 312 1s used, unlike the
systems that use RAID units only (FIG. 5) or external disks
only (FIG. 6). For instance, an external disk 614 holds the data
from a first local mirroring unit 204, while a RAID unit 312
holds the data from a second local mirroring unmit 204. In such
systems, the remote mirroring unit 708 has a SCSI, fibre
channel, USB, or similar controller card corresponding to
cach local mirroring umt 204, and the data from each local
mirroring unit 204 will be transferred directly (without a
server such as server 300) to an individual external hot-swap-
pable RAID storage unit 312 or external bootable drive 614
via a SCSI, fibre channel, USB, or similar communications
line.

FIG. 8 1llustrates systems like those discussed 1n connec-
tion with FIG. 5. However, 1n the systems of FIG. 8, the local
servers 200 rely on different platiorms, as indicated by the
presence of several numbers 822, 824, 826. Of course, sys-
tems according to this or other Figures do not necessarily
have exactly three local servers 200 and corresponding local
mirroring units 204; they merely have two or more pairs, with
a server 200 and corresponding local mirroring unit 204 1n
cach pair. For example, one system according to FIG. 8
includes a Novell NetWare server 822 and a Microsoit Win-
dows NT server 824, while another system according to FIG.
8 includes two Novell NetWare servers 822, 826 and a
Microsoit Windows N'T server 824.

FIG. 9 1llustrates systems like those discussed 1n connec-
tion with FIGS. 5 and 8. Unlike FIG. 5, however, the local
servers 200 rely on different platforms, and unlike FIG. 8, the
remote mirroring unit 1s a unit 608 which uses a group 616 of
external disks 614 mstead of a group 512 of RAID units 312.

FI1G. 10 illustrates systems like those discussed in connec-
tion with FIG. 7. However, the local servers 200 in systems
according to FIG. 10 rely on different platforms. As with FIG.
7, the local mirroring units 204 may be mapped 1n some
systems to partitions or to storage units. When mapping to
partitions, the local mirroring units 204 may be mapped to
partitions within a RAID umt 312, to partitions within an
external drive 614, or to partitions within a RAID unit 312
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which are also mirrored to an external drive 614. When map-
ping local mirroring units 204 to storage units, one or more
local mirroring units 204 may send their data through the
remote mirroring unit 708 to corresponding external drive(s)
614 while one or more other local mirroring units 204 send
their data through the remote mirroring unit 708 to corre-
sponding RAID unit(s) 312.

FIG. 11 illustrates systems 1n which data 1s mirrored to two
or more remote locations. Such systems are a counterpart of
the systems 1llustrated 1n FIGS. 5-10, 1n the sense that FIGS.
5-10 illustrate “many-to-one” mirroring systems (more than
one local server mirrored to one remote destination) while
FIG. 11 illustrates “one-to-many” mirroring systems (one
local server mirrored to more than one remote destination). In
general, the local mirroring units 204 will all be mirroring the
same data, but using multiple local mirroring units 204 per-
mits mirroring across at least one journey link 206 to continue
uninterrupted despite the unavailability of a given local mir-
roring unit 204. The local links 202 may all use the same type
of connection, or different connections may be used. For
instance, one local link 202 may be a SCSI connection while
another local link 202 1s a USB connection. The journey links
206 may also be uniform or varied. Likewise, the remote
mirroring units may each have the same components (e.g.,
cach may use a RAID unit 312), or they may use different
components at the different locations.

FIG. 12 illustrates systems which resemble those 1llus-
trated by FIG. 11 1n that data 1s again mirrored to two or more
remote locations. However, the local mirroring unit 204 of
FIG. 12 1s a multi-port mirroring unit. That 1s, 1t can be
connected simultaneously to more than one journey link 206
in a manner similar to the stmultaneous connection of a con-
ventional multi-port server. The multi-port mirroring unit 204
sends mirror data from the host 200 over each of the active
connections 206, thereby helping mirror the host 200 to sev-
eral remote locations which may be miles apart from one
another. The multi-port local mirroring unit 204 needs only
one local butier, and like mirroring units 204 in other systems
it optionally 1includes a tull local mirror 230.

More on Mirroring Units

The components and operation of mirroring units are dis-
cussed above 1n connection with FIGS. 2 through 12. A given
piece of additional information provided below does not nec-
essarily pertain to every mirroring unit in every system
according to the invention, but this additional information 1s
helpiul nonetheless 1n understanding how the mirroring units
permit greater flexibility to the people and enterprises that are
responsible for ensuring that data 1s properly mirrored.

At least some of the mirroring unmits can reliably emulate
disk drives connected by SCSI, fibre channel, USB, or similar
connections through standard server drivers running under
Novell NetWare and/or Microsoit Windows NT platforms.
SCSI, fibre channel, USB, or similar emulation under other
operating systems may also be provided.

Each of the local and remote mirroring units 1s preferably
configured so that 1t supports I/O through a monitor, key-
board, and a mouse plugged 1nto 1t. Some mirroring units
have anetwork address and otherwise allow anetwork admin-
istrator to access a specific mirroring unit on the adapted
network 100, through a web browser on a remote workstation
116 or by other means.

The mirroring units are preferably Simple Network Man-
agement Protocol (“SNMP”’) capable. The network adminis-

trator has remote access to both the local and remote mirror-
ing units. The mirroring unit 204 soitware provides an
interface to monitoring utilities. In particular, each local mir-
roring unit 204 acts like a network agent 1n that the unit 204
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tracks the number of writes/reads to the local server 200, the
status of each local server 200, number of restarts/warm starts
of each local server 200, and so forth, and generates SNMP
traps when necessary. The following pieces of data may also
be provided to administrators by the local mirroring unit 204:
the number of blocks currently in the buifer 210; an alert
when the butfer 210 fills up and/or fills beyond some specified
threshold; the number of blocks sent since server 200 startup;
and the number of blocks received since server 200 startup.

Some local mirroring units 204 also have incremental dial-
up options. If a customer 1s using the mirroring unit 204 with
a dial-up connection, and doesn’t want to be connected at all
times, the unit 204 provides an option to send data over the
journey link 206 at specified times. Also, the local mirroring,
unit 204 may have a setting that does not allow data to be sent
during periods of high traffic on the adapted network 100 or
another portion of the journey link 206. The buffer 210 1n the
local mirroring unit 204 should be large enough to butifer data
received from the local server 200 during these periods of
non-transmuittal.

More generally, the local mirroring unit 204 preferably
matches the performance of a high-speed RAID disk sub-
system 1n terms of data transter rates, reliability, and compat-
ibility with existing platforms on servers 200. Because an
implementation which i1s primarily in software 1s unlikely to
meet these performance goals, the local mirroring unit 204
preferably comprises special-purpose hardware. The design
and construction of suitable software and hardware, including
any necessary firmware, may be accomplished by those of
skill 1n the art, with particular attention to the conventional
mirroring path 104; the SCSI controllers identified herein or
similar SCSI, fibre channel, USB, or similar controllers; indi-
vidually known subsystems such as buifers 210, 212, 310,
disks 614, and RAID units 312, and their interfaces; software
such as FreeBSD drivers; Ethernet and other individually
known Network Interface Cards (“NIC”); network protocols
such as Ethernet and TCP/IP protocols; the descriptions and
examples provided herein; and other tools and techniques
now or subsequently available to such persons.

Writes to the local mirroring unit 204 should normally be
acknowledged and written to the local buffer 210, and may
also be written to a full local mirrored volume 230 over a
conventional path 104 or another path, although such local
mirroring 1s not explicitly shown i FIGS. 3 through 12. For
performance, 1t 1s generally acceptable to builer the writes
through a RAM cache in the local mirroring unit 204 or the
local server 200 or both. In particular, an implementation may
take advantage of an available hardware RAID unit 312 cache
or other SCSI, fibre channel, USB, or similar cache. Reads
from the local mirroring umt 204 should generally be ser-
viced with the proper data from the local mirror 230.

When the local mirroring unit 204 comes back on-line after
a crash or areboot or any other kind of service interruption, 1t
will automatically begin sending data from its local butler
210 to the remote mirroring unit 208, 308, 408, 508, 608 or
708. The local mirroring unit 204 should not 1ssue a SCSI,
fibre channel, USB, or similar reset, as this may crash the host
machine 200. Data written to the local mirroring unit’s butier
210 should be sent over the network or other journey link 206
in a first 1n, first out fashion, to the remote mirroring unit. This
may be done using the TCP/IP or another journey link proto-
col. The remote mirroring unit preferably maintains a full,
consistent, mirror so the remote volume 1s usable and mount-
able by an operating system at all times regardless of mirror
synchronization status.

At least in embodiments utilizing FreeBSD-based soft-
ware, kernel panics should preferably not occur on the local
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mirroring unit 204 unless there 1s a failure of essential mir-
roring hardware or software. Misconfiguration of the local
mirroring unit 204 software should preferably not result 1n a
system shutdown, nor should any behavior of the host server
200. It 1s preferably possible to reconfigure the mirroring unit
soltware without a reboot; a unique version number should
accompany each software change. Accordingly, the software
preferably reads all imtialization information and configures
itself accordingly through a system call which 1s available to
an administrator without iterrupting data processing by the
mirroring unit. The host server 200 should not be interrupted.
The local mirroring unit 204 preferably accepts writes from
the host system 200 whether or not the remote mirroring unit
1s on-line, and whether or not network or other journey link
206 bandwidth 1s available, unless the local butter 210 1s full.

If the local buffer 210 fills, the local mirroring unmt 204
preferably continues to maintain a local mirror 230 (f
present), and preferably continues to dequeue a circular
queue of data from the local buffer 210. However, the local
mirroring unit 204 preferably stops adding to the queue until
told to begin queuing again by a user (typically an adminis-
trator) process. A system call, rather than a reboot, preferably
allows user-space processes to disable and re-enable local
buifer 210 queuing.

The mirroring units preferably auto-detect the disappear-
ance of and reconnection of network or other journey link 206
bandwidth. For instance, disconnecting the local mirroring
umt’s Ethernet cable and then reconnecting 1t the next day
preferably results 1n zero data loss and requires no interven-
tion on the network operator’s part, provided there 1s enough
space 1n the local builer 210 to hold the data changes accu-
mulated while the local mirroring unit 204 was disconnected.

Monitoring software in the mirroring unit, or in connection
with those units, preferably determines whether the system
was shut down cleanly after the previous boot so that the
monitoring soltware can determine the likelihood that the
remote mirror 1s out of synch. The local mirroring unit 204
preferably loses as little data as possible in the event of power
failure. Some mirroring units therefore contain an Uninter-
ruptible Power Supply (“UPS”). It may be assumed there will
be time to flush RAM-buflered writes to the local mirror (if
present) and/or local bufter 210 1n the event of power loss.

In one embodiment, the mirroring unit operating system
(e.g., FreeBSD) boots from the hard disk 1n a read-only mode
to avoid filesystem problems with FreeBSD 1tself. Configu-
ration data 1s written to a smaller partition and can be restored
cither from the identical mnformation on the mirroring unit
peer, or by sending out a SNMP alert that the mirroring unit
has lost configuration data and will be off line until 1t 1s
restored. The alert can be used 1f the peer mirroring unit 1s not
reachable. Some embodiments also avoid controller card 1ni-
tialization routines that disk drives would not perform on their
own, to avoid bus resets for mstance. Also, 11 the mirroring
unmt buffer fills up 1t may be better to simply acknowledge the
write and mirror 1t locally while sending an alert that the
butlfer 1s full and the remote mirror 1s out of sync with the local
mirror.

As noted, 1t 1s preferably possible to cold-reboot the local
mirroring unit 204 without disturbing the host system 200,
especially with regard to SCSI, fibre channel, USB, or similar
handshaking. The local mirroring unit’s buifer 210 retains the
order of write requests and transmits them to the remote
mirroring unit 1n the same order they were received by the
local mirroring unit 204, to preserving data consistency at all
times.

The remote mirroring unit recerves TCP Protocol Data
Units (also referred to herein as TCP packets), for instance,
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from the local mirroring unit 204 and writes them to a disk
subsystem (such as an external drive 614 or a RAID unit 312)
such that the drive 1s at least logically block-for-block the
same as the local mirror 230, 11 any, and the host 200 volume
at a previous time. The mirrored data may be out of date, but
it must be consistent.

For data recovery purposes, the remote mirroring unit soft-
ware preferably has an interface to user-space so that user-
space programs can disable or re-enable reading, writing,
and/or seeking of the remote mirror by the mirroring unit
software, allowing the remote disk subsystem—and hence
the mirrored data—to be accessed by a second SCSI host on
the same chain. At the remote site, the remote mirroring unit
and a backup host server will be attached to the shared disk
subsystem. For instance, the remote mirroring unit may use
SCSI ID 6 while the remote server used for restoration uses
SCSI ID 7. While the remote mirroring unit 1s mirroring, the
remote host will leave the shared drive unmounted. For data
recovery, as part of a switchover the remote mirroring unit
will stop accessing the shared drive and the backup host
server can mount 1t.

The remote mirroring unmit preferably reports to user-space
programs the number of blocks received from the local mir-
roring umt 204. The remote mirroring unit mirrors to the disk
subsystem such that the volume can be mounted by a host
system with the same operating system as the local server 200
that created the local volume. If the remote mirroring unit
receives a request from the local mirroring unit 204 to write to
logical block number N, then the data should be written to
logical block number N on the remote mirroring unit’s disk
subsystem 312 or 614. Write requests from local mirroring
unit 204 should be written to the remote mirroring unit’s disk
subsystem 312 or 614 in the order in which they were received
by the local mirroring unit 204, to preserve data consistency.

In the journey link 206, communication between the local
mirroring unit 204 and the remote mirroring unit can use the
TCP protocol, since 1t features error recovery and transmis-
sion guarantee. The remote mirroring unit software acts as a
TCP server; the local mirroring unit 204 acts as the remote
unit’s client. A loss of network bandwidth or connectivity
preferably does not interrupt either the local mirroring unait
204 or the remote mirroring unit. Likewise, data recovery at
the remote location preferably does not interrupt the local
mirroring unit 204. If the connection between the local mir-
roring unit 204 and the remote mirroring unit times out or 1s
otherwise broken, the local mirroring unit 204 preferably
attempts to reconnect until a connection 1s re-established.
Then the local mirroring unit 204 preferably continues send-
ing mirror data where it left oif and otherwise resumes normal
operation.

The inventive mirroring units are more “intelligent” than
the original Off-SiteServer product 1n that the mventive mir-
roring units run a modified operating system which 1s based
on the FreeBSD UNIX operating system. One modification
included altering the driver for the QLogic SCSI controller to
make the card act as a SCSI target rather than a host, so 1t
emulates a disk drive; other controllers could also be used,
with suitable drivers. The boot process was also modified to
show a mirroring unit configuration utility on the console 1n
place of a login prompt, and the kernel was recompiled. At the
source each mirroring unit 204 1s runming an operating system
that allows 1t to run fully independently of the host server 200.
As a result one of the flexible mirroring characteristics pro-
vided 1s that the mirroring unit 204 does not require 1nitial-
1zation or connection soitware on the host server 200 (on the
original Off-SiteServer product this software took the form of

a Vinca NLM).
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Instead, the mirroring unit 204 operating system emulates
a SCSI or other standard disk or data acquisition point. So the
mirroring unit 204 can be mounted, for instance, as a mirrored
SCSI disk under any operating system that supports SCSI,
including at least the Microsoit Windows 95, Microsoit Win-
dows 98, Microsoft Windows NT, Novell NetWare,

FreeBSD, and Linux operating systems. The disk emulation
1s preferably carried through to the point that any standard
disk operation can be performed (at least from the server 200
perspective), including handling server 200 requests for disk
formatting, disk partitioming, disk integrity checks such as
scandisk, and so on, 1n addition to disk reads and disk writes.

A system according to the invention can also maintain a full
mirrored volume 230 locally for fault tolerance. Because this
mirroring operation occurs by forking the data (or doing two
writes) below the emulation layer of the software 1n the mir-
roring unit 204, the mirroring unit 204 1s able to maintain this

.

local volume 230 along with a sequential data change builer.
This allows the mirroring unit 204 to service local reads by
the server 200 without excessive latency, which in turn allows
the system to run without a disk handicap and no split-seeks
software, eliminating a potential software compatibility
problem. This also allows the inventive system to mirror data
back to a local disk of the server 200 under local disk mirror-
ing instead of going over the journey link 206. In addition, 1f
a local mirror 230 1s maintained then the local mirroring unit
204 need not include a spoot generator to pre-acknowledge
writes back to the host 200, because the local mirror 230 1s not
subject to the delays and risks associated with sending mir-
rored data over the journey link 206.

A mirroring unit according to the invention normally
includes operating system soltware. Accordingly, at least
some mirroring units can run multiple “host” applications to
mampulate the mirrored data they have acquired. The system
can also be scaled up or down to meet requirements 1n a
particular environment, using drivers and/or other appropri-
ate software and/or hardware. For example, processes could
be spread across multiple processors, SCSI cards, and/or
other “intelligent” devices to handle more activity and work-
load. Likewise, a system can be scaled down to reduce costs
while still meeting the needs of lower performance environ-
ments. With appropriate software the local mirroring unit 204
canrun as an independent intelligent disk subsystem, or it can
run an emulation of the host 200 operating system as a fail-
over for local fault tolerance. The local disk volume 230 can
serve as a local mirrored replacement for local fault tolerance
if the host 200 disk subsystem crashes.

The system maintains consistency and availability at the
remote location in part by an intelligent builer 210 that main-
tains and sends data on a first-in-first-out basis. In this way
data blocks are transmitted to the remote location 1n the exact
order they are recerved through the emulation layer at the
local mirroring unit 204. Sequence numbers and/or times-
tamps may also be used, since packetized data does not nec-
essarily arrive at the destination in the same order 1t was sent.

Some embodiments use the following approach with a
circular buffer and other means for protecting data in the
event of a shutdown. In addition to the QLogic card used as
the disk target emulator, the local mirroring unit has two disk
systems attached to it through a local SCSI disk controller.
One disk contains the host operating system (e.g., FreeBSD
3.1) on 1t, with associated utilities and mirroring unit admin-
istrative software. This disk also serves as a buifer 210 disk.
The other disk system attached to the mirroring unit 1s at least
as large as the host 200 disk being mirrored and serves as the

local mirror 230 of the host 200 disk.
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SCSI data 1s read off of the QLogic card and evaluated 1n
the kernel as read or write requests. Read requests that come
from the QLogic card are preferably fulfilled using the local
mirror disk 230 and not be sent across the network 206. Write
commands are copied directly to the local mirror disk 230 and
acknowledged to the host system 200 as soon as possible (but
not necessarily pre-acknowledged), as well as added to a
circular queue on the buffer disk or 1n nonvolatile RAM.

Every time a block 1s written to the circular queue two
blocks are actually written sequentially, one being the actual
data block to be transmitted, and the other being a timestamp
tor the current tail pointer for the queue, possibly with other
data such as LBN (logical block number). This second block
1s a so-called meta-data block. This approach 1s not space
eificient, but 1t reduces the number of disk writes required to
maintain the queue pointers. Queue pointers may also be
maintained by keeping a copy of at least them, and possibly
the entire circular queue, 1n nonvolatile RAM 11 such RAM 1s
available. A way to save both space and time 1s to write to the
circular buffer in larger chunks at a time, buffering blocks 1n
memory until enough accumulate to perform a write. This
allows the meta-data block to be used for many data blocks,
lessening the number of disk write operations and saving on
disk space.

In the event of a system shutdown and restart, the head of
the queue 1s found by searching for the block with the most
recent timestamp 1n 1ts meta-data segment, and then using
that meta-data segment to locate the tail pointer. This can be
done, for instance, by performing a binary search. Since the
bullfer implementation 1s circular 1t 1s not necessary to remove
transmitted blocks physically from the butfer (i.e., by delet-
ing or zeroing them); incrementing the tail pointer effectively
does this. Buiter full conditions are detected when the head
pointer 1s one less than the tail pointer. Pointers refer to
positions in the circular buifer and not to the data 1n the butier
itself (1.e., 1t’s an array not a linked list).

It may not be necessary to keep a 64 bit timestamp, since
having the most recent second may be enough to determine
the last block written before the system shutdown. For
example, assume four blocks were written in the same second
and have the same timestamp. Then the last block according
to the timestamps 1s the one last written, since this 1s a ordered
queue. If timestamps are too computationally expensive a
simple incrementing counter may suifice, though it could
roll-over sooner than the year 2038. The queue bulfer size
changes, depending upon the end-user’s data change rate and
the length of time the customer needs to withstand a network
206 outage. The queue builer could be as small as a few
hundred megabytes, or as large as the host volume being
mirrored. There are no inherent restrictions on the minimum
or maximum size of the buflfer, and in cases where high data
change rates and frequent lengthy interruptions of the journey
link 206 are anticipated, the buifer may need to be larger than
the host volume being mirrored.

A separate process, which may run in user-space or sys-
tem-space, reads blocks out of the circular queue and sends
them across the network 206 to the remote mirroring unit.
This transmitting process can inform the queuing process
from time to time as to the transmitting process’s current
pointer position and can watch the timestamps to determine
when the queue 1s empty. It may be fine 1f the tail pointer
being saved 1n the meta-data 1s a little out of date, because in
the worse case the system will end up resending a number of
blocks 1t has already sent, provided the resend number does
not grow to an excessive size 1n the event of a system restart.
Preferably, the transmitting process can also determine the
number of blocks since server startup. In some cases it can be
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presumed that the butfer will be able to butfer the entire host
volume. Under a “‘do no harm™ philosophy 1t would be better
to not take a risk of slowing the SCSI bus down and simply
dump data that will not fit into an already full queue, and
inform user-space monitoring processes of this event.

To attempt to reduce the number of resent blocks, the
system may check writes against the local mirror and only add
them to the circular buifer 1f they are indeed different, while
avoiding any lazy write problems. This might be accom-
plished by maintaining a hash table of checksums for each
L.BN on the disk; one tradeotl would be processor time com-
puting checksums and memory vs. additional disk operations.
Methods Generally

FIG. 13 1llustrates methods of the present mvention for
remote data mirroring. Some methods include steps for
installing mirroring units; for convenience, these steps are
collectively 1dentified as steps within an 1nstalling step 1300.
For instance, system integrators, mirroring equipment ven-
dors, and administrators may be licensed to perform some or
all of the steps shown within step 1300 when 1nstalling sys-
tems such as those illustrated 1n any of FIGS. 2 through 12.
Other methods of the invention include steps for transmitting
data to one or more mirroring units; for convenience, these
steps are collectively 1dentified as steps within a transmitting
step 1302. These transmitting steps may be performed under
license with test data by installers as part of the installing
steps 1300, but they may also be routinely performed with
mission-critical data at the behest of regular users of a system
according to the invention.

During a connecting step 1304, at least one server 200 1s
connected to at least one local mirroring unit 204. As dis-
cussed above, this connection may be 1n the form of a SCSI
bus, a fibre channel connection, a USB connection, or some
other standard disk subsystem bus. Because the one local
mirroring unit 204 emulates a disk subsystem, connecting 1t
during step 1304 1s basically the same as connecting a con-
ventional disk subsystem to the server 200, at least from the
point of view of the server 200. In particular, no special
mirroring NLM or other mirroring soitware installation 1s
required.

During a connecting step 1306, at least one local mirroring,
umt 204 1s connected to at least one corresponding journey
link 206. Depending on the situation, this may imnvolve various
operations. For example, i the journey link 206 includes a
local area network then the local mirroring unit 204 may be
connected to that network like other network nodes; SNMP
support may also be configured. If the journey link 206
includes a dial-up connection from the local mirroring unit
204, then the dial-up parameters are configured. Likewise, 1f
the journey link 206 includes a dedicated private telecommu-
nications line such as a T1 line, then familiar operations are
performed to make the connection.

During a connecting step 1308, at least one remote mirror-
ing unit 208, 308, 408, 508, 608 or 708 1s connected to at least
one corresponding journey link 206. This may be accom-
plished 1in generally the same manner as the connection of the
local mirroring unit 204 during step 1306. However, when the
remote mirroring unit acts as a TCP server 1n a grven embodi-
ment, the local mirroring unit 204 acts as the remote mirror-
ing unit’s client. Thus, 1n such embodiments the connecting
step 1306 connects a TCP client while the connecting step
1308 connects a TCP server.

During a testing step 1310, tests are performed on the
mirroring unit(s). These tests may 1include, for instance, com-
paring throughput performance of the local mirroring unit
204 with the performance of a RAID unit; re-mirroring data
from the remote site back to the local site; putting incorrect
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configuration information into the local mirroring unit 204
and then correcting that information; rebooting the local mir-
roring unit 204; disconnecting the journey link 206; interrupt-
ing power to the local mirroring unit 204; interrupting power
to the remote mirroring unit; overtlowing the buifer 210 of the
local mirroring unit 204; and other tests. In particular and
without limitation, the testing step 1310 may nvolve per-
forming one or more of the tests described 1n the “test suite™
section of this document. Testing 1310 may also mmvolve
transmitting data as discussed below 1n connection with step
1302, but testing 1s shown as a separate step in FIG. 13 for
clarity of illustration.

The transmitting step 1302 may include a transmitting step
1312 which sends data from the server 200 over a standard
bus to the local mirroring unit 204. This 1s possible because
the present invention, unlike the conventional path 104, pro-
vides a mirroring unit which emulates a disk or RAID sub-
system.

During a transmuitting step 1314, the data being mirrored 1s
transmitted over the journey link 206. As noted, this may be
done with a dedicated link as was the case with the conven-
tional path 104, but 1t may also be done using standard pro-
tocols such as Ethernet and/or TCP and/or other open stan-
dard protocols, including their associated conventional
networking infrastructure such as local area networks and/or
the Internet.

In some embodiments, the mirrored data 1s time-stamped
by the local mirroring unit 204 to maintain a record of the
sequence 1n which blocks of data were mirrored and to also tie
the data to a particular point in time. This 1s coupled with
remote and/or local data storage large enough to hold one or
more snapshots of the mirrored volume plus incremental
changes at the sector/track/block level to that volume, instead
of simply holding a current copy of the mirrored volume. In a
preferred embodiment only one snapshot is needed. The
single snapshot provides a baseline, and subsequent changes
are journaled so that the state of the volume at any desired
point (subject to the journaling granularity) can be recovered.
The journal may be arbitrarily large with additional storage
space added as needed to hold it, or 1t may be kept 1n a FIFO
circular buffer of some fixed size, with older journal entries
overwritten by new ones after the journal builer i1s 1nitially
filled. More generally, suitable re-mirroring software plus the
snapshot(s) and (1 necessary) the incremental changes can be
used at a later time to reconstruct the mirrored disk volume as
it existed at a specified previous time.

During a transmuitting step 1316, the data being mirrored 1s
transmitted to a serverless remote mirroring unit. This con-
figuration 1s 1llustrated by FIG. 2, for instance. The remote
mirroring unit 1s not a conventional server, although it has
hardware and functional capabilities 1n common with such
servers. Servers provide more general functionality than mir-
roring units; mirroring units are focused on effectively pro-
viding substantially continuous, nearly real-time remote data
mirroring. The remote mirroring unit behaves like a remote
mirroring server with regard to acquisition of data over the
journey link 206 but otherwise strongly resembles a mounted
disk. In particular, the remote mirroring unit behaves like a
disk or RAID umit with regard to a secondary server 1f one 1s
attached. No secondary server 1s needed for the remote mir-
roring unit to re-mirror all the data back over the journey link
206 toward the local server 200 i1 that becomes necessary.

After data 1s transmitted from the local mirroring unit 204
to a remote mirroring unit at the destination, the remote
mirroring unit can do various things. For instance, the remote
mirroring unit may simply convert the received data packet
into data blocks that are written out to a single external disk

10

15

20

25

30

35

40

45

50

55

60

65

20

614. The remote mirroring unit may convert these data pack-
ets into disk blocks and write them to an internal disk sub-
system and/or disk partition. The remote mirroring unit may
receive the packet data, convert it to disk data blocks, and
write them to a RAID unit 312 1n the form of an external data
subsystem utilizing internal striping (RAID) software to
stripe data across multiple disks on an “unintelligent” disk
subsystem. This same conversion from packets to disk block
data to striped (RAID) data could also occur through a hard-
ware controller and related driver, with storage to an external
“unintelligent” disk subsystem. The remote mirroring unit
may also write to an external intelligent RAID subsystem
312, with disk blocks being written to the disk subsystem in a
data stream and striped by the intelligent RAID subsystem.

Rather than write the recerved data immediately to the
remote mirror 312 or 614, the remote mirroring unit may
write the data first to a remote buifer and then send an ACK
with some type of “signature” of the data (such as a checksum
or Cyclic Redundancy Check value) back to the local mirror-
ing unit. The local mirroring unit would then either ACK-
ACK or NAK-ACK (based upon verification of the signature)
the data; only upon receiving an ACK-ACK from the local
mirroring unit would the remote mirroring umt commait the
data from the remote bufier to the remote mirror. In such
embodiments, 1f the remote mirroring unit receives not only
the data, but also an original signature from the local mirror-
ing unit, 1t will NAK the original data transmission 1i the
original signature does not verity correctly.

More generally, various approaches to ACKing data are
possible. For 1nstance, one may view the remote mirroring
unit and the local mirroring unit as being peers, rather than
cither being a subsystem of the other. In this case, on the
remote mirroring unit, ACKs trickle up from the remote mir-
ror disk itself (probably from 1ts cache); on the local mirroring,
unmt, ACKs also trickle up from the local mirror disk itself
(probably from 1ts cache); but on the local mirroring unit,
ACKs would not be needed from the remote mirroring unit,
only from the local end of the journey link, betore ACKing the
host. It would still be prudent on the local mirroring unit to
wait for an ACK from the remote mirroring unit before delet-
ing blocks from the local butfer, but this can be done long after
ACKing the host.

Additional steps are possible if at least one secondary
server 300 1s present 1n the system. For instance, the remote
mirroring unit may relay data directly to a remote server 300
through the server’s network operating system. This operat-
ing system can be 1n an active or passive state. In either case
data received through the connection 302 can be written to an
internal local disk subsystem through the server 300 operat-
ing system. This approach requires specific software for each
operating system at the remote location. The remote mirror-
ing unit may also use an Internet-based data window to send
and recerve data between the remote mirroring unit and a
secondary server 300. This data window could be through a
plug-in extension to browser intertaces or though Internet
component extensions to the core operating system, such as
Microsolit ActiveX extensions.

In any of the scenarios above, the local mirroring unit may
be “intelligent” enough to relay mirrored data to one remote
mirroring unit or to many remote mirroring units; a one-to-
many system like that shown in FIG. 12 has three remote
mirroring units connected by respective journey links 206 to
a single multi-ported local mirroring unit 204 and multi-port
mirroring units may likewise be used, alone or in combination
with single-port mirroring units, 1n other systems according
to the invention. There 1s no hard limitation on the number of
remote mirroring units 1n a given system.
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The remote mirroring unit can also relay mirrored data to a
nearby mirroring unit and/or another more distant remote
mirroring unit for further fault tolerance. A remote mirroring,
unit can act as a head end to load balance between two or more
following remote mirroring units to distribute loads and pro-
vide fault tolerance, with appropriate attention to continuous
consistency and completeness of the data mirrors. N remote
mirroring umts can be connected to each other and maintain
the same network address or Domain Naming System
(“DNS”) name to provide further fault tolerance. Combina-
tions of these various approaches can also be used.

In embodiments having one or more separate fully inde-
pendent remote disk subsystem(s) connected to the remote
mirroring unit, the remote mirroring unit behaves as a SCSI
master (for instance) and writes data out to the remote disk(s).
I a secondary server 300 1s present, this server 300 follows
both the remote mirroring unit and the remote disk sub-
systems(s) 1 the SCSI chain. During data mirroring, the
secondary server 300 1s typically a slave and/or 1n a passive
state. In the event of failure of the mirrored local server 200,
the remote server 300 mounts the external volume(s) and
becomes a SCSI master. At the same time the remote mirror-
ing unit dismounts 1ts remote disk subsystem driver and goes
into a passive (slave) state.

In particular, this can be accomplished using a configura-
tion like that shown 1n FI1G. 14, which includes a “dual host™
connection 1400. Under many conventional approaches, only
one host adapter lives on a SCSI chain, typically as LUN 7.
During power up or reset, the host cycles through all the other
[LLUNs to determine what 1s connected. If a system uses a dual
host capable adapter then the second host typically lives at
LUN 6, and 1t will only reset or interrogate LUNs 0-5. Thus
LUN 7 might be considered the primary and LUN 6 a sec-
ondary. In any event both hosts have “access” to the lower
ordered targets when connected as shown in FIG. 14.

Dual host connections themselves are not new. In particu-
lar, a dual host connection with BusLogic EISA cards and a
Novell NetWare server 1s known. However, the inability of
that Novell server to refresh its file allocation table on a
demand basis rendered moot the capabilities provided by the
dual host connection 1n that case. General information about
dual host connections 1s publicly available from sources
which include an online SCSI FAQ. It a dual host connection
1s not used, then the remote server 300 requires a driver,
NLM, and/or other soiftware dedicated to mirroring so the
remote server 300 can recerve mirrored data directly from the
remote mirroring unit and store it for possible later use.

In embodiments according to the present invention which
use a dual host configuration 1400, the remote mirroring unit
208,308, 408, 508, 608, or 708 controls the RAID unit 312 or
other remote disk subsystem until such time as it 1s com-
manded to stop so that a switchover can be performed. During,
this time the remote mirroring umt performs remote data
mirroring and as SCSI master 1t sends data to the RAID unit
312 as discussed elsewhere herein. During this time the Nov-
¢ll or other secondary server 300 1s 1n a passive (dismounted)
state. This prevents damage that would otherwise occur by
wiring together the server 300, remote mirroring unit, and
RAID unit 312 or other remote disk subsystem 1n a two-to-
one manner as shown in FIG. 14.

To perform a switchover, the remote mirroring unit dis-
mounts the RAID unit 312 driver and the server 300 mounts
the RAID unit 312. The server 300 then becomes the SCSI
master. Since one cannot necessarily predict or enforce the
secondary server SCSI card selection, the remote mirroring
unit preferably has the secondary host position (LUN 6). As
the two machines come up, the remote mirroring unit may
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experience a second reset as 1ts driver powers up. This 1s
normal, but the remote mirroring unit should be able to
recover at the device driver level. Note that by utilizing the
dual hosting (not dual channel) method, the cabling becomes
a normally terminated SCSI chain; no additional hardware 1s
required. The switchover can be accomplished entirely by
soltware, through storage subsystem and/or driver dismount,
mount, and related operations.

The previous discussion may be viewed as implicitly
assuming a one-to-one relationship between a remote mirror-
ing unit and a secondary server 300. However, a software or
mechanical SCSI switch (for instance) could be employed to
allow connection of a remote mirroring unit to several poten-
t1al host servers 300. In protocols such as fibre channel and/or
in SAN architectures there 1s not a traditional SCSI master/
slave relationship. There 1s instead an address relationship
that occurs through DNS and/or numeric addresses. In such
systems, the switch-over would occur though an address
change, with the remote mirroring unit still going into a
passive state.

The remote mirroring unit can be made to run a full net-
work operating system. In the event of a disaster such a
remote mirroring unit could go into an active state and
become a fully functional server for the information on the
disk subsystems to which 1t sent mirrored data. The remote
mirroring unit could also run an emulation program that
would allow 1t to emulate a server under a specified host
operating system at the local site. The remote mirroring unit
could also run a program to shut down the operating system it
employed under mirroring, and any related programs, and
then restart under a specified host operating system from a
separate internal disk or a separate partition.

The remote mirroring unit could also be enhanced to run
continuously as a secondary server rather than being nor-
mally dedicated to data mirroring only. However, doing so
could severely reduce mirroring performance, as well as
increase the risk that mirroring fails outright.

I1 the remote mirroring unit has essentially the same soft-
ware as the local mirroring unit 204, then the remote mirror-
ing unit can perform as a local mirroring unit 204. For
instance, when mirroring from site A to site B to site C, a
mirroring unit at site B 1s a remote mirroring unit with respect
to site A and a local mirroring unit with respect to site C. The
remote mirroring unit can also perform as a local mirroring
unit 204 1n a recovery from the remote location back to the
source. That 1s, when mirroring from site A to site B, the
mirroring unit at site A 1s local and the mirroring unit at site B
1s remote, but in recovering data from site B back to site A, the
mirroring unit at site A 1s remote and the mirroring unit at site
B 1s local.

Finally, some inventive systems can accommodate mul-
tiple user sessions; a user session being a mirrored data relay
or storage session. Multiple combinations and instances of
the above scenarios can thus occur concurrently or separately
in the appropriate environment. It may be necessary to
include more processors, disks, memory, and so on to accom-
plish particular combinations.

These various tools and techniques can also be used 1n a
one-to-many mirroring system or a many-to-one mirroring
system according to the mvention. Likewise, discussion of
tools and techniques which refer to packets, refer to an IP,
Ethernet, token ring, or other packetized data environment,
and 1t will be understood that other supported environments
may write 1n data streams instead of using packets.

The method steps discussed above and elsewhere herein
may be performed in various orders and/or concurrently,
except 1n those cases i which the results of one step are
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required as mput to another step. For instance, connecting,
steps 1304, 1306, and 1308 may be done i various orders
and/or concurrently, but many operations 1n the testing step
1310 will assume that some or all of the indicated connections
are present, at least nominally. Transmitting data to a local
mirroring unit during step 1312 necessarily precedes trans-
mitting that data over the journey link 206 or to a local mirror
230 during step 1314. On the other hand, transmission step
1316 may be performed by performing transmission step
1314 (or by using a private dedicated link 206) 11 the trans-
mission 1s to a serverless remote mirroring unit. Steps may
also be omitted unless called for 1n 1ssued claims, regardless
of whether they are expressly described as optional in this
Detailed Description. Steps may also be repeated, combined,
or named differently.

Configured Storage Media, Signals

Articles of manufacture within the scope of the present
invention include a computer-readable storage medium 1n
combination with the specific physical configuration of a
substrate of the computer-readable storage medium. The sub-
strate configuration represents data and instructions which
cause the computers to operate 1 a specific and predefined
manner as described herein. Suitable storage devices include
floppy disks, hard disks, tape, CD-ROMs, RAM, flash
memory, and other media readable by one or more of the
computers. Each such medium tangibly embodies a program,
functions, and/or instructions that are executable by the
machines to perform flexible mirroring method steps substan-
tially as described herein, including without limitation meth-
ods which perform some or all of the steps 1llustrated in FIG.
13 and methods for 1nstalling and/or using the systems 1llus-
trated 1n FIGS. 2 through 12. The invention also provides
novel signals which are used in or by such programs. The
signals may be embodied 1n “wires”, RAM, disk, or other
storage media or data carriers.

Additional Information

To further assist people and enterprises 1n understanding,
and properly practicing the invention, additional insights and
details are provided below. These comments are given with
the continued assumption that discussions of any one of the
embodiment types (methods, systems, configured storage
media) also apply to the other embodiment types unless
clearly indicated otherwise.

Specific Examples of the Invention’s Improvements

Many other solutions to the problem of data protection
(tape backup, local clustering, replication, shadowing,
remote mainirame channel extension, and so on) are in some
way directly connected to and dependent upon the host 200
operating system. This dependence creates problems to the
customer, which may be avoided by using the present mven-
tion. For instance, the reliance on dependent dedicated soft-
ware can cause compatibility problems and bugs when that
software does not fully work with the current host operating
system or with an upgrade to the operating system. Software
solutions that depend on dedicated host mirroring software
can also present a performance problem because they impose
additional work on the host. Dependent software solutions
can also be a point of instability. As disk volumes become
larger and software and operating systems become more coms-
plicated these problems increase for approaches that require
dependent software. In addition, 1f the host 200 operating
system Ireezes up then solutions which depend on that oper-
ating system also stop working.

By contrast, in at least some embodiments the present
invention does not have any soiftware that loads on the host
computer (e.g., local server 200), thereby reducing or avoid-
ing the atorementioned problems. I the host operating sys-
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tem freezes the mirroring units continue to operate and mir-
rored data 1s available because the mirroring units are running
their own operating system(s). Unlike solutions that need to
be substantially modified at their core as disk volumes
increase and software gets more complicated, the invention
scales readily. If a faster processor comes out one simply uses
this processor 1n the mirroring units as desired. If the disk size
1s bigger, one puts bigger disks in mirroring units. I the data
change rate exceeds current ability to write to disk, one uses
a caching controller and adds memory to the system. Some
other solutions require cooperation from the operating system
manufacturer in order to integrate and operate properly with-
out bugs. Because all operating systems will support SCSI
and fibre channel (for instance) for the foreseeable future,
such cooperation 1s not required for installation and use of the
invention.

When other solutions fail they can take the host 200 with
them, because of the close interactions outlined above.
Because the invention can operate independently of the host
200, 11 1t fa1ls 1t need not seriously affect the host computer.
Conventional disk mirroring was originally designed for local
fault tolerance. Two disks would be written to 1n parallel, and
if one disk failed the computer would continue to operate. The
disk that failed would be dismounted from the operating
system 1n the background. The operating system and com-
puter would often continue to run without missing a beat.
Because the inventive mirroring unit can look like a SCSIdisk
and be mounted as a mirrored disk, it provides a similar
advantage. If a mirroring unit dies, 1t simply gets dismounted.
For mstance, 11 the operating system or other soitware on the
mirroring unit fails then the mirroring unit stops emulating a
disk. As a result, the operating system on the host 200 no
longer recognizes the mirroring unit. In response, the operat-
ing system on the host 200 simply dismounts the mirroring
unit 204 and continues to run.

At least some previous mirroring system implementations
used a single disk IDE butler. Even with spoofing, such a
smart buifer has not been able to keep up with high speed
SCSI RAID units with hardware striping. The most critical
data that was being transmitted to the remote location was
trusted to a single disk with no fault tolerance at the smart
butler level. With the present invention, by contrast, the local
and remote mirroring units can both mirror a single disk
buifer for fault tolerance, and they can perform hardware
RAID striping across multiple disks. This provides an ability
to keep up with new high speed storage subsystems on serv-
ers, and better fault tolerance. In the event of an individual
disk failure in the server 200 volume or a mirroring umt disk
210, 310 this also reduces the risk of losing butlered data.

The limited data input capabilities of the prior approaches
made 1t very difficult to address new technologies that are
gaining market acceptance. For example, under at least some
prior approaches there 1s no Storage Access Network
(“SAN”) or Network Attached Storage (“*NAS”) support.
Requiring a standard remote server such as the server 300
made 1t hard or impossible to provide backup and mirroring
for the SAN and NAS disk subsystems that are becoming
more prevalent. However, all of these subsystems can per-
form a local mirror through Ethernet, fibre channel, and/or
SCSI. The inventive mirroring units can accept multiple input
types, including SCSI, Ethernet, and fibre channel inputs.

The mvention also provides support for larger storage sub-
systems. Many earlier fault tolerance solutions were designed
for an environment 1n which a six Gigabyte storage volume
was considered very large. With storage costs falling, disk
subsystems are increasing in size at a very rapid rate. It 1s now
common for servers to have volumes of 100 Gigabytes. The
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invention accommodates these larger volumes 1in part by han-
dling synchronization for the host server 200 in the back-
ground, namely, on the mirroring unit. Offloading this task
from the host server to the mirroring unit(s) allows a true
mirror of the main host server 200 without a large perfor- 5
mance decrease. By contrast, alternative “clustering” and/or
mirroring solutions that require a local server to handle the
synchronization required for a mirror may either severely
slow or crash that primary server.

At least some previous implementations of re-mirroring 10
have required the local server 200 to intervene if the local
butter could not support the entire local volume, although
implementations have done much to avoid re-synchroniza-
tion of mirrored disks (re-mirroring), over the telecommuni-
cations link. Re-mirroring slowed the main/primary/host 15
server 200 to a standstill, and could take several days. So the
re-mirroring has generally been performed only on weekends
when the network could run slower, as there would be fewer
users. But as disk subsystems are getting larger this 1s no
longer acceptable. The mvention supports nonvolatile stor- 20
age, not only at the remote location but also in the local
mirroring unit 204, which 1s large enough to hold the com-
plete volume that 1s being mirrored to the remote location.
This allows the local mirroring unit 204 to pre-acknowledge
the complete local disk storage volume 1nto a localized smart 25
buffer and perform the tasks related to a re-mirror in the
“background” from the server 200 perspective.

In at least some prior approaches, the limitation of the
maximum rate of all output, from either the local or remote
location, slowed a re-mirror even 1f a frame relay network, 30
ATM, and/or VSAT network was available. By contrast, the
invention flexibly allows a larger I/O pipe capability, which
can 1mprove performance because re-mirrors will be quicker
and data deployment will be more etficient. If mirrored data
being stored remotely becomes unavailable, the data stored at 35
the unavailable site can be moved at high speed to another
facility using a high-speed private data network. These data
networks usually support bandwidths up to an OC48 rate
(2.488-Gigabits per second). An example of this might be a
customer that normally mirrors their data to Chicago and now 40
needs to use the facility in New York for recovery. This type of
need 1s much more common than originally realized.

The original Off-SiteServer product failed to provide an
open Application Programmer Interface (“API”). It was writ-
ten 1nstead solely to closed proprictary hardware 45
(MiralLink’s) and closed proprietary software (Vinca’s). If a
corporate customer had needs that exceeded the scope of that
product there was generally no easy way to make custom
modifications or adjustments. By contrast, the present inven-
tion permits an open API so that adjustments can be made 50
from user-space processes to address specific customers and/
or emerging markets. In particular, and without limitation, the
present invention preferably has an API which provides one
or more calls to reconfigure a mirroring unit without inter-
rupting the server 200, and also provides a call to reboot the 55
mirroring unit without interrupting the server 200.
Configuration Data

System configuration data 1s preferably distributed, so that
if one of the mirroring units loses configuration data, that
configuration data can be recovered from one of the unmit’s 60
peers. Basic configuration data such as network information
1s preferably stored in nonvolatile storage (e.g., on disk, or 1n
battery-backed semiconductor memory), so that even if the
configuration data on the disk 1s lost, the configuration data
can still be restored from the peer mirroring unit. 65

A world wide web 1nterface preferably provides, at a mini-
mum, the following configuration options or their equiva-
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lents: IP address (remote/local); gateway (remote/local); net
mask (remote/local); administrator password (shared); butier
s1ize (local); bufler high water mark (buifer filled beyond
acceptable limits); volume size (configurable up to a factory-
configured hard max); SCSI target Logical Unit Number
(“LUN"); and SNMP configuration (remote/local).

The SNMP configuration itself preferably contains the fol-
lowing: add/delete SNMP monitoring hosts (remote/local);
event polling intervals; butler filled past acceptable limits;
network connection failure; buifer full; remote out of synch;
add/delete e-mail recipient.

The web interface preferably provides, at a minmimum, the
following status information: blocks in bufler; blocks sent;
blocks received; mirroring unit version; mirroring unit serial
number; volume size; whether this unit 1s remote or local. The
web 1nterface preferably provides an unmount remote utility.
The web interface preferably also provides a log dump report.
SNMP and SMTP traps are generally used for the following
events: buflfer filled past acceptable limaits; bufler full; net-
work connection failure; remote out of synch.

The administrative tools may provide noftifications by
¢-mail, by paging, or other means. Notification may be real-
time and/or 1n combination with automated logs or automati-
cally generated reports. Notifications may be sent to system
administrators and/or vendors. In embodiments which run a
web server/mail server package as an interface many of the
characteristics of a web server are available. For instance,
users can access and mange the mirroring unit either locally
or remotely. Depending on permissions, users can access the
mirroring unit internally to the company and/or from any-
where 1n the world. A mirroring unit can notify users (and
mirroring umt vendors) of problems or significant events on
the mirroring unit via e-mail as well as through SNMP. One
can write custom scripts for this e-mail so that different users
or groups of users are notified. Report outputs are not neces-
sarily static. IT a customer requires custom reports for their
management instead of copying the required information
cach month and writing the report over and over again, the
customer or a certified developer can use HIML, JAVA, and/
or other famihar tools and techmiques to have the mirroring
unit generate and e-mail the report as needed 1n the desired
format.

Basic Hardware

In general, a system according to the invention includes
basic hardware such as a standard Pentium II, Pentium III,
AMD K6-3 or AMD K77 class PC-compatible computer
(marks of their respective owners). In various configurations
the machines preferably have at least 64, 128, or 256 mega-
bytes of RAM, and arack-mounted case. They also preferably
contain one 100 Mb Ethernet card, FDDI card, or the like. For
disk interfaces, the machines preferably have a QSCSI card
for disk emulation and an Adaptec 2940UW adapter for
buiter and mirror control, or a FreeBSD supported DPT brand
RAID card. Caching may be used, including RAID or SCSI
controller caching, caching in volatile RAM 1n the mirroring
unit(s), caching in nonvolatile RAM (e.g., static RAM or
battery-back RAM) 1n the mirroring unit(s), and otherwise.
Caching tools and techniques familiar to those 1n the art may
be readily adapted for use according to the present mnvention.

In some embodiments, 1f N 1s the size of the volume to be
mirrored, then local mirroring units 204 which include a local
mirror 230 have storage capacity of at least N for that local
mirror. In some embodiments, a disk system, which serves as
the local buifer 210 (with or without a local mirror) has a
capacity of atleast six-fifths N, that1s 1.2 times N. The remote
mirroring unit has at least one disk system, for the remote
mirror, of size at least N. In all scenarios, the local mirroring,
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unit buifer 210 may need to be equivalent 1n data capacity to
its remote mirroring unit, including bufiers and hot-swap-
pable RAID subsystems, to permit a local re-mirror.

Test Suite

Tests used to gauge performance of a system according to
the invention preferably include analytical tests which can be
used to gauge relative performance and Boolean (pass/fail)
tests that cover critical functional specification conformance
criteria. A Boolean test 1s passed 11 the specified answer to all
questions are correctly matched by test results. The Boolean
tests can be used to determine the suitability of deliverables.

Tests should preferably be passed both 1n a local network
configuration (where the journey link 206 1s within a single
local area network) and 1n a local and remote configuration
(where the local mirroring unit 204 and the remote mirroring
unit are geographically distant from each other). For instance,
a remote network configuration could consist of two sites
connected together with a T1 link 206 or an equivalent
amount of public Internet bandwidth as the journey link 206.

Analytical tests preferably use a standard disk hardware
test suite such as Bonie (for UNIX) or PC'Tools (for Windows
NT and Novell clients). The tests compare performance of a
natrve disk drive (for which the model, size, and characteris-
tics are noted) with the performance of a flexible mirroring,
unit 204. The performance outputs are noted for later refer-
ence.

The following questions are preferably asked, and any
necessary correction 1s made until they are answered as indi-
cated.

Is the mirroring unit 204 recognized by host 200 operating
system as a disk with the correct configured size? (Yes)

Can data be read and written to the mirroring unit 204
without loss? (Yes)

Can the host system 200 perform arbitrary file operations
with data on the mirroring unit 204 for forty-eight hours
without error? (Yes)

Can a local mirroring unit 204 configured with a 100 mega-
byte host volume and a remote network configuration suc-
cessiully mirror data to a remote mirroring unit with a data
rate of at least 300 megabytes/hour and preferably higher 1
FDDI or other support 1s present? (Yes) Note that the 300
megabytes/hour rate 1s under the maximum carrying capacity
for a T1 connection by about 50%; T1 capacity 1s about 617
megabytes/hour.

Can the local mirroring unit 204 be rebooted fully without
the attached host system 200 failing to operate 1n a normal
manner, namely, does the host 200 continue fulfilling its
intended purpose without significant performance degrada-
tion? (Yes)

When the local mirroring unit 204 comes back on line does
it automatically start to transier across the network or other
journey link 206 (e.g., using TCP sockets) data that was left
on the local mirroring unit 204 queue, sending that data to the
remote mirroring unit without loss of data? (Yes) Note that
this should be confirmed by mounting the remote mirroring,
unit’s drive on the host system 200 before and after rebooting
the local mirroring unit 204 while 1t 1s attached to the host
system 200. The remote mirror should be mountable after
such an event without significant need for file system repair.
Data should not be lost and should make sense to the appli-
cation programs that created i1t. After mounting the remote
mirror on the local host system 200 physically, 1s the host
system 200 able to mount the mirror and are application
programs on the host 200 and 1ts clients able to use data on the
mirror successiully? (Yes)

In response to an input of improper information such as a
wrong remote IP address, or an invalid SCSI ID (less than O or
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greater than 15), does the mirroring system crash or hang?
(No) Can the user correct the information, re-initialize the
software and have 1t perform normally without needing a
mirroring unmt reboot? (Yes) Does all software display a cor-
rect version number and copyright statement? (Yes)

In response to a disconnection of the network cable 206 for
a period ol 30 minutes and preferably for longer periods while
a mirroring operation or other disk I/O 1ntensive operation 1s
being conducted by the host system 200, does the local mir-
roring unit 204 continue to work? (Yes) Is it recognized by the
host operating system as a disk with the correct configured
s1ze? (Yes) Can data be read and written to the local mirroring,
umt 204 without loss? (Yes)

After an 1in1tial mirror has been established, disconnect the
network cable for twenty-four hours and perform periodic
re-runs of the tests. Is the local mirroring unit 204 still rec-
ognized by the host 200 operating system as a disk with the
correct configured size? (Yes) Can data still be read and
written to the local mirroring unit 204 without loss? (Yes)

Likewise, after forcing the host system 200 to overflow the
buifer 210 (e.g., by re-mirroring multiple times), verify that
the local mirroring unit 204 still operates properly to the
extent possible. Is the local mirroring unit 204 still recognized
by the host 200 operating system as a disk with the correct
configured size? (Yes) Can data still be read and written to the
local mirroring unit 204 without loss? (Yes) Can a user stop
the en-queuing process and restart it without requiring a local
mirroring unit 204 reboot? (Yes) Can a user can stop the
de-queuing process and restart 1t without requiring a local
mirroring unit 204 reboot? (Yes) Can a user selectively flush
specified portion(s) of the butfer, e.g., flush an aborted mirror
without flushing a full mirror if the data 1s at least partially
remirrored more than once? (Yes)

While a mirroring operation or other disk I/O intensive
operation 1s being conducted by the host system 200, discon-
nect the network cable or other journey link 206 for a period
of thirty minutes. Can the local mirroring unit 204 start send-
ing data from the queue to the remote mirroring unit after
re-establishing a physical network connection? (Yes) Are
valid statistics available from the local mirroring unit 204 as
to the status of the bufler (e.g., full or not full, number of
blocks 1n the bufler, and the number of blocks transierred
from the buffer and received on the remote side)? (Yes)

Unplug the local mirroring unit 204 UPS, shut down the
host system 200, and wait for the power to fail on the local
mirroring unit 204. Restore power to the local mirroring unit
204 and then to the host system 200. Does the host system
operate properly? (Yes) Can the local mirroring unit 204 be
rebooted fully without the attached host system 200 failing to
operate 1n a normal manner? (Yes) When the local mirroring
unmt 204 comes back on line does it automatically start to
transier across the network or other journey link 206 data left
in the local mirroring unit 204 butier 210, without loss of
data? (Yes) Note that the last two of these remote mirror
mounting tests should be performed both before and after this
simulated power failure. Do they pass? (Yes)

In addition, do all previous tests succeed with a host vol-
ume size of 200 gigabytes? (Yes)

Can the remote mirroring unit be disabled and the remote
mirror mounted by a standby server running the same oper-
ating system as the primary host system 2007 (Yes)

Will the remote host then operate normally and without
adverse impact on 1ts performance? ( Yes) Note that the opera-
tion of the previous two tests 1s supported by having the
remote backup host attached on the same SCSI chain as the
remote mirroring unit and 1ts remote mirror disk subsystem

312 or 614.
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SUMMARY

The present 1nvention provides tools and techniques for
data mirroring, locally and/or remotely. In particular, a com-
puter system for remote mirroring of data according to the
invention mcludes one or more tlexible mirroring character-
1stics. Systems for local mirroring (e.g., where the source and
destination are less than ten miles apart) may also have such
flexible mirroring characteristics.

For instance, the system may be characterized by having a
serverless destination. That 1s, one embodiment of the system
mirrors data from the local server 200 as a source through the
local mirroring unit 204 to the remote mirroring unmt 208, 408,
508, 608, or 708 as a destination, without requiring the use of
a remote server attached to the remote mirroring unit.

The system may also be characterized as non-invasive, in
that no software designed specifically for remote data mirror-
ing need be installed on the local server 200. Similarly, no
such soitware need be installed on the secondary server 300 1n
systems that include a server 300. Instead, each mirroring unit
runs an operating system and one or more remote data mir-
roring application programs (including threads, processes,
tasks, etc.). For istance, the mirroring units rather than the
server(s) bufler data to be mirrored, create and monitor con-
nections over the journey link 206, and transmit/receive mir-
rored data over the journey link 206, thereby relieving the
server(s) of those tasks. Likewise, the system may be charac-
terized by disk emulation, such that the system mirrors data
from the local server 200 to the local mirroring unit 204
through a standard storage subsystem bus. Suitable standard
storage subsystem buses include SCSI, fibre channel, USB,
and other nonproprietary buses. Such buses are also referred
to herein as “connections” to the local mirroring unit 204.

The system could be characterized by a TCP journey line
characteristic and/or by an Ethernet journey line characteris-
tic. In one case, for instance, the system mirrors data from the
local server 200 through the local mirroring unit 204, which
operates as a TCP client over the journey line 206; the remote
mirroring unit 208, 308, 408, 508, 608, or 708 operates as a
TCP server. More generally, a journey line characteristic indi-
cates that the high-bandwidth low-latency requirements
imposed by SCSI, original Off

-SiteServer serial connections,
SAN connections, and the like are not present 1n a connection
206 between a local mirroring unit 204 and a remote mirror-
ing unit.

The system might also be characterized by a multiplicity
characteristic. That 1s, the system may provide many-to-one
mirroring from two or more local (primary) servers 200 to a
single remote mirroring unit 208, 308, 408, 508, 608, or 708.
The data mirroring system of remote mirroring unit nonvola-
tile storage may then include one disk partition for each
primary network server 200 with each disk partition holding,
mirrored data for the respective server 200, one external hard
disk 614 for each server 200, one RAID unit 312 for each
server 200, or some combination thereof. The various pri-
mary (local) servers 200 may all use the same operating
systems or they may use some combination of different oper-
ating systems. In some cases the destination nonvolatile stor-
age 1s sulficiently large to hold the combined current nonvola-
tile data of all of the primary servers 200. As another
multiplicity characteristic, the system may provide one-to-
many mirroring from a given local (primary) server 200 to
two or more remote mirroring units 208, 308, 408, 508, 608,
or 708.

The invention also provides methods, including methods
tfor installing flexible mirroring units, methods for using such
units, and methods for doing both. For example, a method for
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tacilitating flexible data mirroring includes at least two steps
from the group 1300 of installing steps. Another method for
flexible data mirroring includes one or more transmitting
steps 1302.

One of the stalling steps involves connecting 1304 the
local server 200 to the local mirroring unit 204 with the
standard storage subsystem bus 202, thereby permitting the
local mirroring unmit 204 to emulate a disk subsystem 1n com-
munications over the link 202. A step 1306 involves connect-
ing the local mirroring unit 204 to the journey link 206 for
transmission of data by at least one of an Ethernet connection
and a TCP connection. A step 1308 involves connecting the
remote mirroring unit 208, 308, 408, 508, 608, or 708 to the
journey link 206 for reception of data transmltted by at least
one of an FEthernet connection and a TCP connection. A
testing step 1310 tests at least one mirroring unit 204, 208,
308, 408, 508, 608, or 708 after at least partial completion of
at least one of the aforesaid connecting steps.

One of the transmitting steps 1302 15 a step 1312 which
transmits data from the local server 200 to the local mirroring
unit 204 over the standard storage subsystem bus 202 while
the local mirroring unit 204 emulates a disk subsystem. A step
1314 transmuits data from the local mirroring unit 204 over the
journey link 206 to the remote mirroring unit 208, 308, 408,
508, 608, or 708. A step 1316 (which may be performed with
the same data transmission as step 1314) transmits data from
the local mlrrormg unit 204 over the journey link 206 to the
remote mlrrormg unit 208, 308, 408, 508, 608, or 708 when
the remote mirroring unit 1s serverless, that 1s, when 1t 1s not
attached to a secondary server 300.

Particular embodiments (methods, configured storage
media, and systems) of the present invention are expressly
illustrated and described herein. To avoid unnecessary repeti-
tion, concepts and details applicable to one embodiment are
not always stated expressly with regard to other embodi-
ments. Unless otherwise expressly indicted, however, the
descriptions herein of particular embodiments of the present
invention extend to other embodiments. For instance, discus-
sions of the invention’s systems also pertain to its methods
and vice versa, and the descriptions of inventive methods also
pertain to corresponding configured storage media and vice
versa.

As used herein, terms such as and ‘“the” and item
designations such as “mirroring unit” are generally inclusive
of one or more of the indicated 1tem. In particular, 1n the
claims a reference to an item means at least one such item 1s
required, unless otherwise indicated.

The mvention may be embodied in other specific forms
without departing from 1ts essential characteristics. The
described embodiments are to be considered 1n all respects
only as illustrative and not restrictive. Headings are for con-
venience only. The scope of the invention 1s, therefore, 1ndi-
cated by the appended claims rather than by the foregoing
description. All changes which come within the meaning and
range of equivalency of the claims are to be embraced within
their scope.

What 1s claimed and desired to be secured by patent 1s:

1. A method, for storing data, performed by a host comput-
ing system, the method comprising:

obtaining an 1nitial state of a storage volume;

transmitting an indication of the mnitial state of the storage

volume;

generating a plurality of blocks of the data, the plurality of

blocks of the data representing a change from a first state
of the storage volume to a second state of the storage
volume, wherein each of the plurality of blocks of the
data 1s associated with a value indicating an order, and
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wherein each value associated with a data block corre-
sponds to a sequence 1 which the host computing sys-
tem stores the data block to a first persistent store;

transmitting, to a mirroring unit operationally independent
from the host computing system, the plurality of blocks
of the data configured 1n a manner suitable for the mir-
roring unit to (A) determine that a second persistent
store 1s available for a write operation, and, in response
to the determining, to (B) store each of the plurality of
blocks of the data to the second persistent store;

transmitting an indication of a particular location 1n the
sequence, the indication configured in a manner suitable
for the mirroring unit to, in response to recerving the
indication of the particular location in the sequence:

retrieve, from the second persistent store, based on the
associated values that correspond to the sequence, one or
more distinguished blocks of the data of the plurality of
blocks of the data, the distinguished blocks comprising
less than all of the plurality of blocks of the data and
selected based on the particular location 1n the sequence;
and
create, by applying the distinguished blocks of the data to
the 1nitial state of the storage volume, a structure repre-
senting a third state of the storage volume; and

receiving the structure representing the third state of the
storage volume, wherein the third state of the storage
volume 1s a state the storage volume was 1n after the
storage volume was in the first state but prior to the
storage volume being in the second state.

2. The method of claim 1 wherein the plurality of blocks of
the data are transmitted through a storage subsystem bus, and
wherein the transmitting the plurality of blocks of the data
through the standard storage subsystem bus comprises:

emulating an interface of the standard storage subsystem

bus; and

transmitting bus data to the emulated interface.

3. The method of claim 1 wherein the associated values
indicating an order are stored 1n a plurality of meta-data
blocks, each meta-data block associated with one of the
blocks of the data.

4. The method of claim 1 further comprising;:

sensing an interruption or a state of high trailic 1n a con-

nection to the mirroring umt operationally independent
from the host computing system; and

in response to the sensing, pausing transmission of the

plurality ol blocks of the data to the mirroring unit opera-
tionally independent from the host computing system.

5. The method of claim 4 further comprising:

a local butfer configured to builer data from the host com-

puting system while the transmission 1s paused.

6. The method of claim 4 further comprising:

detecting a reconnection or a reduction in traffic in the

connection to the mirroring unit operationally indepen-
dent from the host computing system; and

in response to the detecting, resuming transmission of the

plurality of blocks of the data to the mirroring unit opera-
tionally independent from the host computing system.

7. The method of claim 1 wherein the initial state of the
storage volume 1s a snapshot of the data from a first previous
time; and

wherein the mirroring unit operationally independent from

the host computing system 1s configured to:

store the plurality of blocks of the data 1n a journal; and

create the structure representing the third state of the
storage volume by recreating the data from the host
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computing system, from a second previous time after
the first previous time, using the snapshot and a subset
of the data 1n the journal.

8. The method of claim 1 further comprising:

recerving one or more acknowledgement messages,

wherein each acknowledgement message indicates that
one or more of the plurality ol blocks of the data has been
stored to the second persistent store.

9. The method of claim 8 wherein each acknowledgement
message mncludes a signature corresponding to the blocks of
the data that have been acknowledged as stored to the second
persistent store.

10. The method of claim 9 further comprising;:

determining that an attempt to verify at least one of the

signatures has failed; and

transmitting a negative acknowledgement to the mirroring

unit indicating a corresponding acknowledgement veri-
fication failure.

11. The method of claim 1 wherein the value indicating an
order 1s a timestamp.

12. A computer-readable device storing instructions con-
figured to, when executed by a host computing system, cause
the host computing system to perform operations for backing
up data, the operations comprising:

obtaining an 1nitial state of a storage volume;

transmitting an indication of the 1nitial state of the storage

volume:
generating a plurality of blocks of the data, the plurality of
blocks of the data representing a change from a first state
of the storage volume to a second state of the storage
volume, wherein each of the plurality of blocks of the
data 1s associated with a value indicating an order, and
wherein each value associated with a data block corre-
sponds to a sequence 1n which the host computing sys-
tem stores the data block to a first persistent store;

transmitting, to a mirroring unit operationally independent
from the host computing system, the plurality of blocks
of the data, wherein the mirroring unit 1s configured (A)
to determine that a second persistent store 1s available
for a write operation and (B) in response to the deter-
mining, to store each of the plurality of blocks of the data
to the second persistent store;

transmitting an indication of a particular location in the

sequence, wherein the mirroring unit 1s further config-
ured to, 1n response to receiving the indication of the
particular location 1n the sequence:
retrieve, from the second persistent store, based on the
associated values that correspond to the sequence, one or
more distinguished blocks of the data of the plurality of
blocks of the data, the distinguished blocks comprising
less than all of the plurality of blocks of the data and
selected based on the particular location 1n the sequence;
and
create, by applying the distinguished blocks of the data to
the 1nitial state of the storage volume, a structure repre-
senting a third state of the storage volume; and

recerving the structure representing the third state of the
storage volume, wherein the third state of the storage
volume 1s a state the storage volume was in aiter the
storage volume was 1n the {first state but prior to the
storage volume being in the second state.

13. The computer-readable device of claim 12 wherein the

associated values indicating an order are stored 1n a plurality
of meta-data blocks, each meta-data block associated with

one of the blocks of the data.
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14. The computer-readable device of claim 12 wherein the
initial state of the storage volume 1s a snapshot of the data
from a first previous time; and

wherein the mirroring unit operationally independent from

the host computing system 1s configured to:

store the plurality of blocks of the data 1n a journal; and

create the structure representing the third state of the stor-

age volume by recreating the data from the host com-
puting system, from a second previous time aiter the first
previous time, using the snapshot and a subset of the data
in the journal.

15. The computer-readable device of claim 12, wherein the
operations further comprise:

receiving one or more acknowledgement messages,

wherein each acknowledgement message indicates that
one or more of the plurality of blocks of the data has been
stored to the second persistent store.

16. The computer-readable device of claim 15 wherein
cach acknowledgement message includes a signature corre-
sponding to the blocks of the data that have been acknowl-
edged as stored to the second persistent store.

17. The computer-readable device of claim 16, wherein the
operations further comprise:

determining that an attempt to verity at least one of the

signatures has failed; and

transmitting a negative acknowledgement to the mirroring

umt indicating a corresponding acknowledgement veri-
fication failure.

18. A host computing system configured to perform opera-
tions for backing up data, the system comprising:

ONe Or MOore Processors;

a memory;

a storage volume configured to:

provide an 1mtial state of the storage volume; and

generate a plurality of blocks of the data, the plurality of

blocks of the data representing a change from a first state
of the storage volume to a second state of the storage
volume, wherein each of the plurality of blocks of the
data 1s associated with a value indicating an order, and
wherein each value associated with a data block corre-
sponds to a sequence i which the host computing sys-
tem stores the data block to a first persistent store; and

a transceiver configured to:

transmit an indication of the initial state of the storage

volume;
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transmit, to a mirroring unit operationally independent
from the host computing system, the plurality of blocks
of the data, wherein the mirroring unit 1s configured (A)
to determine that a second persistent store 1s available
for a write operation and (B) 1n response to the deter-
mining, to store each of the plurality of blocks ofthe data
to the second persistent store;

transmit an indication of a particular location in the
sequence, wherein the mirroring unit 1s further config-
ured to, 1n response to receiving the indication of the
particular location 1n the sequence:

retrieve, from the second persistent store, based on the
associated values that correspond to the sequence, one or
more distinguished blocks of the data of the plurality of
blocks of the data, the distinguished blocks comprising
less than all of the plurality of blocks of the data and
selected based on the particular location in the sequence;
and

create, by applying the distinguished blocks of the data to
the 1nitial state of the storage volume, a structure repre-
senting a third state of the storage volume; and

recerve the structure representing the third state of the
storage volume, wherein the third state of the storage
volume 1s a state the storage volume was 1n aiter the
storage volume was 1n the {first state but prior to the
storage volume being in the second state.

19. The system of claim 18, wherein the transceiver 1s

turther configured to:

recerve one or more acknowledgement messages, wherein
cach acknowledgement message indicates that one or
more of the plurality of blocks of the data has been stored
to the second persistent store; and

wherein each acknowledgement message includes a signa-
ture corresponding to the blocks of the data that have
been acknowledged as stored to the second persistent
store.

20. The system of claim 19, wherein the transceiver 1s
turther configured to, in response to determining that an
attempt to verily at least one of the signatures has failed,
transmit a negative acknowledgement to the mirroring unit
indicating a corresponding acknowledgement verification
failure.
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