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(57) ABSTRACT

A method and apparatus of monitoring active data commu-
nication sessions and potential new connections 1s disclosed.
One example method of operation may include identifying a
data communications requirement of a first network device
currently communicating via the first communications con-
nection with a second network device, an transmitting a data
test message over at least one of the existing first communi-
cations connection and the second communications connec-
tion. The method may also include recerving a response to the
data test message, and determining a change-over from the
first communications connection to the second communica-
tions connection would provide a more optimal data connec-
tion based on the identified data communications require-
ments of the first network device. Active data sessions are
constantly being considered for a change-over by potential
new data connections which may provide increased optimal
data performance.

17 Claims, 6 Drawing Sheets
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METHOD AND APPARATUS OF
PERFORMING PEER-TO-PEER
COMMUNICATION ESTABLISHMENT AND
CONNECTION CHANGE-OVER

TECHNICAL FIELD OF THE INVENTION

This invention relates to a method and apparatus of estab-
lishing data communications 1n a peer-to-peer communica-
tion environment by implementing a user datagram protocol
data transter (UDP) protocol along with a transmission con-
trol protocol (TCP), and, to implementing a change-over pro-
cedure when more optimal data connections become avail-

able.

BACKGROUND OF THE INVENTION

A UDP-based data transier may provide data communica-
tion. UDP may be configured to add reliability control and
congestion control. UDP may also be configured to provide a
high performance transier interface to distributed data-inten-
stve applications over a wide area network. In instances
where TCP seldom operates efficiently, UDP may provide an
alternative to data transter. UDP can also be used 1n other
situations where TCP 1s not suitable (e.g., multimedia stream-
ing, firewall data transters, partial reliability, etc.).

The tflow of data traific within communications networks 1s
predominantly based on the proprietary transmission control

protocol (TCP). UDP data flows can share the available band-
width fairly, while accommodating TCP data traific. UDP
operates at the application level. UDP supports user-defined
congestion control algorithms with simple setup configura-
tion. Users may modity UDP to suit various situations. UDP
1s defined as the user datagram protocol (UDP), which makes
it easier to traverse data firewalls. In addition, multiple UDP
flows can share a single UDP port, which 1s advantageous
since a firewall can usually only open one UDP port for all
UDP connections present.

As 1ndicated above, implementing the UDP protocol can
increase data communication efficiency in certain circums-
stances, however, integration with UDP and proprietary TCP
communication networking protocols presents challenges
when 1implementing such hybrid protocol suites. Addition-
ally, maintaining an optimal communication session may
require periodic changes to the existing communication ses-
s1ons and data connections.

SUMMARY OF THE INVENTION

One embodiment of the present invention may include a
method of monitoring a first communications connection and
a second communications connection 1n anticipation of per-
forming a change-over. The method may include 1dentifying
a data communications requirement of a first network device
currently communicating via the first communications con-
nection with a second network device, and transmitting a data
test message over at least one of the existing first communi-
cations connection and the second communications connec-
tion. The method may also include recerving a response to the
data test message, and determining a change-over from the
first communications connection to the second communica-
tions connection would provide a more optimal data connec-
tion based on the identified data communications require-
ments of the first network device.

Another example embodiment of the present mvention
may include an apparatus configured to monitor a first com-
munications connection and a second communications con-
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2

nection 1n anticipation of performing a change-over. The
apparatus may include a processor configured to identify a
data communications requirement of a first network device
currently communicating via the first communications con-
nection with a second network device, and a transmitter con-
figured to transmit a data test message over at least one of the
existing first communications connection and the second
communications connection. The apparatus may also include
a recerver configured to recerve a response to the data test
message. The processor may further be configured to deter-
mine a change-over from the first communications connec-
tion to the second communications connection would provide
a more optimal data connection based on the identified data
communications requirements of the first network device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1illustrates an example network configuration,
according to conventional configurations of the prior art.

FIG. 2A 1illustrates an example network configuration of a
P2P connection establishment, according to example
embodiments of the present invention.

FIG. 2B illustrates an example network configuration of a
change-over procedure, according to example embodiments
ol the present invention.

FIG. 3A 1llustrates an example detailed network configu-
ration, according to an example method of operation of the
present 1nvention.

FIG. 3B illustrates another example detailed network con-
figuration, according to an example method of operation of
the present invention.

FI1G. 4 1llustrates an example tlow diagram, according to an
example method of operation of the present invention.

FIG. § 1llustrates an example network entity device con-
figured to store instructions, software, and corresponding
hardware for executing the same, according to example
embodiments of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

It will be readily understood that the components of the
present invention, as generally described and illustrated in the
figures herein, may be arranged and designed 1n a wide vari-
ety of different configurations. Thus, the following detailed
description of the embodiments of a method, apparatus, and
system, as represented in the attached figures, 1s not intended
to limait the scope of the mvention as claimed, but 1s merely
representative of selected embodiments of the imnvention.

The features, structures, or characteristics of the invention
described throughout this specification may be combined 1n
any suitable manner i one or more embodiments. For
example, the usage of the phrases “example embodiments”,
“some embodiments™, or other similar language, throughout
this specification refers to the fact that a particular feature,
structure, or characteristic described in connection with the
embodiment may be included 1n at least one embodiment of
the present invention. Thus, appearances of the phrases
“example embodiments”, . “in other

, “in some embodiments™,
embodiments™, or other similar language, throughout this
specification do not necessarily all refer to the same group of
embodiments, and the described features, structures, or char-
acteristics may be combined 1n any suitable manner 1n one or
more embodiments.

In addition, while the term “message” has been used 1n the
description of embodiments of the present invention, the
invention may be applied to many types of network data, such
as packet, frame, datagram, etc. For purposes of this mnven-
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tion, the term “message™ also includes packet, frame, data-
gram, and any equivalents thereof. Furthermore, while certain
types of messages and signaling are depicted 1n exemplary
embodiments of the invention, the invention 1s not limited to
a certain type of message, and the invention 1s not limited to
a certain type of signaling.

FIG. 1 illustrates an example conventional communication
network. Referring to FIG. 1, a communication server 101 1s
in communication with an administrative machine 102,
which may be any of the computers or computing devices
operating on the communication network. The communica-
tion network also 1includes an agent machine 103. Although,
the physical configuration of FIG. 1 may also be similar to
example embodiments of the present invention, the commu-
nication protocol signaling, connection establishment mes-
sages and/or other communication features follow conven-
tional operations, which are different 1from the
communication signaling of the present mvention.

FIG. 2A illustrates an example communication network,
according to example embodiments of the present invention.
Referring to FIG. 2A, a communication server 101 1s 1n
communication with an administrattve machine 102, which
may be any of the computers or computing devices operating,
on the communication network. The communication network
also includes an agent machine 103.

Referring to FIG. 2A, 1n operation, an 1nitial connection 1s
established between an administrative machine 102 and the
agent machine 103 via the communication server 101. The
communication server 101 may provide a connection
between the administrative server 102 and the agent machine
103 by providing an initial commumnication channel required
to exchange messages used to establish a P2P connection via
rendezvous messages. Also, a live connect feature of the
communication server 101 that becomes fully connected and
tully functional may reduce the wait time observed from the
user perspective.

FI1G. 2B 1llustrates an example change-over procedure that
may occur 1f a more optimized communication connection 1s
discovered. Referring to FIG. 2B, after a connection has been
established and a corresponding P2P session has been estab-
lished, ongoing network audits may be performed to deter-
mine 1f more optimal connections are available. Such consid-
crations used to determine an optimal connection may
include bandwidth, latency, availability, etc. An alternative
communication server 101x may be identified prior to
attempting to establish a new connection. Change-over pro-
cedures and examples are discussed 1n further detail below.

In operation, the administrative machine 102 1ssues an
HTTP request to the communication server 101 from a
browser 1nterface to connect to the agent machine 103. The
HTTP request contains a session-I1D uniquely identifying the
session and an agent globally unique i1dentifier (GUID)
uniquely 1dentifying the agent. In response to the request, the
communication server 101 executes a script (for example, a
“startKLC” script) on the specified agent machine 103. The
agent machine 103 executes the script to download all nec-
essary dynamic linked libraries (DLLs) from the communi-
cation server 101.

One of the downloaded DLLs may be the communications
client, which 1s istructed to contact one or more relay servers
via TCP, given a list of IP address/port pairs. The administra-
tive machine 102 and agent machine 103 independently
attempt to connect via TCP to one or more relay servers using
the session-ID as a token used to identily the connection.
When arelay server identifies both connections with the same
session-1D 1t automatically associates those connections with
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4

one another. As aresult, the relay server will recetve messages
from one client and forward them to the other transparently.

Negotiation of potential peer-to-peer routes takes place
over this mitial relay-mediated connection. Once the mitial
connection 1s established, the administrative server 102 and
the agent machine 103 may exchange the local IP addresses of
all network interfaces on the server by using rendezvous
messages, which may be a first operation performed to estab-
lish a P2P connection. Additionally, 1t may be necessary for a
connecting machine to have access to the public IP address/
port pair (socket address) of the remote machine seeking
access. A public socket address 1s a unique address that can be
used to connect to the remote machine outside 1ts private
network. A network address translator (NAT) or firewall typi-
cally assigns a temporary public socket address automatically
when a server sends network traffic out through the NAT or
firewall to the public Internet.

Both machines 102 and 103 may attempt to discover their
public socket addresses by querying a STUN server (not
shown), which encapsulates the address into a rendezvous
message and sends it to one of the servers. Each machine
receives the rendezvous message from the other machine and
tries to establish a connection with the socket address speci-
fied in the message. These addresses are exchanged through
the existing TCP connections between communication server
101, the agent machine 103 and the administrative server 102.

In addition to the use of a STUN server to discover a public
socket address, one or more of the servers may attempt to
locate a responding universal plug and play (UPNP) device on
the local network. The UPNP protocol allows a server to
explicitly control NAT functionality on a network device. If
such a device 1s discovered, the server requests a specific
public port assignment. That assigned port 1s then supplied in
the rendezvous message. 1T both servers have successtully
received a rendezvous message from their counterparts, they
will attempt to reach the other server’s corresponding public
address. Whether or not this connection attempt succeeds
depends on the configuration of the NAT or firewall device 1n
use.

If a peer-to-peer connection 1s established, all data 1s trans-
terred between the agent machine 103 and the administrative
machine 102 via the peer-to-peer connection. In other words,
the 1nitial relay connection used to share IP address informa-
tion (rendezvous messages) 1s no longer used. The 1nitial
relay connection 1s a TCP connection between the adminis-
trative machine 102 and the agent machine 103 via the com-
munication server 101. The P2P connection may provide
increased scalability since the data 1s now exchanged directly
between the administrative machine 102 and agent machine
103 and no longer requires the communication server 101 to
send and recerve messages. If a peer-to-peer connection could
not be established, servers 102 and 103 may continue to use
the relay mediated connection for the remainder of the ses-
$101.

In general, one communication server 101 may serve as a
communication medium for thousands of agents without
experiencing overloading. In addition, since the connection 1s
dedicated only for the exchange of data between the agent
machine 103 and the administrative machine 102 there 1s an
increased likelihood that the P2P connection will provide a
more secure and eflicient data connection than the relay con-
nection provided via the commumication server 101.

Another outcome of the established P2P connection is data
optimization. For instance, once all possible connections
speed and reliability have been measured, the most optimal
connection may be selected as the best connection among the
P2P connection. It 1s important to note that there can be more
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than one P2P connection and relay connection at any given
time. The agent machine 103 may be operating under a soft-
ware agent compatible with the communication server 101.
The administrative server 102 may be any network machine
that the administrator logs 1nto as a virtual system adminis-
trator and manages the machines that are being monitored,
such as, a monitored agent machine 103.

According to other example embodiments of the present
invention, a peer-to-peer connection may be established using
a hybrid TCP/UDP approach. In operation, an nitial connec-
tion 1s established between the administrative server 102 and
the agent machine 103. The communication server 101 may
provide a connection between the administrative server 102
and the agent machine 103. Once the 1nmitial connection 1s
established, 1f the mitial rendezvous attempt was not success-
tul, additional rendezvous attempts may be made using any
additional local interfaces on the server (e.g., network cards).
An attempt may be made to connect to one or more of the
available interfaces to transmit establishment requests to each
remote interface 1dentified from the reception of the rendez-
vous message. For example, local interfaces of the agent
machine 103 (1, 2) (not shown) may transmit a connect mes-
sage to each of the remote mterfaces (A, B, C) (not shown) of
the administrative machine 102. The connection establish-
ment may be symmetric, such that each of the remote inter-
faces attempts to connect to each of the local interfaces.

Every connection attempt may be performed on an inde-
pendent thread using the TCP and UDP protocols. For
example, each connection attempt for a TCP connection may
be performed by establishing a connection attempt thread
designated to attempt TCP connections over the communica-
tion network of FIG. 2. In connecting the agent machine 103
with the administrative server 102, the administrative server
102 may use the socket address 1t received as part of the
rendezvous message exchanged between the agent machine
103 and the administrative server 102.

The first connection attempt that 1s deemed a successiul
connection may be used as the peer-to-peer connection
between the administrative server 102 and the agent machine
103. Once a peer-to-peer connection 1s established, all data 1s
transierred between the agent machine 103 and the adminais-
trative machine via the peer-to-peer connection. In other
words, the 1nitial relay connection used to share information
and setup the connection attempt 1s no longer used.

Alternatively, the most reliable and/or most efficient con-
nection may be deemed the actual connection that 1s used.
Simultaneous connection attempts may be performed by a
thread designated to attempt connections over UDP. The UDP
connection attempts may be performed by executing threads
that determine a “BestRouteFound.” In general, the connec-
tion that 1s established first over the TCP and UDP attempts
will be the selected connection, however, additional consid-
erations may be made before selecting a connection, such as,
reliability, history, predetermined preferences, etc.

Example embodiments of the present invention may also
provide a TCP multiplexer function, which provides multiple
independent modules (clients) to establish TCP connections
locally to a connected entity. Connection requests are trans-
mitted over the above-described communications channels to
a similar remote instance, which connects to a TCP service
module residing on the remote server. Once connected, mes-
sages received on the local entity are transmitted transpar-
ently to the remote mstance and vice versa. Many such clients
and corresponding services may be connected simulta-
neously and independently.

When establishing a UDP connection, a machine, such as,
an agent machine 103 sends a request to connect to a remote
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machine, such as, an administrative machine 102 or vice
versa. The remote machine responds by sending an acknowl-
edgement message. Once the mnitiator of the request receives
the acknowledgement response, the UDP protocol operates
by designating the connection to be used. The agent machine
103 may send a UDP connection request to the administrative
machine 102 by transmitting a connection request from each
interface and vice versa. For example, if the agent machine
103 has two interfaces (1, 2) and the administrative machine
102 has three interfaces (A, B, C), then the combination of the
various interfaces may yield 6 connection requests (2 agent
interfacesxadministrative 1interfaces), however, the result
may vield fewer (1.e., one) connections then connection
attempt messages transmitted.

After a P2P connection 1s established, a change-over may
be requested and confirmed via communication between the
administrative machine 102, the communication server and/
or the agent machine 103. For example, once the P2P estab-
lishment algorithm determines a new connection i1s more
optimal than the one currently being used for data transfer, a
change-over may be performed to use the better connection
for data transier. It 1s a mutual agreement between the agent
machine 103 and administrative machine 102 to use the new
established connection for all communications.

Communications networks vary in their performance char-
acteristics. For instance, they may be responsive 1n terms of
low-latency end-to-end response, but may not sustain con-
tinuous high bandwidth data transter channels. Conversely,
although they may transfer high bandwidth data etficiently,
they may incur a large end-to-end delay. In addition, their
performance characteristics may vary over time. The clients
vary 1n their requirements for low-latency (perceived real-
time responsiveness) or overall bandwidth (efficient bulk data
transier). A screen sharing client 1s an example of a client
application requiring good real-time performance, though
minimal data 1s actually exchanged. Conversely, a file transier
client 1s an application which requires high bandwidth but 1s
not as sensitive to end-to-end latency.

FIG. 3A 1llustrates an example communication network
with added detail to indicate the client modules within the
network devices. Referring to FIG. 3A, the administrator
server 102 and the agent machine 103 communicate through
the communication server 101. The administrator 102
includes an external TCP client 102-1 and a relay client
102-2. The agent 103 includes an external TCP client 103-1
and a relay client 103-2. The communication server 101 also
includes a relay server subsystem 101-1 that communicates
with the relay clients 102-2 and 103-2.

A relay server auxiliary subsystem 104 may also be used to
support the relay connection prior to or contemporaneous
with the communication server 101 connection. The relay
server auxiliary subsystem 104 may be one of possibly sev-
eral auxiliary relay servers available 1n the communication
network. The client data flow 1s indicated as flowing from the
administrative server 102 and the agent 103 via the client
connections. In operation, the communication server 101
may setup a connection, however, the communication server
101 1s otherwise not part of the communication session
between the administrative server 102 and the agent 103. The
peer-to-peer connections 1llustrated 1n FIG. 3A may be based
on a UDP connection and/or one or more non-firewalled TCP
connections.

During the course of a client communication session, one
or more client or client modules on the administrative
machine 102 may desire to establish a TCP session with a
peer server on agent machine 103 using the existing system as
a communications medium. In order to prepare for establish-
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ing a connection to the peer, a software API would be invoked
indicating what the preferred throughput profile 1s for the
client, whether 1t be a low-latency or high bulk data transfer
requirement, or both requirements, efc.

The communication system of FIG. 3A combines the
requirements of 1ts current set of clients to determine whether
the preferred bandwidth profile 1s low-latency or high
throughput. The system also examines average packets
inbound vs. average packets outbound to determine whether
to execute a change-over decision based on average measured
inbound bandwidth or outbound bandwidth.

FIG. 3B 1llustrates a communication system according to
another example embodiment of the present invention. Refer-
ring to FIG. 3B, the established channels may include one or
more relays configured with TCP, P2P-TCP and/or UDP.
During the communication over the established channels,
other channels are periodically evaluated as indicated by the
dotted lines, a ‘best’ channel may be observed during the
evaluation cycle and selected via a changeover procedure.

The changeover may include selecting the best of several
parallel channels between the same two endpoints, these
channels may be p2p or relay-mediated. In the changeover
procedure there are generally only two endpoints involved
(agent machine 103 and alternative administrative machine
102B), however, there may be multiple relays implemented
between two endpoints and only one ‘application” embodied
in several ‘communication servers’ 101 A and 101B.

In order to determine whether a change-over 1s appropriate
the agent machine 103 monitors all the active connections and
continuously, at intervals, measures data speed (bandwidth
(Bps)). The measurements attempt to characterize each con-
nection 1n terms of a predominant data direction, level of
latency and bulk transter rate. If a determination 1s made that
a new connection would perform with increased optimization
based on a tested connection, as compared to the current
connection being used, a change-over decision may be
aifirmed.

In order for a change-over to occur, average measured
bandwidth over an interval of several tests must exceed the
current connection bandwidth 1n the same dimension by a
percentage threshold to avoid constant disruption. Such a
change-over may include sending a message to the agent
machine 103 that all subsequent communication will be per-
formed on this new connection. In response, the agent
machine 103 sends aresponse to the agent machine 102 “OK™
or “ACK?” that 1t 1s acceptable to use the established connec-
tion. The response from the agent machine 103 completes the
change-over. After this response, all messages between the
agent machine 102 and agent machine 103 are exchanged on
the new connection.

During the course of an initial connection establishment
procedure, a connection may be selected after a best connec-
tion 1s 1dentified. The first established peer-to-peer connec-
tion 1s automatically selected as the preferred connection by
default. The preferred connection may be established by 1den-
tifying an agent’s requirements or service requests. An imme-
diate change-over from the 1nitial relay connection 1s per-
formed once the selected peer-to-peer connection 1s
discovered and 1dentified as a potential candidate connection.
Subsequently, bandwidth and network performance tests
determine the best connection and whether any change-over
1s needed for increased optimal performance of the data trans-
fer.

When a communication session 1s established between the
administrator 102 and the agent 103, the IP address and port
of one or more relay servers 104 1s provided to both the
administrator 102 and agent machines 103. The administrator

10

15

20

25

30

35

40

45

50

55

60

65

8

102 and agent 103 independently attempt to connect via TCP
to each of the servers 101 and/or 104 using the session ID as
a token to 1dentily the connection. When a relay server 104
views both a ‘listen” and a ‘connect’ connection having the
same token identifier, 1t associates them and will receive
messages irom one client and forward them to the other client
transparently. Negotiation of potential peer-to-peer routes
take place over the 1mitial relay-mediated connection.

The various connections that may be active once the setup
phase has completed may include one or more of non-fire-
walled TCP connections, a UDP connection, and a relay-
mediated connection. If the agent 103 and the administrator
102 are located on the same network subnet, then there could
be two or three TCP connections established as well as a UDP
connection, 1n addition to the initial relay connection. For a
connection through a firewall, a relay connection and a UDP
connection may be used. A session may include one to ten
different connections for data transfer and signaling.

Once a first connection 1s established, the administrator
102 communicates to the agent 103 via connections of vari-
ous types on various interfaces, all of which are used to
communicate to the same peer device. In order to maintain an
active session, ‘keepalive’ messages may be used to maintain
active acknowledgements for a period of 10 seconds. If a
‘keepalive’ message 1s not received and/or acknowledged a
predefined number of times (e.g., three times) 1n a particular
time period, a connection may be dropped for want of a more
eificient connection.

Additional tests may be utilized, such as, a periodically
(every 10 seconds) sent bandwidth test message. Such a test
message may be sent to one of the peers of the session, which
1s 1immediately returned over the same connection. For a
latency test, a small message may be sent to measure round-
trip delay. For the bulk data test, several (8) large (2000 byte)
messages may be used to confirm data integrity and band-
width. The test messages may be transmitted over both the
ex1isting connection and the potential new candidate connec-
tion and compared to verily which connection provides a
more optimal data channel. Alternatively, test messages may
be only sent over the new candidate connection and compared
to previously recorded data test message results of the first
communications channel.

In order to measure an outbound data rate (Bps), the time
from sending the message to the arrival of the received first
message may be used as a proxy for the outbound data rate
(Bps). Also, a measure from the first message recerved to the
end of the last packet received provides an 1ndication of an
inbound bandwidth rate (Bps). A rolling window of samples
(e.g., last 10) may be maintained to provide an average during
cach change-over consideration (every 30 seconds).

Once an opportunity has been discovered to perform a
change-over procedure, the administrative machine 102 may
make change-over determinations from bandwidth test mes-
sages 1t exchanges with the agent machine 103. Communica-
tion server 101 may operate as a mere reflector, 1n the context
of the communications channel. The administrative machine
102 will ultimately perform the change-over, but the change-
over attempt may fail due to a timeout or a failure to recerve
a required message. The change-over may be an automated
feature performed seamlessly from the agent’s perspective.

During negotiation of a change-over, messages are taken
from the current connection in both directions before the
messages are sent over the new connection. Negotiation com-
pletes or fails before messages tlow over the new connection
or fall back to the old one. The old connection stays up and
active and 1s tested for 1ts bandwidth characteristics, and
remains a candidate for a change-over. TCP and/or UDP may




US 9,270,747 B2

9

be used for the peer-to-peer connections. For example, TCP
may be used from the relay-mediated connections. Re-testing
and re-evaluating are constantly performed over the duration
of the active session. A mimimum threshold of difference 1n
performance parameters between the measured data of the
new candidate connection and the previous connection (e.g.,
10%, 20%, etc.) 1s required to avoid unnecessary or trivial
jumping of connections. In order to setup a secure connec-
tion, all messages may be encrypted using 256 bit AES.

One example method of operation is illustrated 1n the flow
diagram of FIG. 4. Referring to FIG. 4, a method of monitor-
ing a first communications connection and a second commu-
nications connection in anticipation of performing a change-
over 1s 1llustrated. The method may include identitying a data
communications requirement of a first network device cur-
rently communicating via the first communications connec-
tion with a second network device, at operation 401. The
method may also include transmitting a data test message
over at least one of the existing first communications connec-
tion and the second communications connection, at operation
402. The method may also provide recerving a response to the
data test message, at operation 403 and determining a change-
over from the first communications connection to the second
communications connection would provide a more optimal
data connection based on the identified data communications
requirements of the first network device, at operation 404.

The operations of a method or algorithm described in con-
nection with the embodiments disclosed herein may be
embodied directly i hardware, in a computer program
executed by a processor, or 1n a combination of the two. A
computer program may be embodied on a computer readable
medium, such as a storage medium. For example, a computer
program may reside m random access memory (“RAM™),
flash memory, read-only memory (“ROM”), erasable pro-
grammable read-only memory (“EPROM?”), electrically
crasable programmable read-only memory (“EEPROM”),
registers, hard disk, a removable disk, a compact disk read-
only memory (“CD-ROM?”), or any other form of storage
medium known 1n the art.

An exemplary storage medium may be coupled to the
processor such that the processor may read information from.,
and write information to, the storage medium. In the alterna-
tive, the storage medium may be integral to the processor. The
processor and the storage medium may reside 1n an applica-
tion specific mtegrated circuit (“ASIC”). In the alternative,
the processor and the storage medium may reside as discrete
components. For example FIG. 5 illustrates an example net-
work element 500, which may represent any of the above-
described network components 101, 102 and 103.

Asillustrated 1n FI1G. 5, amemory 310 and a processor 520
may be discrete components of the network entity 300 that are
used to execute an application or set of operations. The appli-
cation may be coded in software 1n a computer language
understood by the processor 520, and stored 1n a computer
readable medium, such as, the memory 510. The computer
readable medium may be a non-transitory computer readable
medium that includes tangible hardware components 1n addi-
tion to software stored 1n memory. Furthermore, a software
module 530 may be another discrete entity that 1s part of the
network entity 500, and which contains software nstructions
that may be executed by the processor 520. In addition to the
above noted components of the network entity 500, the net-
work entity 500 may also have a transmitter and receiver pair
configured to receive and transmit communication signals
(not shown).

While preferred embodiments of the present invention
have been described, it 1s to be understood that the embodi-
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ments described are illustrative only and the scope of the
invention 1s to be defined solely by the appended claims when
considered with a full range of equivalents and modifications
(e.g., protocols, hardware devices, software platforms etc.)
thereto.

What 1s claimed 1s:

1. A method of monitoring a first communications connec-
tion and a second communications connection in anticipation
of performing a change-over, the method comprising:

identifying a data commumnications requirement of a first
network device currently communicating via the first
communications connection with a second network
device;

transmitting a data test message over the second commu-
nications connection;

recerving a response to the data test message wherein the
response to the data test message 1s compared to previ-
ously measured test data associated with the first com-
munications connection to determine which of the first
and second commumnications connections provides a
more optimal data connection;

determining an average measured bandwidth over a pre-
defined interval comprising a plurality of connection
tests exceeds a current connection bandwidth of the first
communications connection by a predefined percentage
threshold; and

determiming a change-over from the first communications
connection to the second communications connection
would provide a more optimal data connection based on
the 1dentified data communications requirements of the
first network device and the predefined percentage
threshold being exceeded.

2. The method of claim 1, wherein the first communica-
tions connection and the second communications connection
are peer-to-peer data connections.

3. The method of claim 1, wherein the 1dentifying the data
communications requirement of the first network device
comprises determining at least one of a latency rate and a data
rate.

4. The method of claim 1, wherein the transmitting the data
test message comprises transmitting at least one of a band-
width test message and a latency test message.

5. The method of claim 1, further comprising;

changing an existing data communications session
between the first network device and the second network
device from the first communications channel to the
second communications channel.

6. The method of claim 1, wherein data communications
between the first communications device and the second com-
munications device are changed from the first communica-
tions channel to the second communications channel if a
difference between the response to the test data message
provides test data that 1s more optimal than the previously
measured test data by a minimum threshold of difference.

7. An apparatus configured to monitor a first communica-
tions connection and a second communications connection in
anticipation of performing a change-over, the apparatus com-
prising;:

a processor configured to 1dentify a data communications
requirement of a first network device currently commu-
nicating via the first communications connection with a
second network device;

a transmitter configured to transmit a data test message
over the second communications connection; and

a recerver configured to recerve a response to the data test
message, wherein the response to the data test message
1s compared to previously measured test data associated
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with the first communications connection to determine

which of the first and second communications connec-

tions provides a more optimal data connection,

wherein the processor 1s further configured to

determine an average measured bandwidth over a pre-
defined interval comprising a plurality of connection
tests exceeds a current connection bandwidth of the
first communications connection by a predefined per-
centage threshold, and

determine a change-over from the first communications
connection to the second communications connection
would provide a more optimal data connection based
on the i1dentified data communications requirements
of the first network device and the predefined percent-
age threshold being exceeded.

8. The apparatus of claim 7, wherein the first communica-
tions connection and the second communications connection
are peer-to-peer data connections.

9. The apparatus of claim 7, wherein the data communica-
tions requirement of the first network device comprises at
least one of a latency rate and a data rate.

10. The apparatus of claim 7, wherein the data test message
1s comprises at least one of a bandwidth test message and a
latency test message.

11. The apparatus of claim 7, wherein the processor is
turther configured to perform changing an existing data com-
munications session between the first network device and the
second network device from the first communications chan-
nel to the second communications channel.

12. The apparatus of claim 7, wherein data communica-
tions between the first communications device and the second
communications device are changed from the first communi-
cations channel to the second communications channel 11 a
difference between the response to the test data message
provides test data that 1s more optimal than the previously
measured test data by a minimum threshold of difference.

13. A non-transitory computer readable storage medium
comprising istructions that when executed cause a processor
to perform monitoring a first communications connection and
a second communications connection 1n anticipation of per-

forming a change-over, the processor being further config-
ured to perform:
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identifying a data communications requirement of a first
network device currently communicating via the first
communications connection with a second network
device;

transmitting a data test message over the second commu-
nications connection;

receving a response to the data test message, wherein the
response to the data test message 1s compared to previ-
ously measured test data associated with the first com-
munications connection to determine which of the first
and second commumnications connections provides a
more optimal data connection;

determinming an average measured bandwidth over a pre-
defined interval comprising a plurality of connection
tests exceeds a current connection bandwidth of the first
communications connection by a predefined percentage

threshold; and

determining a change-over from the first communications
connection to the second communications connection
would provide a more optimal data connection based on
the 1dentified data communications requirements of the
first network device and the predefined percentage
threshold being exceeded.

14. The non-transitory computer readable storage medium
of claim 13, wherein the first communications connection and
the second communications connection are peer-to-peer data
connections.

15. The non-transitory computer readable storage medium
of claim 13, wherein the 1dentifying the data communications
requirement of the first network device comprises determin-
ing at least one of a latency rate and a data rate.

16. The non-transitory computer readable storage medium
of claim 13, wherein the transmaitting a data test message over
the existing {first communications connection comprises
transmitting at least one of a bandwidth test message and a
latency test message.

17. The non-transitory computer readable storage medium
of claim 13, wherein the data test message 1s transmitted over
the second communications connection and the response to
the data test message 1s compared to previously measured test
data associated with the first communications connection to
determine which of the first and second communications
connections provides a more optimal data connection.
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