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LOADING AN OPERATING SYSTEM OF A
DISKLESS COMPUTE NODE USING A
SINGLE VIRTUAL PROTOCOL
INTERCONNECT (‘VPI’) ADAPTER

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a continuation application of and claims
priority from U.S. patent application Ser. No. 14/062,364,
filed on Oct. 24, 2013.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The field of the invention 1s data processing, or, more
specifically, methods, apparatus, and products for loading an
operating system of a diskless compute node using a single
Virtual Protocol Interconnect (*VPI’) adapter.

2. Description of Related Art

Modern computing systems can include many compute
nodes that operate independently of each other. One example
of such a computing system 1s a blade center that includes a
large number of blade servers. It can be desirable to reduce the
hardware resources in each compute node, as hardware
resources can be expensive and space-consuming.

SUMMARY OF THE INVENTION

Methods, apparatuses, and products for loading an operat-
ing system ol a diskless compute node using a single VPI
adapter are disclosed in this specification. Loading such an
operating system of a diskless compute node may include:
setting, by a VPI firmware module during startup of the com-
pute node, an operational mode of the VPI adapter to operate
in accordance with a first data communications protocol, the
VPI adapter including a preboot execution environment mod-
ule that supports the first data communications protocol prior
to loading an operating system and a driver for the first data
communications protocol; retrieving, by the VPI firmware
module from a network source via the VPI adapter in accor-
dance with the first data communications protocol, the oper-
ating system and a driver for the second data communications
protocol; and responsive to loading the operating system and
the driver for the second data communications protocol,
switching, by the VPI firmware module, the operational mode
of the VPI adapter to operate 1n accordance with the second
data communications protocol.

The foregoing and other objects, features and advantages
of the mvention will be apparent from the following more
particular descriptions of example embodiments of the inven-
tion as 1llustrated 1n the accompanying drawings wherein like
reference numbers generally represent like parts of example
embodiments of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 sets forth a block diagram of automated computing,
machinery comprising an example diskless compute node for
which an operating system may be loaded using a single VPI
adapter according to embodiments of the present mnvention.

FIG. 2 sets forth a flow chart illustrating an example
method for loading an operating system of a diskless compute
node using a single VPI adapter according to embodiments of
the present invention.

FIG. 3 sets forth a flow chart illustrating an additional
example method for loading an operating system of a diskless
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2

compute node using a single VPI adapter according to
embodiments of the present invention.

DETAILED DESCRIPTION OF EXAMPL.
EMBODIMENTS

L1

Example methods, apparatuses, and products for loading
an operating system of a diskless compute node (208) using a
single VPI adapter (210) 1n accordance with the present
invention are described with reference to the accompanying
drawings, beginning with FIG. 1. FIG. 1 sets forth a block
diagram of automated computing machinery comprising an
example diskless compute node (208) for which an operating
system (154) may be loaded using a single VPI adapter (210)
according to embodiments of the present invention. The com-
pute node (208) of FIG. 1 includes at least one computer
processor (156) or ‘CPU’ as well as random access memory
(168) (‘RAM’) which 1s connected through a high speed
memory bus (166) and bus adapter (158) to processor (156)
and to other components of the compute node (208).

The compute node (208) of FIG. 1 15 ‘diskless’ in the sense
that the compute node (208) does not include a primary boot
device, such as a hard disk drive. As such, the compute node
(208), at the time of startup, does not include an operating
system (154) stored 1n a hard disk drive. Because the compute
node (208) of FIG. 1 does not have a hard disk drive or other
form of non-volatile computer memory upon which an oper-
ating system (154) 1s traditionally stored, the operating sys-
tem (154) must be retrieved from remote storage such as afile
server (106).

The compute node (208) of FI1G. 1 does include some form
ol non-volatile computer memory, depicted in this example as
flash memory (134). In the example of FIG. 1, the flash
memory (134) may be embodied as an electronic non-volatile
computer storage device that can be electrically erased and
reprogrammed. The flash memory (134) of FIG. 1 includes
firmware (136) stored on the flash memory (134). Such firm-
ware (136) can include computer program instructions for

controlling the execution of various devices within the com-
pute node (208). The flash memory (134) of FIG. 1 also

includes a VPI firmware module (216). The VPI firmware
module (216) of FIG. 1 may be embodied as a module of
computer program instructions for configuring a VPI adapter
(210) and for retrieving and loading an operating system
(154) from remote storage via the VPI adapter (210).

The compute node (208) of FIG. 1 includes a VPI adapter
(210). The VPI adapter (210) of FIG. 1 1s a data communica-
tions adapter that supports data communications with mul-
tiple types of data communications switches such that a com-
pute node (208) that includes a VPI adapter (210) can support
data communications over multiple types of data communi-
cations networks. In particular, the VPI adapter (210) can
support connectivity with FEthernet switches, InfiniBand
switches, emerging Data Center Ethernet switches, Infini-
Band to Ethernet and Fibre Channel Gateways, and Ethernet
to Fibre Channel gateways.

The compute node (208) of FIG. 1 can load an operating,
system 1n a diskless compute node (208) using a single VPI
adapter (210) according to embodiments of the present inven-
tion by setting, by the VPI firmware module (216) during
startup of the compute node (208), an operational mode of the
VPI adapter (210) to operate 1n accordance with a first data
communications protocol. In such a way, the operational
mode of the VPI adapter (210) can specily the data commu-
nications protocol that will be used by the VPI adapter (210)
for data communications with other computers over a data
communications network. For example, the operational mode
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of the VPI adapter (210) may 1nitially be set such that the VPI
adapter (210) will communicate with other computers over a
data commumnications network using the Ethernet protocol.
Setting the operational mode of the VPI adapter (210) may be
carried out, for example, by the VPI firmware module (216)
sending a message to the VPI adapter (210) during startup of
the compute node (208), where the message includes a value
that identifies a particular operational mode.

The VPI adapter (210) of FIG. 1 can include a preboot

execution environment module that supports the first data
communications protocol prior to loading an operating sys-
tem (154) and a driver for the first data communications
protocol. The preboot execution environment module may be
embodied, for example, as a preboot execution environment
(‘PXE’) read-only memory (‘ROM”) that includes enough

Ethernet firmware to access a Dynamic Host Control Protocol
(‘DHCP’) server (104) to acquire an IP address and load a tull

Ethernet driver. In such an example, the preboot execution
environment module may support the first data communica-
tions protocol (e.g., Ethernet protocol) prior to loading an
operating system (154) and also prior to loading a driver for
the first data communications protocol.

The compute node (208) of FIG. 1 can further load an
operating system 1n a diskless compute node (208) using a
single VPI adapter (210) by retrieving, by the VPI firmware
module (216) from a network source via the VPI adapter
(210), the operating system (204) and a driver (206) for the
second data communications protocol. In the example of FIG.
1, the network source 1s depicted as being a file server (106)
that includes one or more operating systems (154), device
drivers, and other files for use by the compute node (208).
Retrieving the operating system (154) and a driver for the
second data communications protocol may be carried out, for
example, once the compute node (208) has accessed the
DHCP server (104) to acquire an IP address and load a tull
Ethernet driver. In such an example, once the full Ethernet
driver has been loaded, the compute node (208) can access the
file server (106) via the VPI adapter (210) using the Ethernet
protocol. The compute node (208) can subsequently down-
load the operating system (154) and a driver for the second
data communications protocol, such as the InfimiBand proto-
col, from the file server (106). In such a way, the operating
system (154) and the driver for the second data communica-
tions protocol may be retrieved via the VPI adapter (210) in
accordance with the first data communications protocol (e.g.,
Ethernet protocol).

The compute node (208) of FIG. 1 can further load an
operating system (154) 1n a diskless compute node (208)
using a single VPI adapter (210) by switching, by the VPI
firmware module (216), the operational mode of the VPI
adapter (210) to operate 1n accordance with the second data
communications protocol. Switching the operational mode of
the VPI adapter (210) to operate 1n accordance with a second
data communications protocol such as the InfiniBand proto-
col may be carried out, for example, by the VPI firmware
module (216) sending a message to the VPI adapter (210),
where the message includes a value that 1dentifies a particular
operational mode. In such a way, the VPI adapter (210) may
support loading the operating system (154) 1n accordance
with the first data communications protocol and also subse-
quently support ongoing data communications in accordance
with the second data communications protocol. Switching the
operational mode of the VPI adapter (210) to operate in accor-
dance with the second data communications protocol may be
carried out in response to loading the operating system (154)
and the driver for the second data communications protocol.

5

10

15

20

25

30

35

40

45

50

55

60

65

4

In the example embodiment depicted 1n FIG. 1, the VPI
adapter (210) of the compute node (208) 1s coupled to a VPI
switch (102). The VPI switch (102) 1s coupled to the DHCP
server (104), the file server (106), and to a compute network
(108) that can include additional compute nodes. In such a
way, the VPI switch (102) can facilitate data communications
connectivity between the compute node (208), the DHCP
server (104), the file server (106), and the compute network
(108). The VPI switch (102) of FIG. 1 can include a vaniety of
data communications interfaces and data communications
ports. For example, the DHCP server (104) and the file server
(106) may be coupled to the VPI switch (102) via Ethernet
ports that are included in the VPI switch (102) while the
compute network (108) 1s coupled to the VPI switch (102) via
InfiniBand ports that are included 1n the VPI switch (102). In
addition, the VPI switch (102) may also include a VPI inter-
face and VPI ports through which the VPI adapter (210) of the
compute node (208) may be coupled for data communica-
tions with the VPI switch (102).

The example compute node (208) of FIG. 1 includes one or
more input/output (‘1/0”) adapters (178). I/O adapters imple-
ment user-oriented mmput/output through, for example, soft-
ware drivers and computer hardware for controlling output to
display devices such as computer display screens, as well as
user iput from user mput devices (181) such as keyboards
and mice. The example compute node (208) of FIG. 1
includes a video adapter (209), which 1s an example of an I/0
adapter specially designed for graphic output to a display

device (180) such as a display screen or computer monitor.
Video adapter (209) 1s connected to processor (156) through

a high speed video bus (164), bus adapter (158), and the front
side bus (162), which 1s also a high speed bus.

The compute node (208) of FIG. 1 also includes volatile
memory, depicted here as RAM (168). Stored in RAM (168)
1s an operating system (154) that 1s loaded after startup of the

compute node (208). Operating systems for use by the com-

pute node (208) can include UNIX™, Linux™, Microsoit
Windows 7™ Microsoft XP™ AIX™ [BM’s 15/0S™ and
others as will occur to those of skill 1n the art.

For turther explanation, FIG. 2 sets forth a flow chart
illustrating an example method for loading an operating sys-
tem (204 ) of a diskless compute node (208) using a single VPI
adapter (210) according to embodiments of the present mnven-
tion. In the example method of FIG. 2, the operating system
(204) must be retrieved from remote storage—computer
memory that resides outside of the compute node (208 )—by
virtue of the diskless nature of the compute node (208). That
1s, because the compute node (208) of FIG. 2 does not have a
disk drive or other form of non-volatile computer memory
upon which the operating system (204) 1s stored, the operat-
ing system (204) must be retrieved from remote storage.

The example method of FIG. 2 1s carried out by a VPI
firmware module (216). The VPI firmware module (216) of
FIG. 2 may be embodied as a module of computer program
instructions executing on computer hardware. The VPI firm-
ware module (216) may include computer program 1instruc-
tions for configuring a VPI adapter (210) and for retrieving
and loading the operating system (204) from remote storage
via the VPI adapter (210). The VPI firmware module (216) of

FIG. 2 may be stored in computer memory such as flash

memory, an EEPROM, or other special purpose non-volatile

memory for storing special purpose firmware modules such
as the VPI firmware module (216).

The compute node (208) of FIG. 2 includes a VPI adapter
(210). The VPI adapter (210) of FIG. 2 1s a data communica-
tions adapter that supports data communications with mul-
tiple types of data communications switches such that a com-
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pute node (208) that includes a VPI adapter (210) can support
data communications over multiple types of data communi-
cations network. In particular, the VPI adapter (210) can
support connectivity with Ethernet switches, InfiniBand
switches, emerging Data Center Ethernet switches, Infini-
Band to Ethernet and Fibre Channel Gateways, and Ethernet
to Fibre Channel gateways.

The example method of FIG. 2 includes setting (218), by
the VPI firmware module (216) during startup of the compute
node (208), an operational mode (212) of the VPI adapter
(210). In the example method of F1G. 2, the operational mode
(212) of the VPI adapter (210) 1s set (218) to operate 1n
accordance with a first data communications protocol such
that the operational mode (212) of the VPI adapter (210) can
specily the data communications protocol that will be used by
the VPI adapter (210) for data communications with other
computers over a data communications network. For
example, the operational mode (212) of the VPI adapter (210)
may 1nitially be set (218) such that the VPI adapter (210) waill
communicate with other computers over a data communica-
tions network using the Ethernet protocol. In the example
method of FI1G. 2, setting (218) the operational mode (212) of
the VPI adapter (210) may be carried out, for example, by the
VPI firmware module (216) sending a message to the VPI
adapter (210) during startup of the compute node (208),
where the message includes a value that 1dentifies a particular
operational mode (212).

The VPI adapter (210) of FIG. 2 includes a preboot execu-
tion environment module (214) that supports the first data
communications protocol prior to loading an operating sys-
tem and a driver for the first data commumnications protocol. In
the example method of FIG. 2, the preboot execution envi-
ronment module (214) may be embodied, for example, as a
preboot execution environment (‘PXE’) ROM that includes
enough Ethernet firmware to access a Dynamic Host Control
Protocol (‘DHCP’) server to acquire an IP address and load a
tull Ethernet driver. In such an example, the preboot execu-
tion environment module (214) may therefore support the
first data communications protocol (e.g., Ethernet protocol)
prior to loading an operating system and also prior to loading,
a driver for the first data communications protocol.

The example method of FIG. 2 also includes retrieving,
(220), by the VPI firmware module (216) from a network
source (202) via the VPI adapter (210), the operating system
(204) and a driver (206) for the second data communications
protocol. In the example method of FIG. 2, the network
source (202) may be embodied, for example, as a file server
that includes one or more operating systems (204), device
drivers (206), and other files for use by the compute node
(208). Retrieving (220) the operating system (204) and a
driver (206) for the second data communications protocol
may be carried out, for example, once the compute node (208)
has accessed a DHCP server to acquire an IP address and load
a Tull Ethernet driver. In such an example, once the tull Eth-
ernet driver has been loaded such that the compute node (208)
can access a file server via the VPI adapter (210) using the
Ethernet protocol and download the operating system (204)
and a driver (206) for the second data communications pro-
tocol such as the InfiniBand protocol. In such a way, the
operating system (204) and the driver (206) for the second
data communications protocol may be retrieved (220) via the
VPI adapter (210) 1n accordance with the first data commu-
nications protocol (e.g., Ethernet protocol).

The example method of FIG. 2 also includes loading (221)
the operating system (204) and the driver (206) for the second
data communications protocol. In the example method of
FIG. 2, loading (221) the operating system (204) may be
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carried out, for example, by writing the operating system
(204) to volatile RAM 1n the compute node (208). In the

example method of FIG. 2, loading (221) the driver (206) for
the second data communications protocol may be carried out,
for example, by writing the driver (206) for the second data
communications protocol to memory on the VPI adapter
(210), by writing the driver (206) for the second data com-
munications protocol to memory accessible by the VPI
adapter (210), and 1n other ways as will occur to those of skill
in the art.

The example method of FIG. 2 also includes switching,
(222), by the VPI firmware module (216), the operational
mode (212) of the VPI adapter (210) to operate in accordance
with the second data communications protocol. In the
example method of FIG. 2, switching (222) the operational
mode (212) of the VPI adapter (210) to operate 1n accordance
with a second data communications protocol such as the
InfiniBand protocol may be carried out, for example, by the
VPI firmware module (216) sending a message to the VPI
adapter (210), where the message includes a value that 1den-
tifies a particular operational mode (212). In such a way, the
VPI adapter (210) may support loading the operating system
(204) in accordance with the first data communications pro-
tocol and subsequently support ongoing data communica-
tions 1n accordance with the second data communications
protocol. In the example method of FIG. 2, switching (222)
the operational mode (212) of the VPI adapter (210) to oper-
ate 1n accordance with the second data communications pro-
tocol 1s carried out 1n response to loading the operating sys-
tem (204) and the dniver (206) for the second data
communications protocol.

For further explanation, FIG. 3 sets forth a flow chart
illustrating an additional example method for loading an
operating system (204) of a diskless compute node (208)
using a single VPI adapter (210) according to embodiments of
the present invention. The example method of FIG. 3 1s simi-
lar to the example method of FIG. 2 as 1t also includes setting
(218) an operational mode (212) of the VPI adapter (210),
retrieving (220) the operating system (204 ) and a driver (206)
for the second data communications protocol, loading (221)
the operating system (204 ) and the driver (206) for the second
data communications protocol, and switching (222) the
operational mode (212) of the VPI adapter (210) to operate 1n
accordance with the second data communications protocol.

The example method of FIG. 3 also includes obtaining
(308), by the VPI firmware module (216) from a DHCP server
(308), a network address (304) and the driver (306) for the
first data communications protocol. In the example method of
FIG. 3, the VPI adapter (210) may include a PXE ROM that
includes enough FEthernet firmware to access the DHCP
server (308) to acquire an IP address and a full Ethernet driver.
In such a way, the VPI firmware module (216) may obtain
(308) the network address (304) and the driver (306) for the
first data communications protocol via the VPI adapter (210)
in accordance with the first data communications protocol.

The example method of FIG. 3 also includes loading (310)
the driver (306) for the first data communications protocol. In
the example method of FIG. 3, loading (310) the driver (306)
for the first data communications protocol may be carried out
by writing the driver (306) for the first data communications
protocol to memory on the VPI adapter (210), by writing the
driver (306) for the first data communications protocol to
memory that 1s accessible by the VPI adapter (210), and 1n
other ways as will occur to those of skill 1n the art.

In the example method of FIG. 3, switching (222) the
operational mode (212) of the VPI adapter (210) to operate 1n
accordance with the second data communications protocol
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may include sending (312), by the VPI firmware module
(216) to the VPI adapter (210), a value 1identitying the second

data communications protocol. In the example method of
FIG. 3, the VPI adapter (210) can include a table or other data
structure that associates values with a plurality of data com-
munications protocols for use by the VPI adapter (210). In
such an example, the VPI firmware module (216) can include
a similar table or data structure and can therefore send (312)
a value 1dentitying the second data communications protocol

to the VPI adapter (210). For example, the VPI firmware
module (216) can send (312) a message to the VPI adapter
(210) that includes the value identifying the second data

communications protocol.

Example embodiments of the present invention are
described largely 1n the context of a fully functional computer
system for loading an operating system of a diskless compute
node using a single Virtual Protocol Interconnect VPI adapter.
Readers of skill in the art will recognize, however, that the
present invention also may be embodied 1n a computer pro-
gram product disposed upon computer readable storage
media for use with any suitable data processing system. Such
computer readable storage mediamay be any storage medium
for machine-readable information, ncluding magnetic
media, optical media, or other suitable media. Examples of
such media include magnetic disks 1n hard drives or diskettes,
compact disks for optical drives, magnetic tape, and others as
will occur to those of skill 1n the art. Persons skilled 1n the art
will immediately recognize that any computer system having
suitable programming means will be capable of executing the
steps of the method of the mvention as embodied in a com-
puter program product. Persons skilled 1n the art will recog-
nize also that, although some of the example embodiments
described 1n this specification are oriented to soltware
installed and executing on computer hardware, nevertheless,
alternative embodiments implemented as firmware or as
hardware are well within the scope of the present invention.

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
or more computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
following: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
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store a program for use by or 1n connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that 1s not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or 1n connection with an 1nstruction execution system.,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written 1n any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone soitware package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the tlowchart i1llustrations and/
or block diagrams, and combinations of blocks 1n the flow-
chart illustrations and/or block diagrams, can be i1mple-
mented by computer program instructions. These computer
program 1nstructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-

cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program istructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored 1n the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the mstructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified 1in the flowchart
and/or block diagram block or blocks.
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The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, 1n some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks 1n the block diagrams
and/or flowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer instructions.

It will be understood from the foregoing description that
modifications and changes may be made 1n various embodi-
ments of the present invention without departing from 1ts true
spirit. The descriptions 1n this specification are for purposes
of i1llustration only and are not to be construed 1n a limiting
sense. The scope of the present invention 1s limited only by
the language of the following claims.

What 1s claimed 1s:

1. A method comprising a computer processor and a com-
puter memory operatively coupled to the computer processor,
the computer memory 1mncluding computer program instruc-
tions that, when executed by the computer processor, cause
the steps of:

setting during startup of the compute node, an operational

mode of a VPI adapter to operate in accordance with a
first data communications protocol, the VPI adapter is a
data communication adapter including a preboot execu-
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tion environment module located in memory of the VPI
adapter that supports the first data communications pro-
tocol prior to loading an operating system and prior to
loading a driver for the first data communications pro-
tocol;

obtaining from a dynamic host control protocol (*\DHCP’)
server, a network address and the driver for the first data
communications protocol; and

loading the driver for the first data communications proto-
col;

retrieving from a network source via the VPI adapter 1n
accordance with the first data communications protocol,
the operating system and a driver for the second data
communications protocol;

loading the operating system and the driver for the second
data communications protocol; and

responsive to loading the operating system and the driver
for the second data communications protocol, switching,
the operational mode of the VPI adapter to operate in
accordance with the second data communications pro-
tocol.

2. The method of claim 1 wherein the first data communi-
cations protocol 1s an Ethernet protocol and the second data
communications protocol 1s an Infiniband protocol.

3. The method of claim 1 wherein the VPI adapter 1s
coupled for data communications with the network source via
a VPI switch.

4. The method of claim 1 wherein the VPI adapter 1s
coupled for data communications with a dynamic host control
protocol (‘DHCP’) server via a VPI switch.

5. The method of claam 1 wherein switching the opera-
tional mode of the VPI adapter to operate 1n accordance with
the second data communications protocol further comprises
sending, to the VPI adapter, a value identifying the second
data communications protocol.
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